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PROBLEMS OF TEXT SENTIMENT ANALYSIS

.. . count 14412 .0008000 count 14412 .66e0080

Some examples of sequence prediction problems include: mean 176525812 nean 57 QABOET
1. One to many: observation as input, mapped to a sequence with  std 271.612376 std 41.432195
multiple steps as output. T i;g:g:gg min 1.000000
2. Many-to-one: a sequence of several steps as inputs mapped to  ggy 101000000 i;i 12jg:g:§:
a class or quantity prediction. 75% 197.000080 75% 32.000000
max 7484 . 2080020 max 1878.608000

3. Many-to-many: a sequence of multiple steps as input, mapped

. Name: comment length, dtype: float64 Name: word number, dtype: floatéd
to a sequence of multiple steps as output.

4. The many-to-many problem is often referred to as sequence to Distribution of recall length and distribution of
sequence, or seqg2seq for short. number of words in comments
NEURAL NETWORK TRAINING As can be seen, there is no bias towards one type of text

sentiment among the data, and based on the obtained
numerical characteristics of the records, the text sample
can be considered large enough: [21;7404] letters and [1;

We studied 3 models and their effectiveness. The results are
presented in the table.

ROC-curve Result .
SimpleRNN 0.83 The network predicts true values quite well. It is also worth nothing that 1078] words. From the set of faCtorS, it follows that the
the deviations in negative responses are lower by an order of magnitude training dataset is ba|anced-

than in positive ones, indicating a fairly high efficiency. . .
LSTM 0.91 The neural network predicts true values well, but unlike SimpleRNN, it Of a” the neural network arChIteCtureS .ConSIdered' the beSt
tends to misclassify negative sentiments as positive ones. performers were neural networks with LSTM and GRU
GRU 0.87 This neural network better identifies true sentiment values of reviews, |ayers W|th appI’OXimately the same accuracy. O 88 and

but it tends to make more errors on negative reviews that on positive ! . ) '
ones. 0.87, respectively.

RESULTS Several sentences were randomly selected to display the

predictions of the neural networks. Each neural network

The training set consists of 14412 informal Russian comments o
made predictions for them.

from social networks with jargon and hidden subtext, making ) ) )
training a deep learning model more complex. The dataset was 1€ table displays comment texts and their tonality
converted to lowercase and HTML tags were removed before Predicted by three neural networks: SimpleRNN, GRU, and

conducting exploratory data analysis to evaluate the LSTM. The true values of predictio'ns are a.Iso shovyn.
representativeness of the dataset and the distribution of ©OVverall, the networks performed well in predicting tonality,
emotional sentiment. with only small deviations from the true values. However,

errors were made on sentences with hidden subtext, likely
due to the small amount of data. GRU and LSTM networks
had fewer errors compared to SimpleRNN, as they have
memory blocks and apply filters.
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Comment length distribution and word
number distribution in the recall

Comment True Simple RNN GRU LSTM
value prediction prediction prediction

ceeToopEl ¢ BEISOEOM TaiMepoM 0 0.0001 0 0,0003
CNacH0O 3a KOHCTPYKTHEHYIO KPHTHKY IPHMY CBEJEHHIO BallH C10Ba 0 0.0002 0.0002 00003
pabounit qems Bepen ] 0,0004 0.0001 0,0003
MaTh Gpar cBar pefeHOK CHIH MHKa0y BROHTAKTHKE Ty paK 1 0.8279 0.4614 0.1727
OPOCTO MOXOXe 5TO FOPHT KPACHBIH 3TO MarasHH HPKYTCKHi ¢aphl Janeke 3TO 3HepreTHE 0 0,1031 0,0425 0,0018
AHAEKC MO HOPM NPOEBOJAT cobeceJOBaHMA padOTaTE OTHIOAB MPeKpPacHo ryrile ammie 0 0,0049 0,0004 0,0001
XOopomHe codeceJOEAHHA NOHPABHIOCE coOeceJOBAHHE OMIHMsSap] HANMpHMEp HINYT
JAVHOB Yalfie TOEOPHM TOMOEBIE KOMIAHHH CepeJHAYOK
HOKHEIE KYIBTYPEI emé CYMEecTEYIOT EPOJe FOBOPHIN OMHMIOHAZE BEIPYCHIH Hadur 0 0.0002 0 0.0001
— 1 0.955 0.9781 0,9434
IO CEOE JHNO SACEETH 1 0,9981 0.9995 0,9988
MOHX KOJITer IpoTrpaMMHCTOE CEHEODH 3aperaH COLCeTAX HEKOTOPEIS SABOAAT pesione 0 0,0828 0 0,0001
MPHHITANA MPAEJA OTOPAEIAeT pestoMe e 3ampocan XOPOIIHX SHAKOMEIX EC DABHO
VMYAPAOTCA XaHTHTB KAKHM 00pasoM
oo mapax ypoaos 101 1 0,9984 0.9997 0,9995
ZeACTEHTENBHO CTOBKC BCAKOH XPDMOSEl HCIONMESYIO Y TAlO HasEaHHA 0 0.0001 0 0,0001
cnacHO0 OombIIOe JeAbHHIH COBET 0 0.0002 0 0
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