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PROBLEMS OF TEXT SENTIMENT ANALYSIS
Some examples of sequence prediction problems include:

1. One to many: observation as input, mapped to a sequence with 
multiple steps as output.

2. Many-to-one: a sequence of several steps as inputs mapped to 
a class or quantity prediction.

3. Many-to-many: a sequence of multiple steps as input, mapped 
to a sequence of multiple steps as output.

4. The many-to-many problem is often referred to as sequence to 
sequence, or seq2seq for short.

NEURAL NETWORK TRAINING
We studied 3 models and their effectiveness. The results are 
presented in the table.

RESULTS
The training set consists of 14412 informal Russian comments 
from social networks with jargon and hidden subtext, making 
training a deep learning model more complex. The dataset was 
converted to lowercase and HTML tags were removed before 
conducting exploratory data analysis to evaluate the 
representativeness of the dataset and the distribution of 
emotional sentiment.
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Comment length distribution and word 
number distribution in the recall

Distribution of recall length and distribution of 
number of words in comments

As can be seen, there is no bias towards one type of text 
sentiment among the data, and based on the obtained 
numerical characteristics of the records, the text sample 
can be considered large enough: [21;7404] letters and [1; 
1078] words. From the set of factors, it follows that the 
training dataset is balanced.

Of all the neural network architectures considered, the best 
performers were neural networks with LSTM and GRU 
layers, with approximately the same accuracy: 0.88 and 
0.87, respectively.
Several sentences were randomly selected to display the 
predictions of the neural networks. Each neural network 
made predictions for them.
The table displays comment texts and their tonality 
predicted by three neural networks: SimpleRNN, GRU, and 
LSTM. The true values of predictions are also shown. 
Overall, the networks performed well in predicting tonality, 
with only small deviations from the true values. However, 
errors were made on sentences with hidden subtext, likely 
due to the small amount of data. GRU and LSTM networks 
had fewer errors compared to SimpleRNN, as they have 
memory blocks and apply filters.
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