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Fig. 2. r-Pearson correlation coefficients

Fig. 3. The ROC curve for the weighted set of the Xboost method

Conclusion
The paper reviewed the XGBoost machine learning model for the purpose of 
subsequent prediction. The analysis of ways to separate significant features using 
correlation analysis, rebalancing of SMOTE classes is carried out. The quality of this 
solution for this particular task is estimated at 0.9 AUC, which is an excellent result.

Parameter Parameter description 
Parameter 

type 

x1 Number of pregnancies int64 

x2 Plasma glucose 
concentration 2-hours in an 
oral glucose tolerance test 

int64 

x3 Diastolic blood pressure 
(mm Hg) 

int64 

x4 Triceps skin fold thickness 
(mm) 

int64 

x5 2-Hour serum insulin (mu 
U/ml) 

int64 

x6 Body mass index ( kg/m2) float64 

x7 Age int64 

x8 Diabetes pedigree function float64 

y Having diadetes int64 

 

r-Pearson correlation 
coefficients

The objective funtion 
of the XGBoost model

Since the binary classification problem is being solved (does the patient 
have diabetes), a reasonable AUC value should be greater than 0.5, and a good 
classification model has an AUC index greater than 0.9 (the value varies 
depending on the scope of application) 

The aim of the study is to study and apply ML methods 
to predict the risk of diabetes among patients

Tasks:
-Perform primary data processing
-Identify significant signs affecting whether a patient has
 diabetes using correlation analysis
-Provide SMOTE data balancing
-Learn and apply the XGBoost model
-Get and analyze results

 

Results of training

Minimization the model errorIntroduction
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