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Attacks Experiments

TABLE II. SUGGESTED METHOD, FGSM ATTACK, COMPRESSED FILES

Name, window type | MacroF1 Macro Precisinnl Macro Recall
FGSM MI-FGSM Experiments were conducted under two Cross-validation mean
] 7 conditions: compressed and uncompressed SVM, window eq. (5)|  0.949 0.942 0.961
attacked images, for two feature :

d . . > . . REF, d .(5) 0.961 0.957 0.965
x" —X-€S1gN ( V oJ ( X,ytme) )(Eq. 1) X :Jirvl :Xf,:dV +0 sign (gn) (Eq.2) extraction/detection algorithms — baseline and mp:fﬂ;::jq ol osst o oo
| ) adv proposed. i ' ' : '

Simple and popular attack requiring g.. =g + VXidv J (X” ’y“‘“e) For the FGSM attack, & was varied from 0.01 to SVM, avg. window | 0.976 0.970 0.983
full knowledge and access to the n+1- Hon H Vo] ( 0 3Ytrue) 0.20, for MI-FGSM — from 0.02 to 0.20 with a RF, avg. window 0.992 0.991 0.993
model. Parameter epsilon controls Xy 1 step of 0.02, weight decay of 0.7, and a=127.5¢, MLP, ave. window |  0.976 0.971 0.0
perturbation strength. Attack that improves on FGSM by which helped keep MI-FGSM single step value Test dataset result
introducing iterability and momentum. constant for all epsilon. SVM, window oq. (5)] _ 0.905 0.865 0.065
Momentum 31.10\7}’8 to overcome 1003! Fig. 1.Comparison between fragments of heavily IABLEL  Bassimi MErs=0D RE, window q. (5) | 0.930 000 o0
optimums while 1terab111ty hClpS avoid perturbed and clean images. Grainy high_frequency Macre F1 Macro Precision | Macre Racall
. . ) Aty ’ MLP, window eq. (5)|  0.910 0.874 0.960
jumping over optimal values. structure is visible. FGSM attack, 0.690 0.724 0.784
compraszed fles SVM, avg. window 0.957 0.932 0.987
mFﬂ'im Elas o-d o 082 RF, avg. window 0.980 0.969 0.992
Defences lﬂ_FGEMaiE.rf__ 0526 0696 0572 MLP, avg. window 0.979 0.968 0.991
TABLE III. SUGGESTED METHOD, TABLEIV. SUGGESTED METHOD,
° ° . . . . FGSM ATTACK, UNCOMPRESSED FILES MI-FGSM ATTACK, COMPRESSED FILES
Basellne algorlthm Proposed algorlthm VlsuallZ atlon Name, window type| MacroF1 Macro Precisiunl Macro Recall Name, window type| MacroF1 Macro Precisiunl Macro Recall
Cross-validation mean Cross-validation mean
SVM, window eq. (5)|  0.981 0.976 0.982 SVM, window (5) 0.977 0.977 0.977
1 k itz |°-°1 — ot RF, window eq. (5) 0.977 0.976 0.979 RF, window (5) 0.978 0.977 0.979
A A
Pp—— Z W. (X . — X ) (Eq. 3) 04 1 MLP, window eq. (5)|  0.972 0.972 0.973 MLP, window (5) 0.975 0.982 0.972
1 | 1 0.20 -
n =1 4 SVM, avg. window 0.998 0.998 0.999 SVM, avg. window 0.977 0.966 0.988
C 0 25 0 5 _ 0 25‘ g RF, avg. window 0.999 0.999 0.999 RF, avg. window 0.974 0.975 0.973
x=| 0 '5 0 0 '5 £x W, :( ( 0, 1)2 5)_ ! s 010 MLP, avg. window |  0.998 0.998 0.999 MLP, avg. window |  0.969 0.977 0.962
. . 1 0Ca
. 02 5 0 5 025 014 1 Test dataset result Test dataset result
‘_/\./\J K/\_’\/\ SVM, window eq. (5)]  0.962 0.943 0.983 SVM, window eq. (5)|  0.978 0.979 0.978
Baseline algorithm (Eq. 1) calculates the weighted sum i o =& r - - - %= = . -2 p RF, window eq. (5) 0.965 0.951 0.980 RF, window eq. (5) 0.966 0.967 0.965
of difference between the pixels in the neighborhood. AT MLP, window eq. (5)|  0.965 0.954 0.976 MLP, window eq. (5)]  0.975 0.980 0.970
ThI’CIS{h(()lldll’lg 1s used to determine 1f 1mMage was 0.7 1 SVM, avg. window 0.999 0.999 0.999 SVM, avg. window 0.977 0.966 0.990
attacked or not. o | 06 1 RF, avg. window 0.999 0.999 0.999 RF, avg. window 0.973 0.972 0.975
Pr opose d al o orithm 015 ol MLP, avg. window 0.997 0.995 0.999 MLP, avg. window 0.961 0.972 0.952
04 4
7 010 03 ]
Conclusion
R R , _1 0.05 - 4
p: W(X_X) (Eq 4) Wi:((alocal) +5) (Eq5) B V\ . . .
AN ' 000 00 A method for detecting adversarial gradient attacks was proposed. Proposed
02505 -0.05 R T S = method for feature extraction shows good results when used with any of the
2= 05 0 05 |*x . o . . . machine learning algorithms. Proposed method can be extended to include
~0.250.5 0.25 Fig. 2. Distributions of values acquired using proposed algorithm. correction of detected attacked images.
. . . First three graphs show distributions for cases where original images x are the
Transform both images into YcbCr, which removes . rturbed with FGSM under different &. the last h 0 :
dependency on luminosity channels. Separate CbCer, Images perturboed with Has v under ditierent &, the fast graph — clean 1mages.
compute «approximate noise» using Eq.4. Resulting As 1t can be seen, distributions for clean and perturbed images are easy to
«approximate noise» is normalized using interquantile distinguish. By summing them up, £q.3 and therefore baseline algorithm loses
algorithm, bringing it to zero mean and unit variance and that additional information. The hypothesis for this difference is, clean, natural SAMARA 34 Moskovskoye shosse, Samara, 443086
dropping 25% lowest and highest values. Result 1s images have lower spatial frequencies. +7 (846) 335-18-26, +7 (846) 335-18-36 (fax)
binned into a histogram, ranging [-5.1;5.1] with a bin UNIVERSITY ssau@ssau.ru, www.ssau.ru

width of 0.4. Resulting histogram is divided by number
of pixels to acquire PDF as shown on Fig.1.
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