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neighbor classification Method Accuracy
K-nearest neighbors 95.61%
2 O random forest 88.78%
Iwi Gradient boost 86.83%
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O Support vectors 83.9%
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Gaussian Naive Bayesian 82.44%
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