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In the medical field every day work with a large amount of data. This could be input about patients'

symptoms or collection of tests.

All data is analyzed and a data table is created. Relationships between data are identified, models are

built on their basis.

The output will be the correctness of the diagnoses based on the symptoms or the accuracy of the
analysis. Data analysis methods will help identify people
susceptible to the disease and classify what factors affect it. For this, machine learning is used.

The aim of this work is to develop a model that can quickly and

accurately identify the risk of stroke

based on a small number of input parameters. For the most

accurate and reliable result,

TABLEL FEATURES FOR ANALYSIS
Features Feature's description
x, Gender
X Age
X Presence of hypertension
Xy Prezence of cardiovascular dizease
X Family status
X, Type of professional activity

a large number of implementation methods are considered and

Type of residence

compared. During the comparison,

Average blood glucoze

the method with the highest execution accuracy was selected.

Body mass index

Stroke Patient's BMI On Gender

Attitude towards smoking
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Have you had a stroke

Stroke Patient's Heart Disease

Stroke Patient's Smoking Status
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The problem of learning on unbalanced
data is a fairly common topic for research
in recent years. The presence of this proble
was taken into account when creating the
neural network architecture. The
effectiveness of using

artificial intelligence in assessing the risk of
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KNearest Neighbors, 94.5%
Logistic function formula: Random Forest Class Iﬁgr 99%
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Gradient Boosting 97%
LGBM Classifier 96%
Logistic Regression 7%
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