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Abstract 

In this work, a multilayer dielectric optical notch filters design is proposed based on TiO2 and SiO2 alternating layers. Titanium dioxide (TiO2) 
is selected for its high refractive index value (2.5) and Silicon dioxide (SiO2) as a low refractive index layer (1.45). These filters are 
conventionally envisioned for overpowering of powerful laser beams in research experiments, to obtain good signal-to-noise ratios in Raman 
laser spectroscopy. It is precarious that light from the pump laser should be blocked. This is attained by inserting a notch filter in the detection 
channel of the setup. In addition to spectroscopy, notch filters are also useful in laser-based florescence instrumentation and biomedical laser 
systems. The designed filter shows a high quality with an average transmission of more than 90% in 450-535 and 587-700 nm bandwidths. 
And a stop band region between 536-586 nm shows a transmission of 3% only with an optical density of greater than 3, which makes it a 
promising element to be used as a notch filter.  
 
Keywords: Notch filter; Optical density; Distributed Bragg Reflector (DBR); visible spectrum 

1. Introduction 

Thin film optics is well-established technology. Many devices such as band pass filters, band-stop filters, polarizers and 
reflectors are realized with the help of multilayer dielectric thin films [1-4]. Thin films coatings have also been used to increase 
both colour and energy efficiency of glass and as reflecting mirrors coatings. However the application of single layer thin films 
has increased, there are a number of applications which require multilayer films that combine the attractive properties of 
numerous materials. Some of the important applications of multilayer films are in the design of computer disks, optical 
reflectors, antireflection coating, optical filters, and solar cells among others. An optical filter is an element or material which is 
purposefully used to change the spectral intensity distribution or the state of polarization of the electromagnetic radiation 
incident on it. The change in the spectral intensity distribution may or may not depend on the wavelength. The filter possibly will 
act in transmission, in reflection, or both. Notch filters are usually known as band-stop or band-rejection filters which are 
designed to transmit most of the wavelengths with the low-intensity loss while diminishing the light within a specific wavelength 
range to a very low level. These filters are conventionally proposed for overpowering of powerful laser beams in research 
experiments to obtain good signal-to-noise ratios in Raman laser spectroscopy. It is precarious that light from the pump laser 
should be blocked. This is attained by inserting a notch filter in the detection channel of the setup. In addition to spectroscopy, 
notch filters can also be used in laser-based fluorescence instrumentation and biomedical laser systems. They are also used for 
eye protection and as a camera accessory. These filters contain alternating layers of high (H) and low (L) refractive index 
materials with precise thicknesses with good knowledge about their refractive index and absorptions. Several multilayer coatings 
are deposited onto a transparent substrate. Both the multilayer and substrate contribute to the total performance of the filter. 
Layers made of oxides are, as a rule, harder than those made of fluorides, sulphides or semiconductors. Therefore, they are ideal 
to be used on unprotected surfaces. Semiconductor materials should be avoided in filters which have to be used over a wide 
range of temperatures because their optical constants can change considerably. Distributed Bragg Reflectors (DBRs) work on the 
principle of multiple reflections between high and low index materials interface. It has a λ/4 thickness of the central wavelength. 
The high reflection region of a DBR is known as the DBR stopband and can be attained by the refractive index contrast between 
the constituent layers. A broad stop band can be realized by using high index contrast thin films. The schematic of the DBR is 
shown in figure 1.  

In this work, the design of a Notch filter based on TiO2/SiO2 is proposed at a central wavelength of 561 nm with an FWHM of 
50 nm. Titanium dioxide (TiO2) is selected for its high refractive index value (2.5)[5] and Silicon dioxide (SiO2) as a low 
refractive index layer (1.45)[5]. TiO2 is a vital dielectric material with a wide band-gap energy and high refractive index that can 
make it useful in the fabrication of multilayer thin films due to its high optical properties. For instance, its high transmittance 
and high refractive index in the visible region (380-760 nm) make it valuable to be employed in the production of the optical 
filter and window glazing [6, 7].  

In the designing of optical filters, the behaviour of the entire multilayer system is anticipated on the basis of the properties of 
the individual layers in the stack [8]. Hence to attain the optimum performance, it is important to optically characterize and 
accurately determine the thickness of the individual layers. We designed this filter with a less possible number of layers with 
high transmission in pass band region and high reflection is obtained in the stop band. Open-source software, Open Filters, is 
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used in this work to design and optimize the required filter. Transmission and reflection properties of interference filters are 
dependent on materials refractive index and layer thickness of materials. Open filter calculates optical properties of filters. It 
uses transfer matrix method to calculate the transmission and reflection properties of filters based on the absorption and 
materials refractive indices [9]. Optimization techniques are available in this software like needle synthesis (Adding an extra 

layer to give targeted transmission).  

Fig. 1. Schematic of Distributed Bragg Reflector (DBR). 

2. Optical density of the notch filter 

A filter plate made of an isotropic material with smooth and parallel surfaces, the transmittance depends on the thickness, 
optical constants of the material, the angle of incidence and polarization state of the incident light, and the degree of coherence 
between multiple reflected waves [10, 11]. Optical density (OD) is used to see the blocking specification of a filter and is 
associated with the amount of energy transmitted through it. It uses a logarithmic scale to describe the transmission of light 
through a highly blocked optical filter, particularly useful when the transmission is extremely small. A high optical density value 
indicates very low transmission of light and low optical density indicates high transmission. For instance, OD=1 relates to a 
transmittance value of 0.1, and OD =8 corresponds to a transmittance value of 10-8. It can be expressed as [12]: 

𝑇𝑇(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) =  10−𝑂𝑂𝑂𝑂𝑥𝑥 100 

𝑂𝑂𝑂𝑂 = − log � 𝑇𝑇
100
�… … … … … … … … … … … … … . 𝑒𝑒𝑒𝑒  (1) 

For the filters having OD ≥ 3 the effects of multiple reflections are insignificant because of the low reflectance and strong 
absorption of the filter.  

3. Filter design and discussion 

Multilayer thin films have an extensive wavelength tunability which gives an optical response that is desired for a specific 
application. Distributed Bragg Reflectors (DBRs)[13,14] consisting of alternating high and low refractive index material pairs 
are the most commonly used mirrors in FP filters, due to their high reflectivity. However, DBRs have high reflectivity for a 
selected range of wavelengths known as the stop band of the DBR. Its reflectance usually depends on the constructive or 
destructive interference of light reflected at consecutive boundaries of different layers of the stack. The performance of the 
multilayer devices highly depends on the interface formed between the alternating layers. Therefore an appropriate sequencing 
of the layers of suitable dielectric materials and their thicknesses is critical for achieving the desired spectral response and 
application. Therefore, it is important to optimize the coating conditions in the designing process [15, 16].  In our previous work, 
we proposed multilayer dielectric filter based on TiO2 and SiO2 materials because of their excellent optical properties [17]. 
Therefore, TiO2 and SiO2 are chosen as high and low refractive index materials, respectively. The choice of materials is made on 
the basis of low absorption and high index contrast in the wavelengths of interest. The notch filter is designed for visible 
spectrum ranges from 450-700 nm with FWHM of 50 nm. The optimized thickness of the layers is shown in table 1. The total 
thickness of the filter is estimated to be 3627 nm with a total of 27 alternating layers of TiO2 and SiO2 deposited on a substrate. 
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Table 1. Layer thickness of Notch filter based on TiO2/SiO2. 
Layer no. Layer 

name 
Thickness 

(nm) 
Layer no. Layer 

name 
Thickness 

(nm) 
1 SiO2 548 15 SiO2 147 
2 TiO2 11 16 TiO2 164 
3 SiO2 28 17 SiO2 149 
4 TiO2 280 18 TiO2 127 
5 SiO2 153 19 SiO2 165 
6 TiO2 124 20 TiO2 42 
7 SiO2 151 21 SiO2 25 
8 TiO2 164 22 TiO2 116 
9 SiO2 148 23 SiO2 80 
10 TiO2 123 24 TiO2 16 
11 SiO2 153 25 SiO2 39 
12 TiO2 52 26 TiO2 120 
13 SiO2 153 27 SiO2 227 
14 TiO2 122 - - - 

The transmission spectrum of the designed notch filter shows a stop band at 536 nm to 586 nm with a central wavelength at 
561 nm. The line width which is measured at half of the maximum transmission is around 50 nm. The transmission in pass band 
regions 450-536nm and 586-700nm is more than 90% as shown in figure 2. The transmission of such filters can be improved by 
increasing the number of the layers. Whereas this designed filter has only 27 layers which can be implemented economically. 

Fig. 2. The transmission spectrum of a notch filter at 0o and 30o of incidence light. 
 
The designed filter has maximum transmission of 3% in the stop band. The OD of the filter is calculated by using an eq. (1) 

which provides a value greater than 3.5 (Transmission is 0.0003%). It shows a promising result for the notch filter. The optical 
density of the notch filter is plotted in figure 3. 

Fig. 3. The optical density of the designed notch filter. 
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4. Effect of the angle of incidence of light on the central wavelength and FWHM 

In all dielectric stack filters, the transmission depends on the angle of incidence. The central wavelength of the blocking 
region shifts to shorter wavelengths and FWHM increases as the angle of incidence is increased. It can be seen from figure 2, 
when the angle of incidence of light increases, a noticeable increase in the FWHM of the bandwidth of stop band is seen which 
shifts towards smaller wavelength. And an increase in the OD is also noticed which is around 3.9 with a slight decrease in the 
transmission of the band-pass region. Table 2 summarizes the effect of the incidence angle of light on the filters FWHM and 
central wavelength. 

Table 2. Central wavelength and FWHM of the notch filter at different incident angles.  

Angle of Incidence 
(Degrees) 

                Central wavelength 
               (nm) 

                                           FWHM 
                                           (nm) 

0 561                                              50 
30 542                                              53 

5. Conclusion 

 In this work, a multilayer dielectric optical notch filter design is presented which is based on TiO2/SiO2 alternating layers. 
These filters provide an average transmission of more than 90% in region 450-535nm and 587-700 nm. The transmission of the 
stop band 536-586 nm is around 3%. The OD of this filter is greater than 3.5 which shows the high blocking specification of a 
filter and is associated with the amount of energy transmitted through it. With an increase in the incident angle of light, the 
central wavelength of the notch filter shifts toward smaller wavelength.  
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Abstract 

In this paper, a design for a multilayer dielectric cold mirror based on TiO2/ SiO2 and TiO2/MgF2 alternating layers is presented. A cold mirror 

is a specific dielectric mirror that reflects the complete visible light spectrum whereas transmitting the infrared wavelengths. These mirrors are 

designed for an incident angle of 45o, and are modeled with multilayer dielectric coatings similar to interference filters. Our designed mirror 

based on TiO2/SiO2 shows an average transmission of less than 5 % in the spectrum range of 425- 610 nm whereas it has an average 

transmission of 95 % in the spectrum range of 710-1500 nm.   

Keywords: Cold mirror; TiO2; MgF2; SiO2; dielectric materials 

1. Introduction 

Thin film optics is a well-developed technology and many devices such as passband filters, stopband filters, polarizers and 

reflectors are successfully developed with the help of multilayer dielectric thin films [1-4]. These optical elements comprise of 

alternating layers of high and low refractive index materials with specific thicknesses and awareness of their refractive index and 

absorption. Multilayer dielectric filters are based on the principle of multiple reflections that takes place between the interfaces 

of high and low index materials. Distributed Bragg Reflectors (DBRs) are one of the widely used filters which are quarter wave 

thick of the center wavelength. The high reflection region of a DBR is known as the DBR stopband and can be obtained by the 

refractive index contrast between the constituent layers [5]. A cold mirror is a specific dielectric mirror that reflects the visible 

light spectrum while transmits the infrared wavelengths. These mirrors work on the principle of multiple reflections between 

high and low index material interface. The visible spectrum of light spans ~380-770 nm and the region beyond 770 nm in the 

near infrared, which is heat. Radiations from a tungsten lamp contain at least six times as much heat as useful light in the visible 

spectrum. The term cold light defines the radiation in which the IR spectrum is removed [6]. 

A hot mirror is just the opposite of cold mirror which is designed to reflect infrared region while transmits the visible portion 

of the beam. These mirrors can separate visible light from UV and NIR which helps in separating the heat from the system as 

shown in figure 1. Cold mirrors have many practical applications such as in projectors, copy machines, medical instruments and 

fibre optical illuminations [6, 7].  

Fig. 1. Schematic of a cold mirror. 

2. Theoretical basis of multilayer structure 

Consider a multilayer dielectric system surrounded by an environment. Light from the source falls on the system at an angle 

α0. For this purpose, wave front can be considered as planar. To calculate the spectral transmittance and reflectance intensity for 

the p- and s-polarized light, matrix method is used: 
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where ts, rs — amplitude transmission and reflection coefficients of the multilayer interference system for s-polarized light 

whereas tp, rp — transmission and amplitude reflection coefficients for p-polarized light. Now, we will only consider s-

polarization because equations for both s and p polarization are related till equation (7). Amplitude coefficients are determined 

from the following equations: 
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(4) 

where n0, nm – the effective refractive indices of the substrate and the environment, respectively; mi, js – elements of the 

characteristic matrix Ms for s-polarized light: 
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q – Number of layers. 

In the expression (5) matrices 
M ( 1, )k k q

 determine the properties of each individual layer of the optical filter. Filter design 

needs layers with high and low refractive indices. Therefore, the spectral characteristics are described by matrices multiplying: 
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where φk – phase thickness for s- polarized light, which is calculated by the following equations: 
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where hk – the physical thickness of the layers, nm; αk – the angles of refraction in the layers; nk – effective indexes refractive of 

the layers which depends on the wavelength. In this case, the angle of refraction in the layers is 45 degrees, relative to the 

normal. 

The main difference in calculations between s- and p- polarized light is specified in (8) and (9) equations. 

1 1 1n n cos( ),s 
   2 2 2n n cos( ),s 

                                            (8) 

1 1 1n n / cos( ),p  2 2 2n n / cos( ),p 
                                         (9) 

The angle of refraction in the layers is calculated by the equations (10). 



Computer Optics and Nanophotonics / V.V. Elyutin, M.A. Butt, S.N. Khonina 

3rd International conference “Information Technology and Nanotechnology 2017”      7 

 

500 625 750 875 1000 1125 1250

0

10

20

30

40

50

60

70

80

90

100

 

 

%

Wavelength (nm)

Modeled by Java program

 Modeled by Open filter software

2
2

1 2

1

arccos 1 sin ( ) ,o
o

n

n
 

 
  
 
 

 

2
2

2 2

2

arccos 1 sin ( ) ,o
o

n

n
 

 
  
 
 

                            (10) 

Transmission of an unpolarized light is calculated as an average of Ts and Tp: 

1
T (T T ),

2
s p 

                                                     (11) 

By using these equations, the transmission spectrum of the multilayer TiO2/MgF2 filter was plotted with the help of Java 

programing along with the transmission spectrum generated by commercially available open source filter Open filter. Their 

response is fairly comparable as shown in figure 2.  

Fig. 2. Transmission spectrum of cold mirror modeled by Java programming and open source software: Open filter. 

3. Filter design 

In the designing of optical filters, the behaviour of the total multilayer system is estimated on the basis of the properties of the 

individual layers in the stack [8]. Therefore to achieve the optimum performance, it is significant to optically characterize and 

accurately determine the thickness of the individual layers. In this work, cold mirrors are designed in the wavelength range of 

425-1500nm by using open source software Open Filter to selectively pass the wavelengths of interest and rejecting the 

undesired wavelengths in the visible spectrum. TiO2, SiO2 and MgF2 materials are carefully selected based on their high and low 

refractive indices, respectively. TiO2 is a vital dielectric material with a wide band-gap energy and high refractive index that can 

make it useful in the fabrication of multilayer thin films due to its high optical properties. For instance, its high transmittance 

and high refractive index in the visible region (380-760 nm) make it valuable to be employed in the production of the optical 

filter and window glazing [9, 10]. Layers made of oxides are harder than those made of fluorides, sulphides or semiconductors. 

Thus, they are ideal to be used on exposed surfaces. Semiconductor materials should be avoided in filters which have to be used 

over a wide range of temperatures because their optical constants can change considerably. The open filter uses transfer matrix 

method to analyze the transmission and reflection of light from layers based on thickness and type of materials. Designs are 

optimized to maximum the transmission required at wavelengths using needle synthesis method (addition of thin layers called 

needle and analyze transmission till the best results obtained) [11]. The thicknesses of the layers for cold mirror based on 

TiO2/MgF2 and TiO2/SiO2 are shown in table 1. Both mirrors have 20 layers with almost comparable total thickness. Special 

attention has been given to keep the thickness of the filters within economic limits. 

Assuming the incident angle of un-polarized light equals 45
o
, these mirrors have reflective properties in the spectral range 

from 425-610 nm and 710-1500 nm up to 95 % and 5 %, respectively as shown in figure 3. For all dielectric stack filters, the 

transmission depends on the angle of incidence. The central wavelength of the FP filter shifts toward the smaller wavelengths as 

the angle of incidence is increased. When the incident angle of light decreases from 45
o
 to 0

o
 the transmission spectrum shifts 

from 710 to 750 nm. 
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4. Conclusion 

In this work, we presented the modeling results of cold mirrors based on TiO2/MgF2 and TiO2/SiO2 for 45
o
 of un-polarized 

incident light by using java programming and commercially available Open source software Open filter. Both mirrors show the 

reflection of 95% in the spectral range of 425-610 nm and 95% of transmission in the spectral range of 710-1500 nm. The 

designs are optimized to maximum the transmission required at wavelengths using needle synthesis method. We observed a right 

shift in a spectrum when the angle of incidence of light was reduced from 45
o
 to 0

o
. 

Table 1. Layer thicknesses of TiO2/MgF2 and TiO2/SiO2 based Cold mirrors. 

Layer no. Material Thickness (nm) Layer no. Material Thickness (nm) 

1 TiO2 14 1 TiO2 25 

2 MgF2 114 2 SiO2 121 

3 TiO2 45 3 TiO2 55 
4 MgF2 84 4 SiO2 82 

5 TiO2 62 5 TiO2 55 

6 MgF2 71 6 SiO2 65 
7 TiO2 43 7 TiO2 44 

8 MgF2 87 8 SiO2 99 

9 TiO2 44 9 TiO2 51 

10 MgF2 107 10 SiO2 110 

11 TiO2 66 11 TiO2 71 
12 MgF2 90 12 SiO2 92 

13 TiO2 68 13 TiO2 72 

14 MgF2 130 14 SiO2 123 
15 TiO2 48 15 TiO2 54 

16 MgF2 118 16 SiO2 106 

17 TiO2 87 17 TiO2 93 
18 MgF2 54 18 SiO2 53 

19 TiO2 79 19 TiO2 80 

20 MgF2 228 20 SiO2 218 
Total thickness 1639 Total thickness 1669 

Fig. 3. Transmission and reflection spectrum of the cold mirror in the wavelength range of 425-1500 nm. 
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Abstract 

We propose an algorithm for correcting X-ray image distortions caused by central projection. Relationships between coordinates of X-ray image 
points obtained using parallel and central projection are derived. We describe two correction techniques using which the original image can be 
made similar to the one based on parallel projection. In this way, the three-dimensional heart vessel model can be essentially simplified and 
diagnostic parameters can be assessed with higher accuracy, resulting in a more accurate early disease diagnosis.  

Key words: X-ray image; distortion correction; central projection 

1. Introduction 

Roentgenology is an extensively used and dynamic branch of medicine that uses X-ray imagery for the diagnosis of a variety 
of diseases. By way of illustration, X-ray angiography is utilized for diagnosis of cardiovascular diseases [1].  As a rule, the 
diagnosis is made based on visual assessment of angiograms, however, its accuracy essentially depends on the projection angle. 
A three-dimensional model of heart vessels serves to visualize three-dimensional geometric and topological information, thus 
enabling the diagnosis to be made with higher accuracy [2-6]. 

The initial data is a sequence of DICOM frames [7, 8]. The projection procedure is affected by a number of technical 
limitations, resulting in the imagery characterized by a variety of distortions. Various techniques for distortion correction were 
described in Ref. [9,10,13]. The X-ray imagery is obtained using specialized clinical equipment, such as an operating-room X-
ray unit C-ARM. Examples of such equipment are illustrated in Figure 1. The unit is composed of an X-ray source and receiver 
connected by an arc-shaped holder freely moving on a support. With such a design, the X-ray camera has two degrees of 
freedom. The camera can also move relative to the holder in the longitudinal direction, enabling the image to be scaled. The 
spatial position of the camera is described by two angles: primary and secondary angles of the camera position. 

         

 a)  b) 

       

 c)  d) 

Fig. 1. Specialized clinical equipment: a) AXIOM Multista, b) AXIOM Artis BC, c) primary angle, d) secondary angle. 

The primary angle (denoted as α) is provided by rotating the camera holder and the support as a whole relative to the mount 
beam. The secondary angle β (analogous to the geographic latitude) is provided by sliding the arc-shaped holder on the support 
guide, with the camera and X-ray source moving on a circular arc. The imaging is done by a diverging X-ray, with the 
divergence angle defined by technical characteristics of the scanning device and usually found within 10-12°. As a result, the X-
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ray image is observed in the central projection. Based on such projections, it is not possible to reconstruct a model of the original 
object without additional information concerning imaging conditions, which is not available. At the same time, the original 
image can be reconstructed from parallel projections without use of any additional information [7,8]. Our idea is that effects 
caused by central projection can partially be compensated for by making the X-ray image look as if it were built using parallel 
projections.    

By correcting X-ray image distortions caused by central projection, the three-dimensional heart vessel model can be 
essentially simplified [12] and diagnostic parameters can be assessed with higher accuracy [5], resulting in a more accurate early 
disease diagnosis.   

2. Mathematical model 

Because the refractive index for X-rays for all substances is very close to one, it is impossible to make a collimator that 
converts a divergent beam from a source close to a point beam into a parallel beam. This leads to an object image deformation 
even at the planar object. At straight rays falling (the primary and secondary angles are zero), the distortion reduces to a change 
in scale - the image remains similar to the image obtained by parallel projection. At inclined falling an additional distortion 
appears: the scale becomes different on image area, which leads to a violation of similarity (a change in the proportions of the 
object in the case of oblique incidence also occurs in parallel projection). We propose an algorithm for compensating of central 
projection influence (divergent rays). It should be noted that full compensation is possible only for a planar object, because 
otherwise it is principally impossible to indicate precise values of some parameters. Nevertheless, the achieved compensation is 
enough for more precision of three-dimensional trace process described in Ref. [7, 12]. 

In order that to compensate the central projection influence we are need to get a relation of image point coordinates at parallel 
and central projection. For this purpose a calculation of world and planar coordinates of projection point is required. Let a point 
S is a light source and distance OS H  is given. A direction to the light source is defined as OS nH . Point 0 0( ; ; )A x y h  is 

an intersection of projection plane with straight-line having a directing vector SA, where h is distance from image plane to the 
object at zero angles. Now we obtain the projection of point ( ; ; ).A x y z  Planar coordinates of point are 

,x y z x y zu OAu xu yu zu v OAv xv yv zv        , where ,u v  are basic vectors of planar coordinates system. If the plane is 

defined by an equation 0Ax By Cz D    and straight-line is defined by formulas 0 ;x x lt  0 ;y y mt  0 ,z z nt   then 

coordinates of point A are obtained at substitution of value t derived from equation 0 0 0( ) 0Al Bm Cn t Ax By Cz D       . 

In our case: 

0 0 0 0 0 0 0 0 0 00; ( ; ; ) ( ; ; ); ( ; ; ) ( ; ; ); ( ; ; ) ( ; ; ) ( ; ; ).x y z x y zD A B C n n n x y z x y h l m n AS nH x y h Hn x Hn y Hn z             

At the parallel projection: ( ; ; ) ( ; ; )l m n n A B C  . Taking in account these values we get the projection point coordinates: 
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Fig. 2. Effect of divergent beam. Left - straight falling (α=β=0), right - inclined (α=45°, β=0).The second frame has larger crosshairs 
on left part in image than in right part. 
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Numerators are projection point coordinates at the parallel projection and 0 0L Ax By Ch    in denominators is signed 

distance from point A to the projection plane. 
Taking in account formulas for planar coordinates we get: 

 
 
1 / ,
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In some cases value of H we can get from DICOM-file header, else we can evaluate it with aid of mira image - special etalon 
image (grid in fig.2). In item 3 an algorithm invented for evaluation of H is described. About value of h: if the object is not 
planar then h can not be obtain in principle, since a reconstruction of three-dimensional object is need to this. For approximate 
solution of correction task we propose three approaches: 

1) If object length in OZ axis direction compare with H is small and object is near to receiver then we use h=0. 
2) If object length is small but object is not near to receiver there we use some average value, for example, a heart size. 
3) Assuming that distortions are not large (three-dimensional tracing process is not failed) we build three-dimensional tree 

ignoring the central projection influence. That h equal to z-coordinate of corresponding tree point. After correction the three-
dimensional tree building is repeated. But this variant increases calculation volume. 

3. Determination of distance from the source to the receiver with usage of mira 

 For the determination of distance from the source to receiver with usage of mira, we preliminarily consider an auxiliary case. 
Let we have straight falling rays (at neglecting distortion of central projection) and a task is planar: source, object and 
coordinates origin lie in one plane perpendicular to the plane of the receiver. The distance from point source to receiver plane 
(the origin) is H, the distance from point object to the origin is h. Then a following relation holds:  c px H H h x  , it is 

connects coordinates of the object image on the receiver plane with the parallel projection and the central one. 
Now we consider our case. The task is still planar - the source and the non-point object passing through the origin lie in one 

plane perpendicular to the plane of the receiver. Let he object is segment of length 2a lying horizontally in this plane and the 
origin is its center, i.e. h=0 for segment center. A left point will be the first, and a right point will be the second. Rays fall bias at 
angle φ to vertical (the angle is counter on clockwise). The distance of the point source to the origin is H. Under this scheme of 
observation the central point of segment-object retains its zero coordinate on segment-image, but it will not be a center of 
segment-image. For the parallel projection, image stays symmetrical: if we use a length (instead of coordinate with sign) then 

1 2 cosp px x a   . 
Because of the segment is not lie in in receiver plane, value 0h   for its ending points. A module of this value is equal for 

the first and the second points: 1 2 sinh h a   . 
But for the first (left) point it has minus sign. For absolute values we have final result: 
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This means that if we know angle φ and the lengths of segments measured on the image which are equal on the object, then 
we can calculate distance H and the length of segment by formulas: 
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A really used mira image contains many segments. Since mira grid on object is rectangular then it is desirable to use of 
images photographed when one of camera orientation angle is zero. This give two advantages: angle φ is calculated easily (it is 
equal to modulus of the second orientation angle) and lines of equal scale stay be straight and parallel to image sides. If β=0, 
these lines are vertical, if α=0, ones are horizontal. For definiteness, we shall consider case of β=0. At this condition we have 
the following algorithm. 

Step 1. We do search of mira grid crosshair nearest to the image center. 
Step 2. We do step back on some squares to left (not necessary on line containing center). A difference of horizontal 

coordinates of central and new crosshair is value 1cx .  
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Step 3. We do step back on some squares to right (not necessary on line containing center). A difference of horizontal 
coordinates of new and central crosshair is value 2cx .  

Step 4. The sought distance H is calculated by the second formula (3). If it is negative then modulus is used - minus sign means 
that right segment is shorter of left one that takes place of rays falling left from vertical. At obtaining of formulas (2) we assumed 
rays falling right from vertical. 

4. Correction distortion of central projection with cycle on source image 

The first method correction distortion of central projection consists in following: for points on source image we search 
corresponding points on corrected image. 

If 0 0,x y  are found then correction is implemented by formulas: 
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Solution of equation set for values 0 0,x y  is following: 
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Knowing expressions for vectors dependence on primary and secondary angles 
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But if we want to form the correct image this method is undesirable: because of discretization part of output image points (in 
area of stretching) will not have a prototype. There is a grid from points without the prototype on fig. 3 that usually is not suited 
for us. 

                  

Fig. 3. Correction with cycle on source image. Left – source image, right – corrected one. A white grid is points without prototype. 
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5. Correction distortion of central projection with cycle on corrected image  

For avoidance of empty points we employ the second method correction effects of central projection. Here the standard 
approach of image spatial transformation (for example, rotation or reflecting in non-planar mirror) is used - a cycle employs on 
output image and the prototype of current point is found on the source image. 

If 0 0,x y  are found then the prototype point has coordinates: 
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Coordinates of point 0 0,x y  is calculated by formulas: 
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Coefficients are equal to 1 cos ;a  2 sin sin ;a   3 40; cos ;a a   1 cos sin ;b    2 sinb  , where ,   are primary 

and secondary angles of camera rotation, and h is distance from the object to the projection plane. 
After a substitution of these values we find simpler formulas: 
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On fig. 4 we see that the grid from points without prototype is absent, i.e. the correction is more precise. 
 

                

Fig. 4. Correction with cycle on corrected image. Left – source image, right – corrected one. 

6. Conclusion 

In this work, we propose an algorithm enabling X-ray image distortions caused by central projection to be corrected for. 
Considering that it is not possible to reconstruct the original object from a three-dimensional heart vessel model without 
additional information concerning the imaging conditions, which is not available in most cases, the process gets more 
complicated. At the same time, the reconstruction based on parallel projections requires no additional information. We propose a 
relation of image point coordinates at parallel and central projection. We describe two correction techniques using which the 
original image can be made similar to the one based on parallel projection. In this way, the three-dimensional heart vessel model 
can be essentially simplified and diagnostic parameters can be assessed with higher accuracy, resulting in a more accurate early 
disease diagnosis.   
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Abstract 

The article deals with modeling of curvilinear graphene hydrogenation process. During the hydrogen atoms addition, the maximum stresses 

shift from the region of the edge atoms to the central region of the structure. The ionization potential of curvilinear graphene begins to increase 

even with an insignificant hydrogen atom concentration on its surface. To vary the energy gap value of the curvilinear graphene spectrum, a 

high concentration of hydrogen atoms is necessary. 

Keywords: graphene; graphane; nanocarbon structures; optical properties 

 

Introduction 

Nowadays, one of the promising directions in the field of nano- and bioelectronics is the development of new devices based 

on functionalized graphene. Today, the functionalization of graphene is one of the most effective ways to manage the properties 

of graphene material in order to expand the boundaries of its possible application in electronics and optics. The production of 

graphene nanostructures, functionalized with hydrogen, is an intensively developing direction of the modern nanoindustry, as 

well as the study of their properties. The hydrogen-functionalized graphene layer is a promising material for nanoelectronics and 

has received the name graphane in the literature. For the first time, graphane was experimentally obtained by the staff of the 

laboratory of Manchester University with the participation of Geim and Novoselov in 2009 by placing the graphene monolayer 

in hydrogen plasma. Graphane has two-dimensional, hexagonal crystalline structure. Hydrogen atoms are attached on both sides 

of the carbon atom plane by chemical bonds. According to the graphane sizes, graphite nanoparticles and nanobelts should be 

distinguished. The sizes of nanoparticles differ no more than in 3 times and do not exceed 100 nm in various directions. 

The discovery of graphane have created the background for research its properties and searching for possible applications. In 

particular, graphane has unique optical properties. It has been established that the dielectric constant of graphane nanobelts does 

not depend on the shape of the belt edges and its width. In addition, as a result of studying the graphane optical properties, it has 

been shown that there is a moderate anisotropy with respect to the type of light polarization. The attention of researchers is also 

attracted to the study of the graphane thermal properties. For example, in [1] the authors investigate the graphane nanobelts 

thermal conductivity using the nonequilibrium Green's function method. In this paper it has been shown that the graphane 

thermal conductivity can be effectively controlled by the edge shape, the width, and also by the hydrogen vacancy 

concentration. In particular, the ballistic graphane nanobelts thermal conductivity usually increases with the belt width. 

A promising area for graphane studies is the research of the graphane magnetic properties. It have been established in [2] that 

hydrogenated graphene demonstrates weak ferromagnetism in a wide range of temperatures down to room temperature, the 

nature of which is determined by the features of the graphane atomic structure itself. 

As consequence of its unique physicochemical properties, graphane finds applications in a wide variety of scientific and 

technical fields. In particular, this material can be used in hydrogen economy. It has been found that heating of graphane leads to 

the atomic hydrogen release. Consequently, graphane can be considered as one of the most effective ways of storing hydrogen. 

Another important application of graphane will be its use in nanoelectronics as a basis for printed circuits with conductive and 

non-conductive areas on a sheet of graphane. One more possible application of graphane is the field of biosensorics. In the 

experimental work [3], the possibility of using graphane for electrochemical detection by applying graphan biomarkers is 

considered. 

In one of the recent papers [4], the authors have studied theoretically the possibility of the existence of a two-dimensional 

doped graphane superconducting state. According to the results presented in the paper, doped graphane is a promising candidate 

for the creation of superconductors with a critical temperature higher than that of copper oxides. Another promising field of 

graphane application is its use as thermoelectric materials for thermionic devices. It is predicted that disordered armchair 

graphane nanobelts with low thermal conductivity can become a basis for creating thermoelectric materials.  

Methods of investigation 

In the work, the ionization potential and the energy gap, determined from the electronic spectrum, have been considered as 

the electron-energy characteristics of curvilinear graphene adsorbing hydrogen. The composite electron spectrum has been 

calculated with the close coupling method. Fig. 1 shows the energy levels diagram with an indication of the energy gap and the 
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ionization potential. The ionization potential is determined by the last filled energy level (HOMO), and the energy gap is the 

interval between the last filled (HOMO) and the first vacant level (LUMO). 

 
Fig. 1. An approximate diagram for the energy levels arrangement in the electronic spectrum with an indication of the HOMO and LUMO levels. 

The change in the ionization potential and the energy gap of the electron spectrum during the process of curvilinear graphene 

selective hydrogenation is shown in the graphs represented by Fig. 2 and Fig. 3.  

 
Fig. 2. The change in the ionization potential of the graphene electron spectrum during the hydrogen atoms addition. 

 
Fig. 3. The change in the energy gap of the graphene electron spectrum during the hydrogen atoms addition. 

It can be seen from the graphs, even at the moment of addition of the first group of hydrogen atoms, the ionization potential of 

the structure increases steeply from 6.43 to 6.59 eV, and then changes in small limits near the value of 6.55 eV. Nevertheless, the 

obtained results indicate that the work function value, conclusions about which can be made from the ionization potential value, 

generally increases during the chemical adsorption of hydrogen by graphene, and hence the emissivity of such graphene 

structures decreases. The energy gap of the graphene electron spectrum, as seen from the graph in Fig. 3, varies discontinuously, 
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linearly decreasing during the addition of the first groups of hydrogen atoms, and then changing in an alternating manner, 

increasing or decreasing. However, the range of values in which the gap varies evidence that the hydrogen atom concentration 

for the graphene fragment of given sizes considered in the work is insufficient to change the curvilinear graphene conductivity 

type from a semimetal to a semiconductor, or even to a dielectric. 

Further, we have investigated the change in the density-of-states (DOS) distribution of curvilinear graphene with a gradually 

increasing of the hydrogen atom concentration. The energy spectrum of curvilinear graphene in which the energy of each 

molecular orbital was represented as a spectral line has been constructed in order to calculate DOS. The intensities of all the 

lines have been set to one. After that each line has been replaced by a Gaussian distribution with a half-width at a given half-

height of 0.1 eV. The intensities of all distributions for each energy value have been added up. 

In constructing the partial electron density of atomic orbitals x, the intensity of each line corresponding to the molecular 

orbital y has been assumed to be equal to the sum of the squared coefficients of the atomic orbitals x in the expansion of method 

of linear combinations of atomic orbitals (MO LCAO) of orbital y. Further, the algorithm for the partial density of states was 

analogous to the algorithm for constructing the total density of states. 

The results of calculating the distribution of the π-electronic states density of the initial curvilinear graphene are shown in Fig. 

4. The vertical line in the figure indicates the HOMO level. The figure shows that there are two characteristic symmetrical peaks 

of approximately equal intensity in the DOS distribution, one of which is in the valence band, the other is in the conduction 

band, and also a small cluster of electronic states near the HOMO level. 

 
Fig. 4. The DOS distribution for the π-electrons of curvilinear graphene.  

Further similar calculations and constructions were performed for curvilinear graphene with a different number of hydrogen 

atoms. The change in the DOS distribution for π-electrons of curvilinear graphene at each of the stages of hydrogen atom 

addition is shown in Fig. 5. It can be seen from the graph that the hydrogen addition causes a shift of the DOS characteristic 

towards the conduction band. The general character of the arrangement of peaks with maximum intensity also changes. The 

most significant changes are observed near the HOMO level and along the edges of the valence band as well as the conduction 

band. Near the HOMO level, the level density increases at each of the stages of hydrogen addition, while along the edges of the 

conduction and valence bands the density of states decreases in an oscillating manner. 

Main results 

The aim of this work is to determine the patterns of hydrogen atom chemical adsorption on curvilinear graphene using 

computer simulation methods. 

In the course of studying the process of selective hydrogenation of curvilinear graphene, new physical patterns were 

revealed: 

 From the energy point of view, chemical addition of hydrogen atoms to curvilinear graphene atoms with the greatest stress 

will be beneficial; 

 During the addition of hydrogen atoms, the maximum stresses shift from the region of the edge atoms to the central region 

of the structure; 

 The ionization potential of curvilinear graphene begins to increase even with an insignificant concentration of hydrogen 

atoms on its surface; 

 To vary the energy gap value of the curvilinear graphene spectrum, a high concentration of hydrogen atoms is required; 

The chemical addition of even a small number of hydrogen atoms leads to a shift in the DOS distribution toward the 

conduction band and the peak intensity redistribution near the HOMO level and along the band edges. 
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Fig. 5. Change in the DOS distribution of graphene during the addition of hydrogen atoms. 

Conclusion  

Thus, on the ground of the obtained results, an energetically advantageous mechanism of selective hydrogenation of 

curvilinear graphene has been proposed to control the charge carrier motion in the structure. The proposed mechanism can be 

used to form conductive areas in modern electronic circuits and to produce components of optical elements. 
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Abstract 

Hybrid intraocular lenses (IOLs) are diffractive-refractive lenses with pseudoaccomodation. They can imitate the optical system of health eye 

more precisely, than other types. These lenses have 2-3 or more stable focuses. I proposed a comparison of hybrid IOLs: their shape, their 

processing, their aberrations and diffractive efficiency.  I showed a review of new methods for correction of chromatism and I proposed a 

method of using volume holograms. I discussed features of possible materials. 

Keywords: computer optics; diffractive optics; focusator; intraocular lens; holography; digital holography 

1. Introduction 

Some of aged peoples have cataracta. Affected crystalline in this case must be removed. As an eye loose an ability of 

focusing an image on retina, it is necessary to use artificial IOLs (intraocular lenses). Some basic types of IOL exist: monofocal, 

accommodative and hybrid diffractive-refractive IOLs. Monofocal lenses [1] are the simplest in processing, but after 

implantation patients can’t live without glasses. This problem was solved by making accommodative lenses [2]. But these lenses 

have small opportunities in correction of aberrations. Patients can receive the most natural sight after implantation of hybrid 

IOLs. Investigation of multifocal lenses, and, particularly, IOLs is object of interest in many countries from the 80th to our days 

[3-11]. A review of the most interesting hybrid IOLs, their processing is a subject of this paper.  Also there is proposed a method 

of processing IOLs by using volume holograms. 

2. Review of Russian and foreign lenses 

2.1. Foreign lenses 

There are well known American lenses «AcrySof ReSTOR» of the «Alcon» corporation from the USA, lenses «AcriLisa» of 

the German company  «AcriTec», lenses «Tecnis ZM900» of  «AMO» [12-15]. 

These lenses correspond to the next standard claims: 

 Lenses must be soft for the implantation through the small section; 

 Material must be hydrophobic for minimization of the treats and of the appearance of biological concretions on lenses; 

 Additive optical power, formed by diffractive structure, is near +4 diopters − for reducing the intensivity of the 

defocused image; 

 Lens must adsorb UV radiation because it can treat retina. 

Advantage of lenses AcrySof ReSTOR is an opportunity of the far sight in different illumination. In case of diameter of 

pupil equal 3.5 mm the refraction part of IOL begins working and the energy moves to the far focus. The effect of blinding by 

headlights in case of night driving was eliminated by reducing the size of the central zone. Despite of the small increasing of the 

number of zones, the profit in energy in not significant. Also the small size of the diffractive zone is a sourse of increasing a 

sensitivity of the pupil’s center relatively to axis. 

The redistribution of the light energy in lenses ReSTOR is made by the reduction of the depth of diffractive relief. The radius 

of the central zone is  

0 02r f    (1) 

where λ0 is constructive wavelength, f is a focus of lens in the 1
st
 order of diffraction. The radius of the central zone can be 

reduced by using a phase shift 

2 2

0 2kr r k f     (2) 

But the next condition have place 

2 2 2 2

2 1 1k kr r r r       (3) 

It means that the number of zones can’t be increased more than on one zone and there is no any significant effect [12-20]. 
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Hybrid multifocal IOL AcriLisa (Acri. Tec GmbH, Германия) is a monolithic aspherical bifocal IOL with the correction of 

aberrations, which is processed of hydrophobic acryl. 65% of intensivity comes to the far focus and 35% - to the near focus. 

Bifocal work is undependent from the size and function of pupil, because the diffractive structure is on full light diameter.  The 

refractive component has aspherical form.  

Diffractive IOL of silicon with three components Tecnis ZM900 (Advanced Medical Optics, Inc., США) has a diameter of 

optical part equal 6 mm. Diffractive structure on back surface has the additional optical power +4 diopters, the incident light is 

distributed homogeniously free of size and function of pupil. The first surface have aspherical form. 

2.2. Russian lenses 

A group of scientists in Institute of Automation and Electrometry, Siberian Branch of the Russian Academy of Sciences has 

developed the first Russian IOL [16-20]. A great quality of far and near sight, IOL’s independence on pupil. The function of 

correction of eye’s and IOL’s aberrations has added. Reverse slopes for decreasing the risk of appearance of concretions has 

added. An optical part of lens has plano-convex shape with the triangle profile and ring microstructure on back surface (fig. 1). 

The IOLs «MIOL-Accord» are processed in Hizhniy Novgorod by the company «Reper-NN» (fig. 2). The developing has done 

by the Institute of Automation and Electrometry SB RAS, Novosiberian branch of the MNTK «Eye microsurgery» and private 

corporation «Intra OL». 

 
 

Fig. 1. (a) ReSTOR; (b) MIOL-Accord. r is radial coordinate, r0, r1, rk are radiuses of central diffractional zones. 

 

Fig. 2. Diffractive-refractive lens MIOL-Accord. 

Forming of IOL can be made by photo-solidification of liquid oligomeres, which can be polymerized. Polymerizing lasts as 

crystal growth. Structure of polymer and absence of mechanical processing decrease the risk of appearance of concretions. The 

material has good bio-compatibility. The mold is a matrix of quartz with the diffractive micro-structure, processed by the 

method of direct laser recording, where the shape of the beam can be changed (fig. 3, 4). 
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Fig. 3. Diffractive matrix and a final lens. 

 

Fig. 4. Pressing of IOL by diffractive mold. where 1 is a diffractive matrix, 2 is another part of mold, 3 is a lens. 

For compensating of decreasing of the diffraction efficiency the height of peaks was increased. The diffractive structure is 

situated on the entire light diameter. This construction effectively spread light equally between the focuses independent of pupil. 

If the IOL is decentered, the cutting of diffraction zones can’t take place. For minimizing the blinding when the pupil 

diminishing the mini-zone has added. The curvature is the same as the curvature of the main base with diffractive structure. IOL 

has the ability of correction of refractive components of retina, IOL and vitreous body. 

In comparison with lenses ReSTOR lenses MIOL-Accord have increasing square of every diffractive zone 

/M c f    (4) 

where с is a non-dimensional aberration coefficient. Increasing of zones is a result of the correction of aberrations. The model of 

eye is Lotmar’s. 

Later, in company «Reper-NN» hybrid lenses with rectangle profile of peaks were developed. It can give the possibility of 

using three orders of diffraction. A maximum of -1
st
 order can be used for forming images of far objects, a 0

th
 maximum – for 

average distances (500 mm) and a 1
st
 order – for near objects (250 mm). For comparison: triangle profile, which is more 

widespread, can give only focusing in two orders of diffraction, also the diffraction efficiency is higher. Thus increasing the 

number of focuses improves vision on any distances [21-22]. 

IPSI RAS has many investigations in counting [23-36] and processing [37-55] of diffractive optics. IPSI RAS and Laser 

Center of Hannover have investigated the two photon polymerization technology for processing microdevices such as IOLs [56-

58]. The element is three-focal, their diameter equals 2.7 mm, focal lengths is between 27 and 34 mm. The size of the element’s 

section is less than the wavelength. In comparison with the method of diamond turning it is more economic.  It gives the 

possibility to focus complicated 3D structures. A binary structure has processed and their features were analyzed. A height of 

stair of microrelief can be counted as 

2mod ( )

( 1)
h

k n

 



   (5) 

where k is a wavenumber, n is a refraction coefficient, 
2mod ( )   is an excess of division eikonal to 2π. 

Complex amplitudes of given and modified waves 
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where  is a current radius of an element,  f1 and  f2  are focal lengths. 

Focuses of the element are 

1 2
1

1 2

f f
F

f f
 



   (7) 
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The distribution of intensity is 
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where z is a longitudinal coordinate, φmf() is eikonal, r is a radial coordinate. The graph is on the fig. 5. 

Later these organizations considered an ability of constructing of diffraction relief with sub-micron height and sine profile. 

The possibility of processing of three-focal hybrid IOLs with the help of nanoprint technique was considered. The distribution of 

intensity between focuses can be counted before. Focal powers are -3, 0 and 3 diopters. In comparison with the method of two-

photon polymerization this method is more precise and fast. The theoretical results are agreed with the experimental [59]. 

 

 
Fig. 5. The distribution of intensity along the optical axis. 

3. Methods of eliminating chromatism 

3.1 Multi-order diffractive lens 

In Kyiv in 2015 an IOL with decreased chromatism has investigated [60-61]. It is a multi-order lens. These lenses has a 

diminished chromatism. These lenses have an increased in p times thickness.  

A matrix of focal lengths can be determined as 

0 0
N

pf
f

N




    (9) 

where f0 is a focal length for the main wavelength λ0; N is a main order of diffraction;  λ ≠ λ0; р is a parameter. The meaning of 

the equation is that if рλ0/Nλ =1, some of the wavelengths can be focused in 1 point with the big diffraction efficiency. It can be 

determined as 

2( )N sinc p N      (10) 
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where 0

0

[ ( ) 1]

[ ( ) 1]

n

n

 


 






 is a relative phase retard when λ ≠ λ0, μ = t’/t is a thickness coefficient, where  t’ and t are real and 

counted thicknesses of profile, respectively. A μ coefficient can’t influence on the location of focuses, but it can change the 

distribution of energy between them. In article [] it equals 1. When the р increase, the number of wavelengths, which can satisfy 

the condition of appearance of maximum, increase. For the main maximum p = N and the wavelength is λ0. The good meaning 

of for visible light is p=6. On the fig. 6 the relation between the diffraction efficiency and the wavelength is shown. When р=20, 

chromatism is as bigger as in spherical lenses. The dispersion for three wavelengths can be determined as 

3 3

c c k k

N

N N





 



   (11) 

On the fig. 7 the relation between the diffraction efficiency and focal length is shown. The numbers of orders of diffraction 

cannot be agreed. Two groups of wavelengths are considered: λb = 485 nm, λg = 573 nm, λr = 700 nm and λb = 420 nm, λg = 485 

nm, λr = 573 nm. For the near and far focuses the dispersions are -32, 74 and 38.8 respectively. But the dispersion of the usual 

lens equals -3.5. Thus, chromatism of multi-ordered lens is significantly less than chromatism of refractive lens. These lenses 

have infinite accommodation.  

 

Fig. 6. Relation between the diffraction efficiency and the wavelength. а) N = 7; b) N = 6; c) N = 5. 

 

Fig. 7. Distribution of light along the optical axis: a) N = 7 (синий); b) N = 6 (зелёный); c) N = 5 (красный). 

 For proposed IOL the parameters are: f = 100 mm, p=6, the material is PMMA, λ0 = 525 nm. In light diameter D = 7 mm 19 

diffractive zones are situated, maximum depth of the groove is 6 µm. The anterior surface of lens is spherical, the model of eye 

is taken from Gullstrand [24]. 

3.2 Holographic approach for the creating of intraocular lenses   

It is possible to use volume holograms for clearance of chromatism. The direction of rays is significant and the recording can 

be made by composing object and referent waves in the photosensitive layer [62-64]. The recording is comparatively fast. The 

required meanings of aberrations can be created by the methods of computer optics. 

Holograms receive the features of volume holograms with the height of the layer near ~7 µm. In this case holograms have 

only the virtual image. Changing the scheme of recording give us a real image instead of virtual. The holograms are also phase, 

but their surface is smooth. These holograms can’t have significant chromatism because the Bragg’s condition haves place: 

2 sind n      (12) 

where d is a period of grating,  is an angle between the ray and the normal to surface, n is the order of diffraction,  is a 

wavelength. 

The good materials are bichromated gelatina, silver holograms like «PFG-01», «PFG-03», «Ultimate-08» [65], «Ultimate U-

04». Photo-thermo-refractive glasses from the university IFMO are interesting medium (or matrix) for photosensitive matter, but 
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glass is solid material [66]. Instead of glass nanoporous acryl can be used. 

Bichromated gelatina can be used for any surface, the holograms have great resolution and good spectral selectivity [67]. 

The material needs a protective coating. But the hologram can change features at the temperature 34 ºC so this material can’t be 

used.  

Silver holograms are more convenient. The methods of increasing their diffractive efficiency are investigated by IFMO [68-

69]. The material with the great color transfer Ultimate-08 is developed by Alkiss Lembessis. 

The scheme of recording and reconstructing of a point source is on fig. 8. For receiving a real image the source must be 

imaginary. It means that the recording wave is divergent. Using optical elements or phase holograms for forming desired 

aberrations in IOL gives an optical system, which aberrations are compensated.  

a b  
 

Fig. 8. (a) Recording with blue light (for example). (b) Change of the focus while the wavelength changes (blue – record, red - reconstruction). 
 

Phase holograms (not volume) are another way for making of intraocular lenses. Image, which is made by using the 

hologram, can be stretched and the position can be changed. The photosensitive medium haves the possibility to record three or 

more holograms and for switching between them. The medium is polydimethyloxane with gold nanorods [70]. Using of these 

surfaces can make the possibility of decreasing errors of an eye’s aberrations. 
 

4. Conclusion 

A review of existing intraocular lenses (IOLs) has shown that lenses can imitate crystalline with good quality, they can’t be 

perfect in all directions like monochromatic aberrations, chromatic aberrations, diffractive efficiency, quantity of focuses 

simultaneously.  Perhaps, the best criteria of the IOL’s quality is optical performance, what means that IOL must give an image 

on retina, which must be as close to real image as possible. Some problems like chromatism or diffractive efficiency are actual 

now, also the decisions are exist. A proposed method of processing volume holograms as a diffractive part of hybrid intraocular 

lenses in comparison with others methods is faster and it can be done without complicate devices. The proposed method is 

interesting because intraocular lens has no significant chromatism. The diffraction efficiency is good for intraocular optics. 

Other aberrations can be reproduced by methods of computer optics. Traditional optics like lenses and plates can be used for 

forming aberrations, too. Thus, the analysis shows that the method of using volume holograms is perspective for further 

investigations.   
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Abstract 

In this paper we show an ability to use a multi-order (multi-channel) diffractive optical element for wavefront relief function expansion in 

terms of Zernike polynomials. This approach can be successfully used for small meanings of wavefront aberrations when the wavefront relief 

can be represented as a linear superposition of Zernike polynomials. Unfortunately, linear approximation is becoming unworkable with 

increasing of aberration meanings. In this work we study an applicability of this Zernike expansion method. 

Keywords: Zernike polynomials; measurements of wavefront aberrations; multi-order diffractive optical element 

1. Introduction 

Light field phase retrieval is one of the fundamental problems of signal analysis processing [1]. Nowadays we do not have a 

direct method of phase registration; consequently phase can be measured indirectly through light intensity analysis. For example, 

wavefront can be retrieved with interferometrical methods accompanied by subsequent calculation algorithms. Once more 

method is implemented in Shack-Hartmann wavefront sensor. Usually, it consists of an array of pinholes or microlenses; each of 

them plots a tilt of analyzed wavefront into sensor matrix [2]. Phase retrieval can be also implemented with diffractive optical 

elements (DOEs) which can expand analyzed light field into an orthogonal basis [3-5]. 

Commonly used wavefront representation is an expansion into Zernike polynomials [6]. Weight coefficients of the wavefront 

expansion make it possible to calculate root-mean-square deviation from the ideal spherical wavefront. In this case every weight 

coefficient is associated with a certain aberration. Thus, the weight coefficient with high value automatically points into an 

aberration which mostly deforms the wavefront. 

In this work we propose a diffractive optical element (DOE) which is matched with Zernike polynomials basis [7, 8, 9]. This 

element has been successfully used for weakly aberrated wavefront analysis [10-11]. 

Each Zernike polynomial corresponds to a certain optical wavefront aberration. Conventional wavefront aberration type can 

be described as a certain Zernike polynomial with orders n and m like it is shown in Table 1. 

Table 1. Correspondence between Zernike polynomials and conventional wavefront aberration types. 

No n m Zernike polynomial Aberration type 

1 0 0 1  Constant 

2 1 –1 2 sin ( )r   Tilt 

3 1 1 2 cos( )r   Tilt 

4 2 –2 26 sin(2 )r   Astigmatism 

5 2 0 23(2 1)r   Defocus 

6 2 2 26 cos(2 )r   Astigmatism 

7 3 –3 32 2 sin(3 )r    (Trefoil) 

8 3 –1 32 2(3 2 )sin( )r r   Pure coma 

9 3 1 32 2 (3 2 )cos( )r r   Pure coma 

10 3 3 32 2 cos(3 )r    (Trefoil) 

11 4 –4 410 sin(4 )r   Quadrofoll 

12 4 –2 4 210 (4 3 )sin(2 )r r   2th order Astigmatism 

13 4 0 4 25(6 6 1)r r   Spherical 

14 4 2 4 210(4 3 )cos(2 )r r   2th order Astigmatism 

15 4 4 410 cos(4 )r   Quadrofoll 

In this work we assume that Zernike polynomials appear as follows: 
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here ( )m

nR r  is radial Zernike polynomials: 
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Wavefront aberrations  ,W r   are commonly described in terms of Zernike polynomials in the following way: 
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There is so-called “Zernike pyramid” in figure 1. 2D patterns of few Zernike polynomials form this pyramid. In a vertical 

direction radial number n varies from 0 to 4 (n = 0 to 4) and in a horizontal direction azimuthal number m varies from -n to n       

(m = -n to n). 

 
Fig. 1. Zernike pyramid: 2D pattern of few first Zernike polynomials. 

For plotting the point-spread function we use a model of Fourier optical correlator (figure 2). This simple optical arrangement is 

simulated with Zemax ray-tracing software [12]. 

Control of optical image quality involves measurements optical system image photometric parameters such as spread 

function of optical system (for example, point-spread function). Practically, these image photometric parameters quantitatively 

characterize optical system image quality. State-of-the-art theory has been carefully developed, thus, a certain set of parameters 

completely describes the quality of an optical system image. 

Experimentally received point-spread function characterizes the quality of an optical system. It describes quite thoroughly optical 

system characteristics including wavefront and optical surfaces microrelief. 

 
Fig. 2. Fourier-correlator optical arrangement. 

Optical elements work together and create an image. Unfortunately, created with an optical system image can not be ideal. 

Lenses and mirrors have their own aberrations; in addition, aberrations can arise due to inaccuracies of fabrication, 

misalignments, and so on. Partial error compensation can be provided after precise measurements of wavefront aberrations. 

In our simulations we introduce aberrations into the optical system through the adding to the relief of the first surface of the second 

lens. These approach and algorithm are discussed in detail in paper [13]. 2D patterns of point-spread function are shown in figure 3. 

This patterns are arranged as a pyramid corresponding to Zernike pyramid in figure 1. 
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Fig. 3. Point-spread functions 2D patterns that are corresponding to conventional aberration types. 

2. Wavefront aberration analysis 

In the paper [14] authors investigate an ability of using multi-order diffractive optical element for analysis of human eye 

optical system aberrations [15, 16]. Note that, this way may be used for other optical systems, including telescopes [17-19].  

It should be noticed that Zernike bases can differ not only in indexing and normalization but in the angular dependence 

shape. In particular, in [20] exponential and trigonometric angular dependences are used for designing multi-order diffractive 

optical elements for wavefront analysis. 

Optical Zernike analyzer is a combination of diffractive optical element and lens; DOE is matched with basis function and 

lens does Fourier transform. Achieved Fourier spectrum at the center has the value which means scalar product of input light 

function and the basis function. Experimental testing of the same devise is described in [20, 21]. 

Certain basis Zernike function is coded in each order of multi-order diffractive optical element. DOE transmission function 

looks as follows: 

   
0 0

( , ) , exp
QP

pq pq pq

p q

x y x y i x y

 

     
                         (4) 

Amplitude and phase 2D patterns of 8-order DOE transmission function are shown in fig. 4. 

 

  
Fig. 4. Amplitude and phase 2D patterns of 8-order DOE transmission function. 

There is an illustration of 8-order diffractive optical filter working in figure 5. Plane wave (wavefront is flat ( , ) 1w x y  ) 

illuminates the element and diffracts on it. As can be seen, all orders are holed. It means that analyzed wavefront does not have 

any aberrations. 

In this work we propose a physical model of optical device (figure 6) for wavefront aberration analysis. This device is based 

on multi-order Zernike-matched diffractive optical element. Analyzed wavefront w(x,y) passes through the element. The lens O 

with focal distance f makes Fourier transform. Sensor matrix should be posed at the focal distance from the lens. Sensor plane 

has u and v coordinate axes. 

 



Computer Optics and Nanophotonics / P.A. Khorin, S.A. Degtyarev 

3rd International conference “Information Technology and Nanotechnology 2017”      31 

  

Fig.5. Plane wave filtering with 8-order diffractive optical filter. 

 

Fig.6. Optical scheme of proposed aberration analyzer. 

Another testing simulation of proposed Zernike analyzer model is provided for initial beam wavefront w(x,y)=ψ2,0(x,y)+ 

ψ2,2(x,y). Resulting pattern is shown in fig. 7. Simulation shows that 8-order filter detects defocusing and astigmatism 

aberrations as it is set for initial beam. Detected coefficient meanings are C20=0.995, С22=0.996 but in initial beam they are 

equal to 1. 

 

Fig. 7. Resulting amplitude patterns which is formed with 8-order analyzer after filtering the initial wavefront w(x,y) = ψ2,0(x,y)+ψ2,2(x,y). 

 

Fig. 8. Resulting amplitude patterns which is formed with 8-order analyzer after filtering the initial wavefront w(x,y)=exp[iα c31ψ3,1(x,y)]. 

DOE 
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Once more example of working of proposed model is considered if the incident wavefront is w(x,y)= c31ψ3,1(x,y), 

c31=2√2 ≈ 2.8284. The analyzer detects com-a aberration with coefficient 
detected

31 2.7489c  . Resulting 2D amplitude patterns are 

shown in fig. 8. 

It should be noticed that aberrations detection can be successful only for weak aberrations of the wavefront. With increasing 

of aberrations linear approximation of the wavefront as a sum Zernike polynomials is becoming nonapplicable and false 

detection happens. 

In the table 2 a dependence of detection quality is shown. Incident wavefront is constant and equal 

w(x,y)=exp[iαc31ψ3,1(x,y)], c31=2√2 ≈ 2.8284. Parameter α is varied from 0 to 2.0; we observe a varying of detected value 
detected

31c

. From the table 2 it is seen that for too small and too high meanings of parameter α the detection is mistaken. 

Table 2. Comparison of detected and initial aberration if initial wavefront has aberration c31=2.8284 and parameter  varies from 0 to 2.0. 

α c31 detected

31c  

0 2,8284 0,0104 

0,25 2,8284 1,6585 

0,5 2,8284 2,2136 

0,75 2,8284 2,5905 

1,0 2,8284 2,7489 

1,25 2,8284 2,6919 

1,5 2,8284 2,4603 

1,75 2,8284 2,1192 

2,0 2,8284 1,7398 

3. Conclusions 

Every conventional aberration can be expressed in terms of decomposition into Zernike basis. Evidently, to compensate the 

most prominent aberration it is enough to modify the incident field by adding a phase which is complex-conjugated to revealed 

aberration. It can be done with diffractive optics methods including etching relief to the lenses surfaces or adding DOE to the 

optical system. 

It is worth to notice that the size of proposed DOE from Zernike analyzer is equal about 5 mm. 8-channel filter sensor has 

512x512 pixels. Therefore it is easy to calculate resolution power of the device, it means 12.4 um. 

However, resolution power of a diffractive optical element nowadays is limited by the 1 um meaning. Resolution of 

proposed 8-order DOE is far from technical limit. Thus, it says that the diffractive optical element can be easily produced with 

modern etching machines. 

In this work provided simulation has shown that proposed Zernike analyzer can successfully detect aberration types and the 

model also reveals limitation of incident field aberration to be detected with the device. Defined tolerance range of aberration 

coefficient α is {0.5;1.75}. Optimal meaning is 1. If α goes out of tolerance range, aberration can not be detected or false 

detection can happens. 
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Abstract 

The paper presents an experimental study of transformation of a laser beam formed by an aperiodic diffractive axicon (fracxicon) in a lithium 

niobate x-cut. The beam is shown to undergo astigmatic rhomboidal transformation induced by the crystal birefringence. The output beam 

intensity distribution is measured at various distances from the crystal. The effects analyzed make it possible to extend the range of measuring 

thickness or birefringence of solid, liquid or gaseous media with uniaxial optical anisotropy. 

Keywords: fracxicon; uniaxial crystal; birefringence 

1. Introduction 

Besssel laser beams [1-4] possessing non-diffractive properties are an efficient tool in various metrological [5,6], diagnostic 

[7,8] and testing [9-13] applications. Beams of this kind are also useful for investigating optical anisotropy and birefringence. In 

[14-22] it is shown that Bessel beam propagation in birefringent crystals of various cuts is accompanied with the transformation 

of the beam order or kind. In [23-25] the influence of the position and parameters of certain elements of optical scheme (laser 

wavelength, illuminating beam wavefront curvature, crystal temperature) on the Bessel beam characteristics at the crystal output 

is analyzed. In [26, 27] the thicknesses of z- and x-cuts of uniaxial crystals are measured by an optical method using the effects 

mentioned. Similar results can be expected for media with various refractive index distributions: linear, parabolic etc. This 

makes Bessel beams promising means for remote control of anisotropic films, metamaterials, birefringent crystals and ceramics.  

As a rule, conical and diffractive axicons are used to form Besssel beams. The diameter of an axicon (laser beam) amounts to 

200-300 mm, while its numerical aperture assumes specified values within a wide range in the long-wave part of the visible 

spectrum and shortwave infrared. Therefore, Bessel beams can be used for studying both submicron films and air routes many 

kilometers long.  

There are many other axisymmetrical optical elements that form beams with non-diffractive properties, among them a 

logarithmic axicon [28-30], a generalized axicon [31], an axilens [32], and an aperiodic (fractional) axicon [33]. Linear 

diffractive axicons [28, 29] are used to produce Bessel laser modes, whereas the analogue of a logarithmic axicon is used to 

form hypergeometric modes of laser radiation [34, 35] that retain their mode properties longer than Bessel beams. The tandem 

of a lens and an axicon – a lensacon that makes it possible to form conical axial distributions - also possesses interesting 

properties. The aperiodic (fractional) axicon also referred to as a fracxicon [33] presented in the paper comprises an axicon and a 

parabolic lens as special cases.  

The theoretical models developed and the experimental results obtained do not limit the use of non-diffractive beams to 

solids only. It is also possible to measure distributions of optical parameters of liquid and gaseous anisotropic media on their 

basis. For example, we can analyze the state of disturbed atmosphere, the properties of gas-plasma flows, distribution of ionic 

solution concentrations. The advantages of special beams including singular and vector ones for the purpose of atmospheric data 

transmission are described in the review [36]. We should also mention the possibility of producing tunable diffractive elements 

based on the electro-optic effect for the purpose of fast data transmission and three-dimensional addressing [37, 38].  

A relatively small range of measuring due to periodic transformation of the beam order in a crystal [20, 27] is one of the 

problems of measuring thicknesses of z-cut birefringent crystals. Astigmatic beam transformation in x- and z-cut crystals leads 

to the splitting of the beam into separate intensity maxima [18, 19]. The angular dimension of the maxima decreases with the 

increase of the crystal thickness and birefringence [18, 19]. In the case of crystals of considerable thickness it leads to the 

problem of insufficient spatial resolution of the video camera.  

Both problems are solved by using a multizone axicon or a variable-period axicon (fracxicon, lensacon etc.). An element of 

this kind makes it possible to choose a site of diffractive microrelief the spatial period of which conforms to the optical and 

dimensional parameters of the tested sample.  

The aim of the study was to analyze the transformation of a laser beam formed by an apriodic diffractive axicon (fracxicon) 

in a uniaxial x-cut crystal. 

2. Experimental study 

An optical setup was assembled to investigate astigmatic beam transformation. The scheme of the setup is presented in fig. 1. 

The setup includes a helium-neon laser, a spatial filter – beam expander, a polarizer, a fracxicon, a lithium niobate x-cut crystal, 

a CCD matrix. The spatial filter consists of a microlens 20x, a pinhole aperture with the diameter of 15 μm, a collimator lens 
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with the focal distance of 200 mm. The setup allowed the formation and investigation of a sufficiently extended fracxicon beam 

observed at a distance up to 600 mm. 

 

 
Fig. 1. Scheme of the experimental setup. 

A polished uniaxial x-cut crystal of lithium niobate with 842±2 μm thickness was used as the beam converter. The optical 

axis of the crystal was aligned parallel to one of its sides and its direction was marked. The axis of the polarizer and that of the 

crystal were parallel in the experiments. A phase diffractive variable-period axicon (fracxicon) shown in fig. 2 was used to form 

the beam. The fracxicon was made on a fused-silica substrate by plasma-chemical etching. The diameter of the fracxicon was 20 

mm, the period of the diffraction microrelief - 7 μm in the central part of the optical element and 70 μm at the edge of the 

element. 

       
a)                                                              b)                                                                   c) 

Fig. 2. Photos of the diffractive fracxicon microrelief: a) central part, b) middle part, c) edge part. 

The distance between the crystal and the fracxicon was 75 mm. The image of the output beam was formed directly by the 

CCD matrix without the use of imaging optics. The images of the beams observed for various distances L between the CCD 

array and the crystal are presented in fig. 3. 

The distance between the crystal and the fracxicon was 75 mm. The image of the output beam was formed directly by the 

CCD matrix without the use of imaging optics. The images of the beams observed for various distances L between the CCD 

array and the crystal are presented in fig. 3.  

 

            

a)                                                     b)                                                    c) 

     
d)                                  e) 

Fig. 3. Output beams for various distances L “crystal – CCD array”:  a) L=250 mm, b) L=300 mm, c) L=350 mm, d) L=400 mm, e) L=450 mm. 
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Increasing the distance between the crystal and the camera makes astigmatic beam transformation more complicated due to 

the inclusion of fracxicon regions with increased angular aperture.  This makes the use of several variable-period diffractive 

axicons unnecessary. One variable-period diffractive element is sufficient for reliable measurement of the thickness or 

birefringence of a plane-parallel crystal.  

The results obtained in this work are in good agreement with earlier studies [18, 19]. The approach proposed has the 

advantage of a simpler optical measurement scheme that does not comprise an analyzer. The simplification is made possible due 

to parallel orientation of the polarizer and the crystal optical axis. 

3. Conclusion 

The results obtained confirm the validity of using an aperiodic diffractive axicon with specified radial period distribution. It 

is possible to select the part of the microrelief conforming to the test specimen parameters and the characteristics of the optical 

measurement system on the basis of this element. Measurement with the use of several parts of fracxicon improves the accuracy 

of determining the thickness or birefringence of the crystal. 
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Abstract 

We considered the problem of estimating the error in the solution of the wave equation recorded using infinite series Fourier-Bessel. The 
algorithm that adjusts the number of elements in a partial sum of infinite series, based on the assessment of the series balance. The application 
of the algorithm made it possible, without loss of accuracy, to substantially reduce the number of summable elements of the series in the 
numerical simulation of the light pulse propagation in a circular cross-section. 

Keywords: wave equation; Fourier-Bessel series; evaluation of the residual series; numerical simulations; pulse of light; computational 
experiment; redundancy of partial sum components 

1. Introduction 

During the development of an application program for the numerical simulation of a physical process, it is important to 
investigate the actual error of the method used on special test cases. As test cases typically use such examples that can be 
resolved by an alternative method with high sufficiently precision, allowing to calculate the error of numerical method [1, 2]. 

This work is devoted to study the error of test value problem for the wave equation describing the propagation process of the 
light pulse in a waveguide in circular cross section. To elaboration the error estimate, we used remainder of the Fourier-Bessel. 
To check the quality of the balance assessment in the series we used the technique of computational experiment, which allows 
determine the degree of redundancy among several elements needed to sum to achieve the necessary precision [3]. 

In solving problems from numerical simulation propagation of a light pulse in a medium, various mathematical descriptions 
of the pulse [4-6]. In this paper, we considered two options describe different degrees of smoothness pulse function. 

 
2.  Mathematical model of light pulse propagation in a waveguide of circular cross-section  

To describe the process of light pulse propagation we will consider the following boundary value problem: 
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where E  is a  dielectric field intensity, c  is a wave propagation speed in vacuum, n is a refractive index material of the 
waveguide, R  and L is the radius and length of the waveguide, T is the duration of the dissemination process, ( , )r t  is the 
function describing the pulse shape. 

It is assumed when r R  an ideally conducting shell bound the waveguide, and the medium is not perturbed at the initial 
instant of time. 

Here are the following two variants of kinetic moment:  

   1( , ) sin ,r t r t t               2 *
2 ( , ) sin sin ,r t r t t t      
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 ,  *t is the pulse duration at the entrance of the waveguide,    is the 

length of disturbing wave in vacuum, j  a positive integer. 1( , )r t a piecewise smooth function at variable t , because 

derivative has function jump in 0t  ,  *t t . Function  2 ( , )r t  has the smoothness of a second-order variable t . 
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3.  Exact solution of boundary value problem  

Application of the separation variables method [5] allows getting solution of boundary-value problem for the wave equation, 
it can be thought of as infinite series Fourier-Bessel. For example, when describing an impulse function 1( , )r t  and using 

   0 1r J r   the solution would be: 
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When writing these formulas, we use the following notation: 
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Graph of the cross section of a pulse by a plane 1r m in the process of its propagation in the waveguide has shown in 

fig.1.  

 
Fig. 1. Modeling the distribution piecewise smooth impulse in wave conductor, separation 1 .r m  
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In the last formulas, we used the following notations: 
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1  is a root of an equation  0 0J R  .  

The process of propagating a piecewise-smooth pulse has shown in figure 2. 

 

Fig.2. Modeling of smooth pulse in wave conductor, separation 1 .r m  

4. Series truncation error control 

A computer program simulating the spread of pulse truncation of the infinite series implied above. 
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In this case, the actual error of the calculated value of a function E  at the selected point does not exceed the required level   
, that is 

( ) ( ) ( ( )) .fact N NE E R N           

For the above two ways to specify the light pulse residues had been received by the relevant rows with the following *t  and 
*w  : 

*
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c
w




 , * 10
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 .   

In the case of piecewise smooth impulse, that described function  1( , )r t , assessed takes the following form: 
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as for the case of smooth pulse, that described function  2 ( , )r t , assessed takes the following form: 
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It should be noted that recorded higher truncation error estimates infinite series are uniform for all independent variables. 
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5. The method of refinement of the number of summable elements of a series using a computational experiment  

Proposed evaluation are not ideal because they are using strict inequalities, and also they are uniform for all independent 
variables. That is why using of estimates results in adding more elements than is necessary to achieve the required accuracy. In 
this case, it is advisable to apply a technique, which reduces the degree of redundancy terms in the partial sum, and in so doing 
guarantees the achievement of required accuracy [3]. 

Let N positive integer, satisfies the inequality  1N N  , where 1  , number  1N   found by the rule described in 

paragraph 4. Then for partial amount NE  the actual error will satisfy the inequality: 

     1 1
.fact N NN NN E E E E E E          

Changing N  within the boundaries  1 1N N   , find lowest value  2N   , when running the inequality 

 1 2 ,NNE E     where 2 1.      

For this choice 2  and equity of the previous inequality, the actual error 2( ( ))fact N   do not exceed value  .  

Thus, to reduce the number of summands in the partial amount, we must: 
1) Specify the number of 1   and then find the value 1( )N  , that the smallest value N , satisfy the inequality 

1( )N   . 

2) Changing a variable N  from the value  1N   downward, find the smallest of its value that satisfies the inequality  

1( ) 2N NE E   . The resulting value is  2N  . 

3) Changing value with sample spacing 1  and 2  so, to  1 2 ,     run the steps  1) and 2) again. 

4) Of all the values  2N  , obtained in step 3), select the smallest. 

As a result of the use of this algorithm, it can be expected that the number of summable elements  2N   in the partial sum 

will be reduced significantly as compared with the number of  N   while maintaining safeguards for accuracy, i.e.  

  2fact N   . 

In tables 1 and 2 are the results of computational experiments, aimed at reducing the number of summands in partial 
amounts. The calculations have been carried out with the following parameters: 

1 ,m   1,n   7 ,L m  5 ,R m  143 10 / ,с m s  1 ,r m 1 ,z m  
tc

t m
n
 .  

Asked value   in increments of the maximum value of the amplitude of the wave. 

Table 1. The dependence of the summands number  N   and  2N   of coordinate t  with different values  for piecewise smooth impulse. 

  10-1 10-2 10-3 10-4 10-5 

 N   
131 1019 9844 98079 980434 

,t m   2N   

0.9 13 48 231 3116 9906 

0.999 37 306 1241 6774 26632 
0.99999 37 312 3072 35599 126836 

1 37 312 3075 37713 377122 

1.00001 37 312 3072 35599 126836 
  10-1 10-2 10-3 10-4 10-5 

1.001 37 306 1241 6774 26633 

1.1 16 68 320 3119 9906 
1.7 19 34 124 1286 4086 

2.5 15 32 96 928 984 
4 13 25 66 612 643 

5.1 16 30 75 649 1436 

5.9 17 28 324 3116 3258 
5.999 47 355 1262 6422 9906 

5.99999 47 466 4672 35599 26632 

6 47 467 4672 37713 126836 
6.00001 47 465 4671 35599 377122 
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6.001 47 383 1461 6423 126836 

6.1 17 30 360 3119 26634 
 

Table 2. The dependence of the summands number  N   and  2N   of coordinate t  with different values  for smooth pulse. 

  10-2 10-3 10-4 10-5 10-6 

 N   
21 36 113 357 1128 

,t m   2N   

0.9 15 18 28 62 132 
0.999 15 18 28 61 136 

0.99999 14 17 28 62 126 

1 15 18 27 67 141 
1.000001 10 21 37 91 186 

1.001 10 22 42 101 211 

1.1 15 17 33 61 132 
1.7 10 17 37 81 181 
2.5 13 15 26 67 146 

4 15 22 46 101 216 

From the table it can be seen that the number of summands, using uniform assessments for the respective series truncation 
allows you to get only the rough partial sums of lengths. These values are repeatedly exceed the values obtained from the 
application of the above algorithm. As can be seen from table 1, to calculate the tension of the electric field in the foreground 
and background areas of wave fronts requires a much larger number of terms, for example, in the range 1.7 5.1m t m    

order enough 4086 parts to achieve precision  10-5, while in the range 0.9 1.1m t m    we want 377122 parts.This increase 

in the number of summands is a consequence of the weak function breaks 1( , )r t , significantly slowing down the convergence 

of series. For the case of smooth pulse, function description 2 ( , )r t  the uneven distribution of values  2N   for different t  

turns out to be negligible. 

6. Conclusion 

Developed and implemented programmatically algorithm provides adjustment of the partial sums length of infinite series, 
obtained in the course of solving boundary value problem for the wave equation. For practical application of the algorithm, it is 
of fundamental importance to first obtain an upper estimate for the remainder of the Fourier series that determines the solution of 
the boundary value problem.  

The application of developed algorithm for specific series that describe the distribution of momentum in circular waveguide 
section allowed multiple times (from 3 up to 1500 times and more for Piecewise-smooth momentum and from 2 to 5 times for 
the case of smooth pulse) to reduce length of the partial sums of the series.  
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Abstract 

Transmittance and reflectance spectra as well as field distribution in 1D photonic-crystal structure with embedded dielectric layer 
and monolayer of metal nanoparticles are characterized. The influence of plasmonic monolayer location on defect modes of 
photonic-crystal structure is demonstrated with respect to domains of field confinement in the cavity area. 

Keywords: nanoplasmonics; photonic-crystal structure; defect mode; field localization 

1. Introduction 

In recent years 1D photonic-crystal structures (PCS) created on the basis of different materials are of a special 
interest to researchers. Owing to periodic modulation of refractive index, photonic spectrum of these structures has a 
band gap, in which incident radiation is practically totally reflected. This property is critical for practical use as it 
enables to control optical radiation in data-transmission systems and in laser technology. Particularly remarkable is 
Fabry-Perot microresonator-like structure composed of two Bragg reflectors with defect layer there between. Defect 
layer in such-like structure plays the role of optical microcavity (microresonator) on which electromagnetic radiation 
can be localized. This can add to material-radiation interaction effects. 

Varying geometrical and physical properties of the structure it is possible to control spectral characteristics of PCS 
[1, 2] that enables to improve considerably their functionality. For example, through breakdown of the structure 
periodicity or using materials with controlled properties (non-linear, resonant, magnetogirotropic) photonic spectrum of 
PCS can be modified considerably. Metallic-dielectric nanocomposite media are advanced materials to be used as 
microcavity of photonic-crystal resonator. In the field of plasmonic resonance vigorous dispersion of optical properties 
of these materials is observed [3, 4]. This paper describes the case of ultrathin resonance structure as a monolayer of 
metal nanoparticles, plasmonic frequency of which coincides with defect mode frequency of PCS. 

2. PCS material parameters and transfer matrixes 

In order to calculate reflectivity and transmission of plane-layered structure with embedded monolayer of 
nanoparticles we employ T-matrix technique. A special case is interface, optical qualities of which are determined by 
Fresnel reflection and transmission coefficients [5]. Since array of nanoparticles situated in the same plane interacts 
with electromagnetic wave like plane interface, it can be also treated as an interface with its own reflection and 
transmission coefficients. 

We assume that there are N interfaces in the layered medium, and they are formed by N-1 interfacial boundaries and 
a single layer of nanoparticles. A space between interfaces is packed by media with different refraction indexes 
 0...in i N . Semi-infinite media are those that have 0n  and Nn  refraction indexes. Let a harmonic wave is incident 

on a layered structure in z-direction. To describe its propagation in PCS we introduce the following notation for electric 
field components inside structure: ( )i iE z  to the left of i number interface; ( )i iE z  to the right of i number interface; 

fE  for the propagating forward wave; bE  for the propagating backward wave. 

According to the introduced notation, complex amplitudes of counter-propagating waves on m  interface in the layer 

with reflection index 1mn   are equal to ( )f mE z  and ( )b mE z . At the same interface but in the layer with reflection index 

mn  they are equal to ( )f mE z  and ( )b mE z . Relationship of these fields on m-interface (to the left and to the right of it) 

can be expressed as matrix equation: 

1,

( ) ( )
= ,

( ) ( )
f m f m

m m

b m b m

E z E z
I

E z E z
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where ,i jr , ,i jt  are complex reflection and transmission coefficients of the interface deviding media with refrection 

indexes in and jn  when the lightwave is incident from the medium with refraction index in . In case of plane interface 

,i jr and ,i jt  are Fresnel coefficients [5]. Relationship of the fields on two interfaces of m  and 1m   numbers confining 

homogeneous layer of m number is via transfer matrix ˆ
mF  : 

 

( ) ( )ˆ= ,
( ) ( )

f m f m
m

b m b m

E z E z
F

E z E z

 

 

   
   
   

  (3) 

e ( ) 0ˆ =
0 e ( )

m
m

m

xp i
F

xp i




 
 
 

,  (4) 

where =m m mkn L  is phase thickness of the layer; /k с  is the wave number. 

Applying expressions (1) – (4) to the entire PCS we obtain relation for the amplitudes to the left of the first interface 
and to the right of the last (with number N) interface:  

1

1

( ) ( )ˆ= ,
( ) ( )

f f N

b b N

E z E z
G

E z E z

 

 

   
   
   

  (5) 

0,1 1 1,2 2 1 1,
ˆ = N N NG I F I F F I  .  (6) 

Note that in semi-infinite medium with refraction index Nn  there exists only transmitted wave, therefore we shall 

assume ( ) = 0b NE z  in (5). 

Reflectance and transmittance of PCS are calculated from the formulas 
2 2

21

11 11

ˆ1
= ,       = .

ˆ ˆ
G

T R
G G

  (7) 

To calculate field distribution in PCS we can use expressions similar to (5), in the left part of which column elements 
are substituted with amplitudes of local fields in the corresponding points. 

3. Reflection and transmission spectra of nanoparticle monolayer 

For the analysis of the properties of PCS with embedded nanocomposite monolayer film of nanoparticles placed into 
dielectric matrix, it is necessary to know amplitude coefficients of monolayer reflection and refraction. Analytical 
calculation of these coefficients is not a trivial task; therefore we use numerical technique – FEM implemented in 
COMSOL Multiphysics software. For simplicity we consider the case of the ordered monolayer film in which 
nanoparticles are located at the sites of square lattice lying in the palne (xy). 

Taking into account structure symmetry, we took fourth of the structure’s unit cell (Fig. 1). Such domain contains 
fourth of nanoparticle and is of the size equal to ½ period of the structure along the direction of x and y coordinate axes. 
In order to obtain the entire monolayer it is necessary to apply reflection operations to the domain shown in Fig. 1 (to 
complete the unit to the full with a spherical shape particle), and then to apply transmission operations along x and y 
coordinate axes. The structure thus obtained will be 2D array of nanoparticles in (xy) plane. Boundary conditions are 
selected in such a way that the model fits the case of normal (to the plane of monolayer film) incidence of the light 
wave. Incident polarization is oriented parallel to one of the crystal axes of monolayer film. 

 

Fig. 1. Modeling domain in Comsol Multiphysics software. 
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As a medium in which nanoparticle monolayer is weighted, we use material with dielectric constant 2.25m  . To 

calculate dielectric constant of metal nanoparticles we use relation of Drude theory [5]:  
2

0 2
( ) = ,p

p i


  

 



  (8) 

where p  is plasmonic frequency, 0  is lattice contribution,   is relaxation parameter. For definiteness, as 

nanoparticle material we use silver, for which 16= 1.36 10p   c-1, 0 = 5 , 13= 3 10   c-1. 

Modeling outcomes for optical properties of silver nanoparticle monolayer are shown in Fig. 2. It is obvious that in 
the domain of surface plasmonic resonance of nanoparticles (resonant wavelength falls within 435 nm) monolayer film 
reflection and transmission spectra are subject to strong changes. Amplitudes of the observed values in resonance region 
depend on the surface concentration of nanoparticles: with decrease in the average distance among nanoparticles 
resonance becomes more pronounced; the width of resonance increases and frequency shift of resonance towards short 
wavelength region is observed. Thus, spectral characteristics of the monolayer of metal nanoparticles depend on internal 
geometrical parameters which make it possible to control to a certain extent its influence on spectrum of PCS. 

4. Analysis of the properties of photonic-crystal structure with monolayer of nanoparticles 

Let us consider PCS, in which between two dielectric reflectors there is a defect layer consisting of dielectric matrix 
and a monolayer film of nanoparticles. Transfer matrix of such structure can be expressed as: 

0,1 1 1, 1 2 , 1 1 1,= = ,a b
d d d s d d d N N NN I F I F F F I F I M DM      (9) 

where sF  is transfer matrix of nanoparticle monolayer; 1dF  and 2dF  are transfer matrixes of the layers that edge 

monolayer of nanoparticles; aM  and bM  are transfer matrixes that describe dielectric reflectors containing a  and b  
binary layers respectively. Binary layers of dielectric reflectors consist of two layers of isotropic dielectric material of 
real transmissivities j  and thickness jL  ( =j 1, 2). For modeling optical properties of the structure we assumed 

1 = 6.25 and 2 = 2.25. Thickness of layers of the structure meets the requirements 1,2 0 1,2= /4L   ; thickness of 

defect layer is equal to 0= /d dL   , where 0  – wavelength in vacuum calculated for the central frequency of the 

photonic band gap. Presence of defect layer in PCS leads to the occurrence in the photonic band gap of narrow spectral 
transmission band with the peak value of transmission index which is close to 1. 
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Fig. 2. Reflection, transmission and absorption spectra for monolayer of silver nanoparticles. Period of structure is 10 nm. 

Figures 3 and 4 show field distribution (square amplitude of dielectric field intensity) and transmission and reflection 
spectra of PCS of 5 5M DM -type depending on location of the monolayer of plasmonic nanoparticles. Location of the 

monolayer is given by relations 1 = / 2d dL L  , 2 = / 2d dL L  , where dL  is thickness of the central layer, which is 

divided by a monolayer of nanoparticles into two domains of the thickness 1dL  and 2dL  respectively. The domain of the 

thickness 1dL  is located from incidence of external electromagnetic wave. Thus,   is a value of monolayer film 

displacement from the center of PCS. Parameters of dielectric layers of PCS correlate such that in the center of PCS, i. 
e. for 0  , field amplitude is close to zero (standing-wave nod), and in displacement by 71    nm the amplitude 
reaches a maximum value (antinode of standing wave). The given relations indicate that if monolayer film of 
nanoparticles is located in the center ( 0  ), field distribution and transmission and reflection spectra are practically 
comparable with the case of monolayer-free PCS. Such peculiarity is explained practically by total absence of 
electrodynamic interaction between monolayer film and lightwave in standing-wave node. Monolayer film is really in 
the domain of electromagnetic shadow. If nanoparticles are in the domain of strong field ( 71   nm), when intensity 
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of electromagnetic scattering by monolayer is the highest, defect mode transformation is observed. Transformation is 
displayed as decrease in its amplitude and splitting of spectrum curves. 

 

 

Fig. 3. The distribution of electromagnetic field amplitude (in relative units) throughout PCS as a function of the value of displacement of 
monolayer of nanoparticles from the center of the structure. 
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Fig. 4. Ttransmission (dashed line) and reflection (continuous line) spectra of PCS when monolayer displacement is (а) 71  nm, (b) 0  . 

5. Conclusions 

We have demonstrated that control of transmission and reflection coefficients corresponding to defect mode in 
photonic band gap of PCS is capable owing to the use of nanoparticle monolayer with plasmonic resonance. It is shown 
that defect mode amplitude is heavily dependent on the location of monolayer. Dependence of spectral characteristics of 
the layered structure on the location of plasmonic monolayer is attributed to the inhomogeneity of electromagnetic field 
distribution in the optical microcavity placed between distributed Bragg reflectors. 
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Annotation 

 
Experimental results of microexplosion polysterene microparticles diameter equals 5 micron located on substrate covered by aluminum layer 

thickness in 100 nanometers were showed. Produced a comparison results of experiment on quartz substrate and on aluminum substrate. As a 
source of radiation was chosen a laser with wavelength equals 355 nanometers. 
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1. Introduction 

Currently, all manipulation works are now heading for reducing the size of the moving objects. There are plenty of 

microparticles manipulation methods using optical traps of different types. However, it is desirable to have a method to move a 

relatively large micro-objects. Especially such objects could be found in biological research (sporules, microslides of tissue, 

large cells). And it is necessary to prevent an effect even of a minimum quantity of light radiation on the biological micro-object. 

It is possible to carry out mechanical micro-manipulation by means of mechanical micro tweezers. This method is invasive for 

microparticles manipulating. 

Typical sizes of the roaming micro-objects using common optical trap are from fractions of a micrometer to about ten 

micrometers. It is necessary to significantly increase the power of the light beam with the increase of the micro-objects size. 

Because anyway some fraction of the light beam energy is absorbed by the object, there is a certain limit for the microparticles 

size which can be moved by the forces of optical trapping. The precise value of this size depends on many parameters: the 

micro-objects absorption coefficient, fluid properties, micro-object surface shape, etc. A rough estimate of this size for 

transparent spherical micro-objects gives a value of about 30 µm. It should be noted that the micro-object with a size close to the 

limit is experienced strong thermal impact. Things get worse with the movement of opaque micro-objects in the light traps. The 

limiting size is reduced by one and a half to two times. At the same time, the micro-objects with sizes up to 100 microns are still 

quite small for a mechanical movement. There is another complicate combined method of micro-objects grasping with the usage 

of light and ultrasound [5]. But here is another [6] described simpler method of moving micro-objects by means of the 

microexplosions of polystyrene microparticles in a beam of an ultraviolet laser with a wavelength of 355 nm. 

In this paper we will consider a method of moving micro-objects with explosion of polystyrene microparticles on a substrate 

coated with a layer of aluminium. As compared with microexplosions on a quartz substrate, this method significantly reduces 

expended energy of microexplosions due to the interference of the beam, which is incident on the substrate and a beam reflected 

from the surface of the substrate.Object of study in this research is calculation average velocity polysterene microparticles with 

diameter equals 5 micron after microexplosion occurring under the pressure of laser emission with wavelength 355 nanometers. 

The subject of the study is the behavior of polystyrene micro-particles in the explosion. 

The aim of this work is the experimental test of interference effect between incident and reflected beams in the explosion on a 

substrate covered with aluminum. Another aim of this work is the calculation of scattering speed of microparticles after the 

explosion and finding the parameters for explosion occurrence. 

In accordance with the intended aims following tasks were summarized: 

  in situ observation of polystyrene microparticles microexplosion on a substrate covered with aluminum under the action of 

ultraviolet laser with a wavelength of 355 nm; 

 the calculation of the average dispersion velocity of polystyrene microparticles after the explosion; 

 finding the system parameters for the observed microexplosions of polystyrene microspheres. 

Scientific and practical novelty and significance of the results: 
 full-scale experiment with the microexplosion of polystyrene microparticles on a substrate covered with aluminum under the 

action of an ultraviolet laser with a wavelength of 355 nm was successfully completed. 

 the average expansion rate of polystyrene microparticles after microexplosion was calculated. 

 the system parameters for the observed polystyrene microspheres microexplosions were found. 

 

2. Theoretical description observed effect  

 

In this experiment, there is an effect of interference of incident and reflected waves. As a result of usage a single source of 

light radiation the incident and reflected waves are coherent. Thus, the total intensity of incident and reflected waves [7] can be 

represented as follows:  
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1 2 1 22 cosI I I I I          (1) 
 

where I1 , I 2 - the intensity of the incident and reflected beams, respectively, δ - the phase difference between these beams. 
Considering that quartz glass has a transmittance of 99% and aluminum reflects about 93-94%, it is possible to write the 
following:   

I1 > I2 (2) 

Then, inserting into the formula above, we get that Imax = 4I1 and Imin = 0. This formula will be tested experimentally — if the 

microexplosions will occur on the aluminum substrate at the power level at which microexplosions of polystyrene micro-

particles on a quartz substrate were not observed, so it is possible to draw a conclusion about the strengthening of the two beams 

through their interference. 

 

3. Experiment 

Consider the installation, which was used in the observation process of the full-scale experiment with microexplosion of 

polystyrene microparticles on a substrate coated with aluminium in thickness of 100 nm. The application of the aluminium 

substrate was made with the use of plant «Carolina D 12 A» designed for magnetron sputtering on ceramic, silicon and other 

substrates with sizes up to 100 mm. The following keys were added to the optical diagram in figure 1: 1 – continuous UV laser 

DTL – 375 with wavelength 355 nm and maximal average power equals to 40 mV [4]; 2,3 – rotary mirrors; 4 – semitransparent 

cubic; 5 – focused microobjective (20x); 6 – substrate covered by aluminum with polysterene microparticles; 7 – CCD – camera 

FastVideo 500 E with resolution 640x480. 

Now let’s move to the description of the experiment. The light by means of rotary mirrors and microscope objective is 

focused into the required area of the substrate with microparticles. In view of the high reflection coefficient of aluminium (about 

93-94%) the process of microexplosions on the aluminium substrate needed to be monitored in the reflected light. For separation 

of the incident and the reflected beams it is used a cube with translucent mirrors. Reflected light falls on the camera and the 

resulting image is processed on the computer. 

 
Fig.1. Optical setup for microexplosions polysterene microparticles on substrate covered by aluminum. 

Let’s turn to the experimental results. The original experiment took place at the maximum value of laser radiation power 

obtained with the pulse frequency of 3000 Hz. But with this value there was a destruction of the substrate surface covered with 

aluminum. Consequently, the beam power was reduced to a value of 6.17 kW, which stops the observed damage to the surface 

of the substrate. Thus, it minimized the influence of melting and destruction of the substrate surface on the movement of 

microparticles of polystyrene. 

An experiment was carried out with deposition of polystyrene microparticles floating in the water on the substrate covered 

with aluminum. As the result, it was obtained a footage of polystyrene microparticles movement after the explosion, which is 

achieved by superposition of the incident and reflected beams of laser radiation. Now we will explain how we made these 

conclusions. 

Firstly, in order to eliminate the influence of melting and destruction of the substrate surface covered with aluminium on the 

movement of polystyrene particles, the particles were inputted to the surface in the water. Thus, the water absorbs the portion of 

energy that came from breaking the surface of the substrate. 

Given that the light almost does not pass through the surface covered with aluminum, then all the power goes into heating the 

surface (this effect was eliminated due to the choice of required capacity and the introduction of particles in solution with water), 

and the remaining part is reflected (about 93%). We find that in the explosion of polystyrene microparticles affects only the 

energy of the incident beam and the energy of the reflected beam. 

In order to see whether the incident and reflected beams interact with each other or the main contribution is made only by the 

incident beam, another experiment was carried out which eliminates these issues. The substrate covered with aluminium was 

replaced by a quartz substrate with the transmittance of about 99%. Thus, if the former power of the laser radiation the 

microexplosion of polystyrene microparticles will not occur it turns out that this reflected beam interacts with the incident beam 

in a certain way. 
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After conducting full-scale experiments on a substrate covered with aluminum, there was an explosion of polystyrene 

microparticles, in which a displacement of nearby microparticles of polystyrene occurred. In case of changing of substrate coated 

with aluminium on a quartz substrate and leaving unchanged all the parameters of the scheme the explosion of polystyrene 

particles was not observed. As the result, we can conclude that explosion of polystyrene microparticles occurs on a substrate 

covered with aluminum due to the interaction of the incident and reflected beams. 

It was also calculated the average rate of expansion of the polystyrene particles located on a substrate coated with aluminium 

after the explosion of a nearby polystyrene particles. This value is 0.77 mm/s.  

 

 
Fig.2. Results of the experiment on explosions polysterene microparticles using substrate covered by aluminum. Time  interval between frames is equal to 10 

ms. 

 

 
Fig.3. Results of the experiment on explosions polysterene microparticles using quartz substrate. Time  interval between frames is equal to 10 ms. 

4. Conclusion 

In the process of performing this work the following results were obtained: 

1) An experiment was conducted, in which we discovered the existence of the interference between incident and reflected 

waves using aluminum substrate. 

2) The expansion velocity of the particles using a 20x focusing microobjective was experimentally calculated. The speed 

value is 0.77 mm/s; 

3) The parameters of explosion occurrence were found. The parameter is the average radiation power. The explosion 

occurs when values are higher than 6.17 kW. 
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Abstract 

We study numerically the dynamics of a vertical-cavity surface emitting laser (VCSEL) with external optical injection and asymmetrical 
triangular current modulation. Even if the average current is below the threshold, the VCSEL without optical injection emits irregular optical 
pulses. External optical injection stabilizes the laser output, reduces the standard deviation of the generated pulses and increases their averaged 
amplitude. The results of this study make it possible to reduce the threshold current. 

Keywords: vertical-cavity surface-emitting lasers (VCSELs); optical injection; polarization; semiconductor lasers 

1. Introduction 

Vertical cavity surface emitting lasers (VCSELs) are among the most attractive light sources in modern optical devices, 
especially for both digital and analog photonic communication systems. They have the low threshold current, high modulation 
bandwidth, and emit a single-longitudinal mode and circular output beams that result in high coupling efficiencies into optical 
fibers. The output radiation of VCSELs is polarized along one of the two linearly polarized modes, aligned to the 
crystallographic directions. Under current modulation, nonlinear effects such as period doubling, chaos and multistability can 
arise [1, 2]. In this paper, using the standard spin-flip model extended to optical injection, we demonstrate that VCSEL, with 
asymmetric triangular current modulation and a small coherent optical injection, can generate regular optical pulses in both 
orthogonal polarizations. 

Using asymmetric modulation makes it possible to reduce the threshold current and thermal heating of laser active medium.  

2. Model 

Polarization properties of VCSEL are described by the spin-flip model extended to optical injection [3]: 

       1 1 cos ,x x y p x a x inj sp xE k i N E inE i E E kE                     

       1 1 sin ,y y x p y a y inj sp yE k i N E inE i E E kE                    

     22 * *1 ,N x y y x x yN t N E E in E E E E         
   

   22 * * ,s N x y y x x yn n n E E iN E E E E          
   (1) 

where k  is the field decay rate, N  is the decay rate of the total carrier population, s  is the spin-flip rate which accounts for 
the mixing of carrier populations with different spins,   is the linewidth enhancement factor, a  and p  are linear anisotropies 
representing dichroism and birefringence,   is the detuning parameter,   is the angle between the x axis? and the direction of 
the linearly polarized optical injection, sp  is the noise strength, ,x y  are uncorrelated Gaussian white noises, and  t  is the 
normalized injection current parameter (the static threshold is at , 1th s  ). 

The current is modulated with an asymmetric triangular periodic signal of amplitude  , rising from 0 during the time 
interval 1T  and falling back to 0 during the time interval 2T . One modulation cycle is: 

   0 1t t T      for 10 t T  ,  
   0 1 21t t T T          for 1 1 2T t T T   . 

The average current, 0 2ave     , is independent of the modulation period, 1 2T T T  . The asymmetry of the 
modulation is characterized by the parameter 1a T T   with 0 1a   . 

3. Results and Discussion 

The equations were simulated with typical VCSEL parameters [4]: 300k   1ns , 3  , 1N   1ns , 0.5a   1ns , 
50p   /rad s , 50s   1ns , and 610sp

   1ns . Asymmetrical triangular modulation of current leads to the generation of 
irregular optical pulses even if, on average, the current is below the threshold [3]. There is an optimal modulation asymmetry, 
typically 0.8a  , for which the averaged intensity and the averaged pulse amplitude reach their maximum value, and for this 
asymmetry, the dispersion of the pulse amplitude reaches its minimum value. Figure 1(a)–(f) displays time traces of the 
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2

x xI E  and 
2

y yI E  for three different optical injection values and fixed other parameters: average current value 
0.87ave  , asymmetry 0.8a  , frequency detuning between injection and laser mode 0  , 4    (injection in both 

polarizations is equal). 

Fig.1. Time traces of intensities of the orthogonal linear polarization: (a), (b) 0injE  , (c), (d) 510injE  , (e), (f) 410injE  . 

Figure 2(a) displays standard deviation of the intensity of the pulse, depending on the value of the optical injection. It can be 
observed that injection of the optical signal leads to more regular pulses. Also, injection leads to increasing of the mean value of 
generated pulse amplitude for both polarizations (Figure 2(b)). Thus, optical injection stabilizes the laser output and increases 
the laser efficiency. 

Fig.2. Standard deviation of the intensity of the pulses (a). Mean of the intensity of the pulses (b). Red is the x-polarization, yellow is the y-polarization and blue 
is the total intensity. 

Figure 3(a) displays the standard deviation of the total intensity of the pulses, depending on the value of the injection angle. 
Figure 3(b) displays the mean of the total intensity of the pulses. The mean of the total intensity has the maximum value for the 
angle 2    (parallel optical injection). Standard deviation has minimum for 2    and 0  . x-polarization vanishes for 
parallel optical injection and y-polarization vanishes for orthogonal optical injection ( 0  ). Thus, the optical injection in the 
y-mode is the most benefit. 

 

 

Fig. 3. Standard deviation of the intensity of the pulses (a). Mean of the intensity of the pulses (b). 410injE  . Red is the x-polarization, yellow is the y-

polarization and blue is the total intensity. 
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The frequency detuning between injected and generated radiation   is the important parameter of the model. Figures 4(a), (b) display the 
standard deviation of the total intensity of the pulses and the mean of the total intensity of the pulses for 4   . The standard deviation of 

the total intensity of the pulses has minimum for 50p     (in this case injection is coherent to the y-mode). The mean of the total 

intensity of the pulses has maximum for the same detuning value. For 0  , the standard deviation of the total intensity of the pulses has 
minimum for 0   and the mean of the total intensity of the pulses has maximum for the same detuning value. For 2   , the standard 

deviation of the total intensity of the pulses has minimum for 50p     and the mean of the total intensity of the pulses has maximum 

for the same detuning value. 

Fig.4. Standard deviation of the intensity of the pulses (a). Mean of the intensity of the pulses (b). 410injE  , 4   . Red is the x-polarization, yellow is 

the y-polarization and blue is the total intensity. 

Thus, both amplitude and polarization of pulses generated by asymmetrically modulated VCSELs can be stabilized by weak 
external optical injection. 

4. Conclusion 

In summary, asymmetrically periodically modulated VCSELs with a pumping current below the threshold and an external 
optical injection, have been numerically investigated. We have shown that injection of weak external optical signal stabilizes the 
VCSEL generation. We showed that generation of quasiregular optical pulses is already possible for the injection value 

410injE  , which is only about 95 10  of the output intensity of generation. Optical injection increases the mean amplitude of 
generated pulses and decreases the standard deviation of the intensity of the pulses.  Control of the output radiation polarization 
is also possible. We showed the possibility of smooth adjustment of the polarization of the generated pulses by varying the 
optical injection angle  . We found that the standard deviation of the intensity of the pulses has minimum for injection in y-
mode (parallel optical injection).  Method proposed in this paper provides a generation of regular optical pulses in VCSELs 
below the static threshold.  
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Abstract 

 
In paper decribe experimental observing transform bessel beam, formed by diffraction axicon in moment propagation through anisortopic 
birefringence crystal. This observation covers large range wavelength changes (from 520 nm to 534 nm). Theoretical explain effect is given. 

 
Keywords: laser with changing wavelength; diffraction axicon; birefringent crystal; bessel beams 

1. Introduction 

It is well-known the usage of anisotrophic elements to convert beams with the homogeneous polarization into cylindrical 

vector beams [1-6]. At the same time, it is necessary to implement the separation of the longitudinal modes along the optical 

axis of the system, which is parallel to the axis of the crystal. To improve convergence of the beams in the crystal, it is possible 

to use telescopic system or to form beams with high numerical aperture. Polarization and mode conversion during propagation 

along the axis of the crystal were considered for both Bessel and Gaussian beams [7-16]. 

It has been shown in the studies [17, 18] that during the propagation along the crystal axis neuraxial Bessel beams have other 

properties than Gaussian beams, namely, experiencing a uniform periodic change of intensity. In this case, the Bessel beam of 

zero order and second-order are periodically converted from one to another [7-9, 17, 18]. The oscillation period is directly 

proportional to the wavelength of the laser radiation and inversely proportional to the square of the spatial frequency of the laser 

beam and the difference of the dielectric capacitivity, which is corresponding to the ordinary and extraordinary rays. This 

dependence allows control occurring transformation in the crystal due to changes of the characteristics in either Bessel beam or 

crystal. In particular, the spatial frequency of the beam depends on the numerical aperture of the axicon [19-22] which shapes 

the beam, also it is possible to adjust characteristics of the beam by changing the beam divergence [23]. To change the 

parameters of the crystal, it can be heated [24] or effected by electro-optic [25]. However, the most convenient way of 

adjustment is to change the wavelength of the laser radiation which has a direct linear relationship from the period of 

transformation [26]. 

It was experimentally demonstrated the ability [26] to manage the transformation of the Bessel beam at the output of the 

CaCO3 crystal by changing the wavelength of the radiation illuminating the diffractive axicon. It was achieved almost complete 

transformation of the Bessel beam of zero order beam to the second order using the axicon period of 2 µm and the wavelength at 

Δλ =1.5 of the initial value of λ = 637.5. The variation of the wavelength within a small range was achieved by changing the 

temperature of the laser. In contrast to this method, the usage of a laser with variable wavelength provides a wide range of Δλ, 

and therefore the possibility of achieving complete conversion using the axicon with a large period, i.e., a smaller numerical 

aperture. Note that the usage of axicons with high numerical aperture is limited not only with technological possibilities of 

production [27] and reduction of non-diffraction distribution cut [20], but with the limiting numerical aperture [28], in which 

propagating waves occur in the considered optical medium. 

This paper shows the results of experimental observation of the mode conversion of Bessel beam formed by the axicon 

amplitude with a period of 3 µm with the output of a deuterated potassium dihydrogen phosphate crystal when the wavelength 

of the laser EKSPLA NT 200 radiation is changed. 

2. Theoretical analysis 

Consider an anisotrophic crystal whose axis is oriented along the optical axis.  
The intensity distribution I(x,y,z) in the propagation of Bessel beam along the axis of the crystal is as follows [9, 11, 17, 18]: 
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 - Bessel functions of zero and second order, respectively,  

C z   exp ikz  o   exp ikze ,  

S z   exp ikz  o   exp ikze ,               (2) 
 

where  – numerical aperture of the beam, z – is the distance traveled; o, e - are the values which are determining the 
direction of propagation of the ordinary and extraordinary rays: 
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where no, ne – ordinary and extraordinary refractive indices of the crystal.  
A complete transformation of the Bessel beam of zero order to the beam of second order will periodically occur at distances 

that are multiples of the value: 
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Full transformation period depends on the refractive indices of the crystal and the numerical aperture of the axicon, as well as 

on the wave length of radiation. Moreover, the wavelength dependence is direct and linear, i.e. the most convenient to 

dynamically change the value of period so that the output of the crystal is formed the desired pattern. 

3.  Experimental results 

3.1. Method of experiment 

In this paper experiments were conducted using the optical arrangement shown in the fig.1, where 1 – laser with changing 

wavelength EKSPLA NT 200, 2 – diaphragm, 3 – collimator, 4 – diaphragm, 5 - DOE, 6 – anisotropic crystal, 7 – 20х 

microobjective, 8 –  digital USB camera TOUPCAM UCMOS05100KPA. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Optical setup of  the experiment. 

 
A laser with variable wavelength was used as a radiation source EKSPLA NT 200. In the considered range of wavelength 

variation (520 – 534 nm), the laser beam has a horizontal X-polarization. The energy of the laser radiation obtained in the range 

of the visible spectrum wavelength is variable from 610 microjoule (450 nm) to 45 microjoule (700 nm) . The extension of the 

beam is done by the collimator. Owing to the fact that the beam emerging from the laser has a Gaussian intensity distribution, it 

has become necessary to select a part of the beam with a small change of intensity. This problem can be solved by introduction 

of a diaphragm 2. Septum 4 allows to limit the numerical aperture and to enable formation of the propagating waves. The 

intensity distribution of the output beam was recorded with a digital USB camera with a resolution of 5 mega pixels and ADC 

digit capacity of 12 bits. 

 

The Bessel beam of zero order is formed by using a diffraction amplitude of the axicon with period which operates with 

nearly the same effectiveness in the considered wavelength range. The Bessel beam was directed along the axis of a crystal with 

cross-sectional dimension and length 20 mm. As a result of Bessel beams transformation there were formed interference pattern 

intensity distribution for different wavelengths and it was recorded with the microscope objective and digital cameras (table 1). 

To highlight different X and Y components of the transformed beams a rotating analyzer was installed in front of the digital 

camera. 

3.2.  Results and discussion 

As you can see in the images, when the wavelength changes by ∆λ=14 nm there is a complete transformation of the Bessel 

beam of the first order to the second, which is caused by the reaction of doubly refracting crystal. The observed phenomenon is 

explained by the formula (4), where λ is in the numerator. At the same time, change of wavelength is similar to the changes of 

the propagation length of the beam, as if it had been changed the dimensions of the crystal. To verify the observed phenomenon 

in the described conversion model it was carried out an additional numerical calculation for the wavelength of 520 nm and 532 

nm. Intensity distributions of the Bessel beams images which were converted by electro-optic crystal for given experimental 

conditions obtained by numerical calculation are presented in table 2. 



Computer Optics and Nanophotonics / V.S. Vasilev, V.V. Podlipnov 

3rd International conference “Information Technology and Nanotechnology 2017”   57 

Based on the simulation results, we can conclude that the observed experimental results are very similarity with the 

mathematical description for the Bessel beams conversion in the considered wavelength range. 

Table 1. Distribution of intensity bessel beams tranformed in birefringent crystal. 

Wavelength 520 522 524 526 
    

    

     

X component     

     

Y component     

     

Wavelength 528 530 532 534 
    

     

     

X component     

     

Y component     
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Table   2.   Modeling distribution of intensity bessel beams transformed in birefringent crystal. 

 
Wavelength 

   

 520 532  
     

     

     

 X component    

     

 Y component    

     
  

4. Conclusion 

It was experimentally demonstrated the conversion of Bessel beams of zero order, generated by the axicon with period in 

birefringence crystal, depending on the change of the wavelength of the laser radiation in the range of λ = 520-534 nm to the 

Bessel beams of the second order, which has an annular intensity distribution. Further increase of the wavelength has showed a 

recurrent re-transformation into a Bessel beam of zero order. Comparative analysis of experimental images of full intensity and 

their components with images obtained by the numerical simulation has showed their similarity. 
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Abstract 

A comparative numerical calculation of the propagation of a zero-order Bessel laser beam in a uniaxial crystal perpendicular to its axis is 

performed using the Rayleigh-Sommerfeld integral operator, generalized for an anisotropic environment. Numerical simulation is performed 

with a different type of beam polarization and different characteristics of the Bessel beam. Patterns of the beam intensity during the passing of 

different distances in the crystal are obtained, showing the degree of astigmatic transformation, which makes it possible to determine the 

conditions under which the greatest astigmatic distortion of the beams occurs. The above analysis can be useful in practice for determining the 

anisotropy characteristics of a crystal. 

Keywords: diffraction axicon; birefringent crystal; polarization transformations; amplitude transformations, Bessel beams; astigmatism 

1. Introduction 

Optical devices are becoming more and more interesting and practical. They allow to transform certain properties of 

electromagnetic radiation into others. Most often, modal transformations (from the fundamental mode to higher order 

distributions) and polarization (from homogeneous linear polarization to more complex ones) are required. One of the tools of 

such transformations are anisotropic crystals. The propagation of laser modes with a high numerical aperture in an environment 

with strong anisotropy leads to complex polarization-mode transformations [1-6]. 

In particular, when propagating along the crystal axis, the spin angular momentum is transformed, which has a circularly 

polarized beam at the orbital angular momentum [7-13]. It was shown in [6, 7, 11-13] that when propagating along the crystal 

axis, nonparaxial Bessel beams undergo a periodic change in intensity, corresponding to a transformation into a higher-order 

beam. In publications [14-20], polarization transformations of beams focused along the crystal axis were considered. 

The propagation of various types of laser beams perpendicular to the axis of the crystal was investigated in [21-26]. The most 

interesting transformations were observed for Bessel beams [16, 21, 24, 27], since in this case there is a visually pronounced 

astigmatic distortion of the ring structure of the beam. A similar distortion can be observed with oblique incidence of a plane 

wave on a diffraction axicon [28-30], and also with a cylindrical lens [31]. This analogy was noted in [24], and the analytical 

basis for such an effect was given in [27]. 

In this paper, the effect of the astigmatic transformation of Bessel beams propagating perpendicular to the crystal axis is 

studied in detail on the basis of numerical simulation. The calculation was carried out using the Rayleigh-Sommerfeld integral 

operator, generalized for an anisotropic environment [32, 33]. Numerical simulation is performed for different types of beam 

polarization and different characteristics of the Bessel beam. The formation of Bessel beams [34-37] was carried out with the 

diffraction axicon with different period of the radial lattice. The effect of the relative position of the polarization plane of the 

radiation and the c-axis of the crystal on the intensity distributions formed in different vector components of ordinary and 

extraordinary beams is investigated. Patterns of the beam intensity are obtained during the passing of different distances in the 

crystal, showing the degree of astigmatic transformation, which makes it possible to determine the conditions under which the 

greatest astigmatic distortion of the beams occurs. The above analysis can be useful in practice for determining the anisotropy 

characteristics of a crystal. 

2. Theoretical analysis 

Consider an anisotropic crystal whose axis is oriented perpendicular to the propagation axis and coincides with the Oy axis. In 

this case, the field propagation in a crystal with dielectric permittivities, (ordinary and extraordinary) can be described by an 

expression similar to the Rayleigh-Sommerfeld integral [32, 33]: 

   
2

2 2
1

2
( , , ) , , ( , ,0) exp d d ,

T j j j j

j jc jc j jc jc j

j j jj

d s t dz
u v z x y ik R x y

s tR




               
E e w E               (1) 

where the indices correspond to the ordinary (j = 1) and extraordinary (j = 2) waves, 1 2 od d  
, 1 1 1s t 

, 2 2 /o es t   
.  

For transverse (x- and y- components): 
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Similar results can be obtained if the crystal axis is directed along the Ox axis. 

3. Results of numerical simulation 

During the experiment, the axicon was used. The scheme of the axicon’s work is shown in Fig. 1 

 

Fig. 1. The scheme of the axicon’s work. 

In order to carry out the simulation as an anisotropic medium, a lithium niobate crystal of the X-cut was chosen in this study, 

the dielectric constant of which is ε0 = 5.2273505956, εe = 4.8517551289. The refractive indices of this crystal are: n0 = 

2.28634, ne = 2.20267. For the formation of zero-order Bessel beams, diffraction axicons with periods d1 = 1.2 μm, d2 = 2 μm, d3 

= 4 μm were used and illuminated with light polarized linearly along the OY axis with a wavelength of = 632.8 nm. We also 

compared the results of the transformation for different crystal thicknesses, which were chosen h1 = 1047 μm and h2 = 843 μm. 

To analyze the transformation of Bessel beams with axicons, the results of the simulation were presented in the form of patterns 

of light distribution of propagating beams separately for polarized light along OX, separately for OY and their superposition. 

The results of the simulation are presented in Table 1. 

It can be noted that the picture of the Y component almost does not differ from the superposition picture of the X and Y 

components, which means that the X component has a negligible intensity, and the linearly polarized light at the exit from the 

lithium niobate crystal has not changed its polarization. 

As can be seen from the modeled intensity distribution maps of lithium niobate transformed into an anisotropic lithium 

crystal by Bessel beams, the beams formed by axicons with the minimal period are subjected to the strongest astigmatic 

distortions. With an increase in crystal thickness, the degree of astigmatism increases in proportion to the propagation length. 

When analyzing patterns of light intensity distribution at the output of an anisotropic crystal for linearly polarized light along 

the Y axis, with circular polarization, polarization rotated through an angle of 45 ° about  the X axis, the above-described 

character of the Bessel beam transformation is preserved. 
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Table 1. Patterns of propagation of Bessel beams formed with axicons under illumination by light polarized along the OY axis through an anisotropic X-cut 

crystal. 

 d1=1,2 μm d2=2 μm d3=4 μm 

Compo- 

nent 

h1=1,047 mm  h2=0,843 mm h1=1,047 mm  h2=0,843 mm h1=1,047 mm  h2=0,843 mm 

General 

      

х 

      

у 

      

4. Conclusion 

In the work, to analyze the dependence of the propagation of the zero-order Bessel beam on the polarization angle, on the 

period and the radius of the axicon, we used the calculation with the Rayleigh-Sommerfeld integral operator generalized for an 

anisotropic medium. The Bessel beams formed by an axicon with the smallest period and passing through an anisotropic Crystal 

at the greatest distance. The described regularities can be used in practice to determine the degree of anisotropy or the exact 

thickness of the crystal cuts. 
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Abstract 

This work is devoted to the study of human blood protein fractions by Raman spectroscopy. Whole blood and blood plasma 

were used as the tested samples. For the pure Raman spectra analysis the autofluorescence background was subtracted by using 

of two mathematical approaches: polynomial approximation and baseline correction with asymmetric least squares. The study 

allowed for revealing the differences between the spectral features of blood plasma and whole blood plasma, which are changes 

in the relative Raman intensities of plasma and whole blood and appearance Raman bands 670 cm
-1

, 750 cm
-1

, 1120 cm
-1

 and 

1550 cm
-1

 correspond to hemoglobin bonds in whole blood. The spectral features were used for total protein concentration 

measurement of plasma and whole blood. PLS regression method was utilized for spectral data analysis with different protein 

concentrations. The VIP-scores make it possible to determine the most informative spectral bands: 1002 cm
-1

, 1227 cm
-1

, 

1400 cm
-1

, 1630 cm
-1

 for proteins analysis. 

 
 

Keywords: whole blood; blood plasma; Raman spectroscopy; Projection on Latent Structures 

1. Introduction 

Proteins are high molecular weight polypeptides consisting of amino acids and are part of all human body fluids. Changes 

in the blood protein amount, as well as the certain fractions quantity, allows for drawing a conclusion about the human body 

state and pathology presence, also it helps to define the treatment efficiency [1]. 

Various spectral methods allow for obtaining an individual spectral “fingerprint” of the tested sample chemical compounds 

and these techniques are used for qualitative evaluation of blood protein. Raman spectroscopy (RS) is one of the most sensitive 

optical methods [2-6], as this approach has been used for various blood proteins analysis [3, 4]. The aim of this study was to 

compare Raman spectra of plasma and whole blood (mixture of plasma and formed elements, such as erythrocytes) [6]. The 

application of two mathematical approaches (polynomial approximation and baseline with asymmetric least squares) was 

demonstrated for Raman signal separation from the autofluorescence background. Regression model of the Projection on 

Latent Structures (PLS) method was constructed for the determination of total protein concentration by the analysis of plasma 

and whole blood Raman spectra. Variable importance in projection-scores allow for determining the most informative spectral 

bands. 

2. Material and methods 

2.1. Experimental setup 

Raman spectra were collected by setup including thermally stabilized diode laser LML-785.0RB-04 (785 nm, 200 mW), 

commercial Raman probes (Inphotonics RPB785), and spectrograph Shamrock SR-500i-D1-R with deeply cooled digital 

camera Andor iDus DU416A-LDC-DD (air-cooled up to -70 º C). Detailed information about the experimental setup presented 

in paper [7].  

All spectra were recorded in 780-950 nm spectral range, the exposure time was 60 seconds. The recording of three spectra 

for each studied sample was performed sequentially. The total time of Raman spectra registration was 3 minutes. 

2.2. Tested samples preparation and spectra registration 

The standardized collection of whole blood samples from patients with pathological blood disease was performed. The 

whole blood samples were obtained from the biochemical laboratory of the Samara State Medical University. Blood plasma 

was produced by sedimentation of whole blood in a test-tube at +2 + 4°C up to the complete drop-out of the formed elements 

to the bottom of the tube. After the blood plasma sample has been studied, it was mixed with the formed elements for the 

subsequent analysis of the whole blood. Altogether we performed our study for 45 samples. The tested samples were placed in 

the aluminum cuvette with a volume of 0.9 ml. Choice of the cuvette geometry was made based on our previous study results 
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[7]. The cuvette had a cylindrical shape with a flat bottom, the cuvette depth was 45 mm, the hole diameter was Ø 5 mm. The 

chosen cuvette geometry provides the increase of “light” volume due to the laser radiation reflection from the side walls 

surface. 

2.3. Data processing methods 

PLS method was used for the experimental data analysis [8], as this method interprets the results based on a smaller 

number of bilinear components. 

The registered signal includes the autofluorescence and Raman components, so a raw spectrum preprocessing was 

performed for the autofluorescence background removal. Two methods of the Raman spectrum extraction were utilized: 

polynomial approximation method and baseline correction with asymmetric least squares based on procedures implemented in 

the TPTcloud (https://tptcloud.com/) cloud service. Baseline correction for background component removal was performed 

using the method of asymmetric least squares (baseline als) [9]. Another approach utilized in this study for Raman spectra 

separation from the autofluorescence signal is the polynomial approximation [10]. 

Spectral informative bands during the regression model construction were determined by the analysis of the variable 

importance in projection (VIP) [11]. The higher the VIP-score of an individual variable corresponds to the more significant 

values in the constructed model. Variables with a low VIP-score are less important, and may be regarded as candidates for 

exclusion from the model. 

3. Results and discussion 

3.1. Raw spectra processing 

The raw spectra of plasma and whole blood were registered for the study of protein fractions. The common bands of 

protein fractions were obtained on the basis of two mathematical approaches: polynomial approximation and method of 

asymmetric least squares. Analysis of the plasma and whole blood spectra allows for detection the differences in the proteins 

component composition. Fig. 1 demonstrates Raman bands of blood plasma 820 сm
-1

 (vibrations of tyrosine), 950 сm
-1

 

(deformation vibrations of СН group), 1002 сm
-1

 and 1080 сm
-1

 (vibrations of phenylalanine), 1160 сm
-1

 (deformation 

vibrations of СС group), 1250 сm
-1

 (α-helix in Amide III), 1330 сm
-1

 (vibrations of tryptophan), 1450 сm
-1

 (deformation 

vibrations of -CH2 group), 1650 сm
-1 

(β-helix in Amide I) [12].Fig. 2 shows Raman spectra of whole blood. The bands are 

similar to Raman bands of plasma excluding 570 сm
-1

 (deformation vibrations of FeO2 group), 670 сm
-1

 and 750 сm
-1

 

(vibrations of pyrrole), 1120 сm
-1

 (deformation vibrations of С-N group), 1227 сm
-1

 (deformation vibrations of СН group), 

1550 сm
-1

 (vibrations of phenylalanine) [13]. Each processed spectrum was a subject to the multivariate analysis for the 

construction of regression model. The spectra of plasma and whole blood processed by two approaches (baseline als and 

polynomial approximation) and normalized using the standard deviation are shown in Fig. 1 (b) and Fig. 2 (b). 

Fig. 1. Raman spectra of blood plasma processed by methods of baseline als, polynomial approximation (Phe- phenylalanine, Trp- tryptophan, Tyr-tyrosin) 

a) raw spectrum b) pure Raman spectrum. 

 

https://tptcloud.com/
http://www.multitran.ru/c/M.exe?t=3479530_1_2&s1=%E4%F0%F3%E3%EE%E9%20%EF%EE%E4%F5%EE%E4
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Fig. 2. Raman spectra of whole blood processed by methods of baseline als, polynomial approximation  (Phe- phenylalanine, Trp- tryptophan, Tyr-tyrosin) 

a) raw spectrum b) pure Raman spectrum. 

As shown in Fig.1 utilization of baseline als and polynomial approximation provides the possibility to observe Raman 

bands corresponding to the contribution of certain molecular vibrations. Analysis of Fig. 1 (b) demonstrate that the shape and 

intensity of Raman peaks in the blood plasma spectrum processed by baseline als and polynomial approximation are coincide 

in spectral ranges: 980- 1100 cm
-1

, 1150-1190 cm
-1

, 1640-1680 cm
-1

. For blood plasma samples the intensity of 1080 cm
-1

, 

1160 cm
-1

 and 1450 cm
-1

 Raman bands is 15-20% higher for processing by baseline als algorithm unlike using the polynomial 

approximation. Analysis of 1700-2000 cm
-1

 spectral region was not performed, since shape of spectra in this region is mostly 

associated with contribution from the optical filtering module. 

Analysis of Fig. 2 helps to conclude, that raw spectra of whole blood processed by two methods Raman bands become 

more informative due to the elimination of autofluorescence and the appearance of characteristic bands that are hardly 

recognizable on a raw spectra. Positions of whole blood Raman bands coincide on the entire spectral range. Herewith, the 

maximum intensity difference on the 1650 cm
-1

 band does not exceed 25%. 

3.2. Raman spectra of blood plasma and whole blood 

To compare the Raman bands of blood plasma and whole blood a data normalization using standard normal variate (snv) 

method was performed. Fig. 3 shows the normalized averaged spectra of blood plasma and whole blood for all 45 tested 

samples. 

Fig. 3. Normalized averaged pure Raman spectra of blood plasma and whole blood processed by polynomial approximation method (Pyr- pyrrole, Phe- 

phenylalanine, Trp- tryptophan, Tyr-tyrosin). 

Fig. 3 demonstrates that the Raman peaks intensities of blood plasma and whole blood coincide at 1002 cm
-1

 and 1450 cm
-1

 

bands. The common band on 1002 cm
-1

 is phenylalanine, which corresponds to a protein amino acid, the precursor of all 

nutrients [14]. The Raman peak on 1450 cm
-1

 (deformation vibrations of -CH2 group) is present in both spectra of blood 

http://www.multitran.ru/c/M.exe?t=43355_1_2&s1=%EF%F0%E8%20%FD%F2%EE%EC
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plasma and whole blood. On the spectral ranges of 570-800 cm
-1 

and 1460-1600 cm
-1

, figure shows that intensity of the Raman 

spectra of whole blood is higher than the intensities for blood plasma. This fact is caused by hemoglobin presence in the whole 

blood [14]. This is an iron protein, present in erythrocytes [15]. Hemoglobin common Raman peaks are 570 cm
-1

, 820 cm
-1

, 

670 cm
-1

, 750 cm
-1

, 1227 cm
-1

 and 1550 cm
-1

. The peak on 570 cm
-1

 corresponds to the deformation vibrations of FeO2 group 

of hemoglobin. Pyrrole, one of the hemoglobin components have strong Raman peaks at 670 cm
-1

 and 750 cm
-1

 bands. The 

1227 cm
-1

 band corresponds to deformation vibrations of СН group of hemoglobin [16]. The Raman bands on 820 cm
-1

 and 

1550 cm
-1

 correspond to the vibration of tyrosine and phenylalanine, which contribute to the composition of the protein 

components of blood plasma and whole blood. Since these amino acids are parts of hemoglobin, the intensity of whole blood 

tyrosine and phenylalanine Raman bands is 70-75% above than their Raman intensities in the blood plasma. 

3.3. PLS analysis of Raman spectra of blood plasma and whole blood 

The VIP-scores of Raman spectra matrix of the plasma and whole blood samples for the constructed regression model of 

the total protein concentration prediction are shown in Fig. 4. 

Fig. 4. VIP-scores for PLS multivariate statistical model (Pyr- pyrrole, Phe- phenylalanine, Trp- tryptophan, Tyr-tyrosin). 

 

Fig. 4 demonstrates that the most Raman peaks of plasma and whole blood spectra are coincide on the full spectral range. 

The most informative spectral bands for whole blood are 570-700 cm
-1

, 1120 cm
-1

, 1550 cm
-1

; and these peaks are not observed 

in the blood plasma Raman spectra. These bands are associated with hemoglobin groups. The Raman spectra of plasma and 

whole blood include multiple peaks in 970-1040 cm
-1

, 1370-1500 cm
-1

 and 1580-1710 cm
-1

 bands, and these peaks are mixed 

in single peaks, observed in registered spectra: 1002 cm
-1

, 1450 cm
-1

 and 1650 cm
-1

. In our study the VIP distribution allows 

for evaluation of the Raman spectra. It doubles the spectral band, herewith increasing the Raman peaks informativeness. 

Analysis of obtained results makes it possible to draw a conclusion that the peaks of VIP distribution for the constructed 

regression model of the total protein concentration predict coincide with Raman peaks shown in Fig.3. Herewith differences 

are observed in the intensity amplitude of the spectral bands. As shown in Fig. 4 the largest values of VIP-scores corresponds 

to peaks on spectral bands of 1002 cm
-1

, 1227 cm
-1

, 1440 cm
-1

 and 1630 cm
-1

. The chosen bands correspond to albumin and 

globulin [17, 18], whose concentration predominates in plasma and whole blood. 

4. Conclusion 

The current study demonstrates analysis of the plasma and whole blood Raman spectra obtained by two mathematical 

approaches: polynomial approximation and asymmetric least squares. The maximum differences in the Raman bands 

intensities did not exceed 20-25% for both approaches. 

The carried out research allowed for differences detection between blood plasma and whole blood Raman spectra. The 

main differences in the spectral characteristics of the tested samples are observed in 670 cm
-1

, 750 cm
-1

, 1120 cm
-1

 and 1550 

cm
-1

 bands. These bands are associated with hemoglobin bonds, such as pyrrole and FeO2 vibrations.  

The VIP-scores calculation makes it possible to define the most informative spectral bands for total proteins analysis  

1002 cm
-1

, 1227 cm
-1

, 1400 cm
-1

, 1630 cm
-1

 corresponding to albumin and globulin fractions. 
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Abstract 

For the students learning and training in the field of nanotechnology and microsystem engineering within the framework of blended learning 

paradigm we need high quality content; efficient learning technology; means of students motivation; evaluation tools. We propose an 

intelligent learning and testing system based on mixed diagnostic tests for effective comprehension of a number of subjects within the problem 

area. The system allows to provide effective comprehension of a number of subjects and to form the primary competences from the students 

point of view, revealing their future occupation preferences. During the learning process the students within small groups (not less than 4 

students) solve the problems of development, modelling and design of microsystem devices. They also investigate the market needs, consider 

the opportunities of macroscopic sensors and actuators exchange on their microsystem analogs. 

Keywords: Intelligent learning and testing system; nanotechnology; microsystem engineering; learning technology; blended learning; mixed 

diagnostic test; competences; multidisciplinary course 

1. Introduction 

A relevance of intelligent learning and testing systems (ILTS) design for students training in different problem areas is well 

acknowleged [1]. Currently the need of ILTS in such interdisciplinary field as nanotechnology and microsystem engineering is 

justified by including the field in the list of critical technologies of the Russian Federation [2]. Domestic industrial enterprises 

need highly qualified specialists in the problem area. The need is caused by the rapid development of nanotechnologies and the 

progress of new metamaterials fabrication. The materials under consideration can possess unique mechanical, electrical, 

magnetic, thermal and optical properties [3]. 

Current trends, challenges and news in the problem area are published in the Journal of Nano- and Microsystem Engineering 

[4] and in a number of foreign journals. 

The specialty education on the program “Nanotechnology and Microsystem Engineering” is provided in such Russia’s 

privileged institutions as Moscow State Technical University of Radioengineering, Electronics and Automation, Kazan Federal 

University, Saint-Petersberg State Polytechnic University, Tomsk State University of Control Systems and Radioelectronics, 

Siberian Federal University and others. 

We should note that the problem area “Nanotechnology and Microsystem Engineering” is a multidisciplinary one. Therefore, 

the learner should possess the competences in the following disciplines: chemistry, physics, material science, electrical 

engineering, electronics, thermal engineering, optics, mathematics, and others. These competences are essential for research of 

nano- and microscale phenomena taking into account the latest technological achievements. 

For effective learning and training in the problem area the students need: high quality online content; effective learning 

technologies; means of motivation; cognitive graphic tools (CGT) for learning outcomes evaluation and timely feedback at each 

state of learning process. 

We propose an intelligent learning and testing system (ILTS) based on mixed diagnostic tests (MDT), aimed at effective 

comprehension of a number of disciplines in the problem area of nanotechnology and microsystem engineering. Moreover, the 

learner will be able to construct an individual learning trajectory, to enhance his/her strengths, and fill the knowledge gaps. 

2. Peculiarities of the problem area “Nanotechnology and Microsystem Engineering” 

Before we go any further, we consider the inherent features of the problem area. Most essential of them are: 

1) Rapid development of nanotechnologies, microsystem components modelling and design methods. 

2) Specialists orientation primarily in scientific research. 

3) Lack of standards on some nanotechnology materials and products. 

4) Microsystem components miniaturization trend (Moor’s law is still valid). 

To increase the industrial release of nanotechnology products we should: 

1) provide advanced training of the students and the specialists in the problem area; 

2) design specialized equipment for nanomaterials and microsystem products fabrication; 

3) fulfill a database on modern materials and microsystem constructions; 

4) design the testing devices for checking industrially released microsystems. 
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Semi-empirical engineering methods of modelling and design, borrowed from the adjacent disciplines (material science, 

electrical engineering, electronics, thermodynamics, and others), should be supplemented by new methods of microsystem 

devices modelling and design [5]. Using the methods the future specialists will be able to construct promising microsystem 

devices, taking into account detailed structural analysis of the object under development, regularities of its response, prediction 

of its functional characteristics. 

Students learning endeavor in any field of interest, especially when we deal with such field as nanotechnology, is primarily 

connected with their motivation to comprehend the learning course completely. The need of students’ motivation is described in 

detail in [6,7]. 

A goal setting performed by the student contributes greatly the motivation issues. An effective goal setting is proved to be the 

guaranteed comprehension of the discipline under study, thus moving towards the goal [6]. Unfortunately, the learning outcomes 

declared in the syllabi of the majority of disciplines do not correspond to the students personal goals and preferences. Therefore, 

at the initial stage of the learning process we must provide students with high quality lecture material along with online content, 

aimed to increase students interest. It can help to correct students personal goals at the early stage of the learning process. Thus, 

the students will be motivated to implement systematic and progressive steps to master the discipline under study. 

We develop the ILTS for the advanced mastering the discipline taking into account the individual features and needs of each 

learner and the peculiarities of the problem area of nanotechnology and microsystem engineering. 

3. Basic Terms and Definitions 

Herein we introduce some terms and definitions used in the future chapters of the paper. 

A learner is a human who is learning, e.g. the University student. 

A teacher is a human who is managing and/or supporting the learning process. 

Diagnostic test (DT) is a set of features differentiating any pairs of objects, which belong to different patterns. 

Unconditional diagnostic test (UDT) is characterized by simultaneous presentation of all the intrinsic features (questions) of 

the object under study during the decision-making process. 

Conditional diagnostic test (CDT) is a test, in which each subsequent feature (question) depends on the previous features 

(questions) represented to a learner. 

Mixed diagnostic test being a compromise between unconditional and conditional components [8]. 

4. Basics of Intelligent Learning and Testing Intelligent System Construction 

We have been developing the ILTS since late 2010th [1,8,9]. An evolution of knowledge acquired during a learning course, 

represented by a semantic web, was introduced in the paper [9]. We demonstrate the block diagram of the ILTS in Fig. 1. 

 

Fig. 1.  A block diagram of the intelligent learning and testing system. 

The algorithm of ILTS we subdivided into 7 subsequent steps. 

Step 1. During a learning process a student comprehends the learning materials subsequently. The learning materials on a 

particular topic are represented by a text with an interactive multimedia content. We use the semantic model of knowledge 

representation to store the data while learning [9]. Learning module is responsible for this step. 

Step 2. The ILTS acquires and stores the results of UDT. Steps 2-4 are performed via testing module. 

Step 3. If the learner succeeded in the UDT, ILTS switches him/her to CDT. In this case the system defines each subsequent 

question depending on the answer on the previous one. 

Learning 

module 

Testing 

module

Pattern 

recognition 

module

Learning 

outcomes 

interpretation 

module

Learners

Knowledge 

database

Module of 

knowledge 

transformation 

into tests

Outcomes database

Expert

ResultsTests resultsLearners Learners

Module of 

knowledge 

transformation into 

teaching material



Computer Optics and Nanophotonics / D. Lyapunov, A. Yankovskaya, Y. Dementyev, K. Negodin 

3rd International conference “Information Technology and Nanotechnology 2017”     71 

1. Background 
knowledge 
activation

2. Theoretical input: 
introduction of the basic 

learning material

3. Control of understanding, 
semantization and theoretical 

material consolidation

4. Simulation and practical 
tasks performance

5. Acquired knowledge 
and skills application

Step 4. The results of all MDT components (UDT and CDT) are recorded in the results database. We use high level of 

detalization to get additional data for the learning course improvement in the future. The ILTS generates Learner Action Card 

(LAC) for each student. 

Step 5. After each learning module the LAC is converted into a set of evaluation indicators, such as: a) theory knowledge 

level; b) problems solving skills; c) laboratory work performance evaluation. Thus, the ILTS suggests the future learning 

trajectory for the student using pattern recognition module. 

Step 6. After finishing the learning course the ILTS represents to each student the evaluated knowledge, LAC interpretation 

and evaluation indicators calculated. Students compare the learning materials comprehended with knowledge and competences 

acquired during the course. They reveal their knowledge gaps and a lack of skills by concurrent consideration of the LAC and 

the semantic web of the learning course. If there is some revealed knowledge gap or a lack of competence in the problem area, 

the student has an option to return to the step 1 and to practice learning materials and tests one more time. In this case the learner 

is involved in the decision-making process, based on analyzing of the learning outcomes via cognitive graphic tools (CGT) and 

revealing the knowledge gaps and the future challenges. As a result, the student constructs his/her individual learning trajectory. 

The present step is provided by learning interpretation module. 

Step 7. When the testing procedure is finished, the learner is considered to comprehend the entire learning course as well as 

interdisciplinary connection between the course modules. In this case the ILTS calculated the total evaluation expressing the 

mean value of all the tests results. 

We organized the sequence of the learning material representation so as each subsequent learning module is connected with 

the previous one. Each learning module is designed in accordance with a reflection cycle [10], represented in Fig. 2 by a directed 

cyclic diagram. 

 

Fig. 2.  Reflection cycle. 

5. Learning Outcomes Interpretation 

In this chapter we use some fragments from the papers [11,12], wherein the usage of 2-simplex prism CGT is entirely 

described for students’ learning outcomes interpretation. We have used the advantages of the 2-simplex prism for students 

performance evaluation during the course “Selected Chapters of Electronics”, which includes the module 

“Microelectromechanical Systems”. An example of individual learning trajectory construction based on the MDT and 2-simplex 

prism CGT is shown in Fig. 3. 

 

Fig. 3.  Learning outcomes evaluation using 2-simplex prism cognitive graphic tool. 

The results of each of the four tests are represented as points (the small circles of different colors) within 2-simpleces (cross-

sections of the 2-simplex prism). Prism’s faces correspond to evaluation indicators (grades): 1) “excellent”; 2) “good”; 

3) “satisfactory”. The distance from the base of the 2-simplex prism to the 2-simplex (equilateral triangle) under consideration 
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corresponds to the time interval from the beginning of the learning process to the time of the corresponding testing. The dashed 

line within the 2-simplex prism shows the knowledge level evolution of the student based on the test results at the time moments 

T1, T2, T3 and T4. We note that illustrations presented in Fig. 3 and 4 were obtained using visualization library, which is 

currently under development and is available via the link [13]. 

We observe in Fig. 3 that the student had got a grade close to “satisfactory” at the input testing at time moment T1. Although 

the grade is between “satisfactory” and “good”. Then, having analyzed the test result, the student had set a goal to increase 

his/her evaluation indicators. During the 2nd testing the learner demonstrated better result (the grade is close to “good”) at time 

moment T2. Then, at time moment T3 the testing result corresponds to the intermediate grade between “good” and “excellent”. 

And, finally, at time moment T4 the student achieved the goal, which he/she had set on the previous stages of the learning 

process (the grade is close to “excellent”). 

Desired area of development of the learner is chosen based on the MDT results represented by CGT 2-simplex. In Fig. 4 we 

represent the 2-simplex CGT. The patterns in the form of points (the circles of small radii of different color) correspond to 

competences of the four students after finishing the learning course. 

 

 
a) 
 

 
b) 
 

 

Fig. 4.  2-simpleces indicating the competences of the four students after finishing the learning course: a) according to knowledge, skills and abilities; 

b) according to individual aptitude to future occupation. 

Each point in Fig. 4 corresponds to the balance state between the competences gained (level of knowledge, problems solving 

skills and ability to perform laboratory works) of the one learner. Consider the perpendicular connecting the point under study 

(e.g. the green one) and the side of the equilateral triangle (e.g. the side, which relates to the ability to perform laboratory works). 

The length of the perpendicular (green line) characterizes the students’ ability under consideration. The smaller is this length, the 

higher is the student’s evaluation of the corresponding competence. The green point (see Fig. 4, a) corresponds to testing results 

of the student, who gained the laboratory works performance ability in the best way, whose theoretical knowledge is quite good, 

but the problems solving skills are lacking. The red point characterizes the student, who knows the theory and gained problems 

solving skills at sufficient level, but whose ability to perform the laboratory works is not sufficient. The blue point expresses the 

testing results of the student who copes with problem solving in the best way, but needs improving in other areas. The violet 

point corresponds to the testing results of the student who achieved a balance between the competences under consideration. 

Considered competences evaluations are the basis for further goal setting, taking into account all strong points and 

weaknesses of a particular student. The ILTS is aimed to reveal the gaps in competences and to propose the actions, which will 

help to eliminate them in the future.  

We illustrate the testing results of the four students in Fig. 4, b. The test was constructed to reveal individual aptitude towards 

future occupation. Each point shown in Fig 4, b demonstrates the aptitude to the future occupation for each of four students. The 

yellow point corresponds to the testing result of the student, who is apt to conduct research in the field of material science to get 

the new materials. The dark green point corresponds to the learning outcomes of the student, who is good in microsystems 

constructions design. The grey point corresponds to the aptitude of microsystem devices control systems design. Finally the 

orange point corresponds to the student who achieved a balance between the components and have wide range of aptitudes. 

Test results analysis gives an information, which is used to construct a learning trajectory. It facilitates the competence 

improvement in such areas as: 1) scientific research aimed at new technologies development of microsystems fabrication; 

2) practical activities in the field of microsystems design; 3) teaching in the nanotechnology and microsystem engineering 

problem area. 

6. Conclusion 

Intelligent Learning and Testing System (ILTS) proposed is designed for the learning process efficacy increase in such 

multidisciplinary fields as nanotechnology and microsystem engineering, and also in the data analysis research. Learning 

outcomes analysis will allow to effectively design the learning courses. The courses under development are based on the mixed 

diagnostic tests. By using the ILTS we take into account individual peculiarities of the students during their learning activities, 
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Control systems design for 
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reveal different types of regularities in the learning process, correspond the learner’s individual preferences and learning 

outcomes. The ILTS provides a balanced learning material representation on every stage of learning process. 

We use the semantic technologies to compare the learning material represented and the knowledge acquired for each learner 

providing filling the knowledge gaps if necessary. The feedback at every stage of learning process in the form of semantic web 

provides timely correction and repetition of uncomprehended material. In addition, the student reveals his/her field of 

competence, i.e. the most “sweet” course modules, thus, constructing the individual learning trajectory. 

To the present time, a number of modules on the topic “Microsystem Engineering” were implemented into the e-learning 

course “Selected Chapters of Electronics”. The learning outcomes of the students, who participated in the course, give grounds 

to believe that using the ILTS proposed we are able to motivate students to achieve the goals set by them in the early stages of 

the learning process. We propose the use of ILTS for bachelor training program “Nanotechnology and Microsystem 

Engineering” for disciplines: “Introduction to Nanotechnology”, “Microsystem Technology”, “Microelectromechanical 

Systems”, “Digital Control Systems” and others. 
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Abstract 

The modification of carbon nanotubes (CNTs) could enhance their surface and electric properties. To this purpose, we explore the impact of a 

thin layer of gold (Au) on the surface of single wall carbon nanotubes (SWCNTs). SWCNTs have been grown by Chemical Vapor Deposition 

(CVD) method and decorated with gold nanoparticles were investigated as gas sensitive materials for detecting nitrogen dioxide (NO2) at room 

temperature. Surface morphology and microstructure of Au-SWCNT have been characterized by FE-SEM and Raman Spectroscopy. Using the 

present collective approaches, the improvement in the detection of NO2 gas using Au-modified nanotubes is explained. However, Au-modified 

SWCNT gas sensors exhibited better performances compared to pristine SWCNTs. These changes in resistance and the shift of the Fermi level 

just after NO2 exposure was probably due to adsorption of NO2 molecules on the surface of Au-SWCNTs. Surface modification of nanotubes 

with understanding of sensing ability at atomic level opens the new way to design a selectivity gas sensor. 

Keywords: carbon nanotubes; nanostructured materials; nanotechnology; functionalization; sensitivity; stability 

1. Introduction 

The main feature of individual SWNT sensors, besides their small size is that they operate at room temperature with higher 

sensitivity. SWNTs possess several properties that are very essential for gas sensors. They have all their atoms on the surface, 

endowing them with the highest specific surface area possible together with graphene. Therefore, all the carbon atoms in the 

nanotube can, in principle, interact with the analytic gas, while simultaneously supporting charge transport in the device. Thus, 

adsorbates and electrostatic charges and dipoles close to the nanotube can greatly impact charge transport. At the same time, the 

carbon nanotube lattice is held together by strong sp2 C-C bonds, which provide the necessary chemical stability to the carbon 

nanotube. An individual SWNTs sensor can be used to detect different types of molecules [1]. 

Detecting gas molecules is basic to environmental monitoring [2], control on chemical processing [3], space mission [4], 

agricultural and medical applications [1]. This type of device is very important because there are many gases which are harmful 

to organic life, such as humans and animals. One of the gases to be verified is nitrogen dioxide (NO2). Even in small 

concentrations, it irritates the respiratory tract in large concentration causes pulmonary edema. NO2 create disturbance mainly in 

the airways and lungs, but also causes changes in blood composition, in particular, reduces the content of haemoglobin in blood. 

At low concentration of only 0.23 mg/m
3
, one feels the presence of this gas, but its adverse effects observed in healthy 

individuals at concentrations of NO2 in all 0.56 mg/m
3
, which is four times lower than the detection threshold. People with 

chronic lung diseases experience difficulty in breathing even at a concentration of 0.38 mg/m
3
. Among all harmful gasses, NO2 

is a well-known toxic gas and air pollutant and monitoring its concentration is crucial for air quality monitoring. Prolonged 

exposure to low concentration of NO2 capable of causing several health hazards such as coronary artery disease as well as stroke 

[5-6]. The sensitivity of SWNTs towards NO2 at atmospheric temperature as reported [1] is particularly interesting. The sensing 

of NO2 is important to monitor environmental pollution resulting from combustion or automotive emission [7-8]. In recent 

times, the accidents in the oil, coal, gas industries has been increases, which claim the lives of hundreds of people. Every year 

many people lose their life due to hazardous gas leakage [1-4].  

Many research groups have discussed sensing mechanism of NO2 based on CNT. In order to improves the sensing 

performance, and more challengingly, how to improve sensitivity of sensor for different gas species. One promising way is the 

functionalization [4, 9] of carbon nanotubes. Many characteristics of CNTs are superior to most other materials. Thus, for 

example, Young’s modulus, which depends on the diameter and chirality of a CNT defect, can reach 1.8TPa, while when the 

conventional carbon fibres, it is comparable to 800GPa. The bulk compressibility of CNTs is quite high and amounts to 

0.024GPa-1. If bent CNT also exhibit exceptional flexibility, their electrical conductivity depends on the magnetic field 

induction [10]. The magnetic properties of CNTs are remarkably different from the properties of diamond and graphite. The first 

measurements of the magnetic susceptibility showed that it greatly decreases with decreasing temperature of 300K. CNTs 

exhibit anisotropy magnetic property. With these properties, CNTs have broad application prospects, but their successful use is 

necessary to deal with some problems [2, 4, 10]. For example CNT through the possession of large surface energy, tend to form 

agglomerates, reaching up to tens or hundreds of micrometres. This leads to deterioration of the properties of CNTs in 

comparison with those that would be typical for homogeneous distribution. Solution to this problem can be achieved using 

various methods. CNT mechanical processing time must also be limited; since it increases the density of surface defects is 

increased [11]. Therefore, in addition to mechanical processing methods use the chemical treating CNTs to achieve more 

efficient dispersibility and impart additional properties. For example, using metal catalysts in the form of nanoparticles to 

decorate CNT, promotes the interaction with specific gas species. In this experiment CNTs have been functionalize by gold 

decoration. 
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Existing gas sensors are based on metal oxide semiconductor. However they have a low sensitivity, high operating 

temperature and reaction time and substantial recovery. To ensure effective monitoring of air quality status it is necessary to 

improve the characteristics of gas sensors that can detect danger in advance. Development of NO2 sensors based on carbon 

nanotubes due to their unique properties will provide an opportunity to find a solution to these critical problems. To increase the 

sensitivity and selectivity to specific gas, as well as their reliability in various condition. The extraordinary property of SWNTs 

towards NO2 sensing attracts not only academicians but also industrials to make low power NO2 gas sensor. In present work, we 

are trying to solve above mentioned problems, for same, SWNTs grown sample is decorated with gold nanoparticles and also we 

have done detailed study on various effect of Au decoration on sensor characteristics. 

2. Experiment  

SWNTs used in this sensor have been grown by standard Chemical vapor Deposition (CVD) technique [10,13, 14]. CVD 

technique is one of the best technology for CNTs growth on silicon wafers.  

We grow SWNTs on 5X5 mm chromium coated silicon wafer by standard CVD method [10, 13, 15]. Deposited SWNTs are 

decorated by gold. Gold is coated over sample by sputtering system. After that two electrodes are made by standard lithography 

technique as shown in Fig.1. 

Fig.1. Phases of lithographical process. 

Formation of sensor electrode has the following successive processes: lithography, deposition and etching. Typical 

lithography process includes a set of operations that can be divided into three phases (Fig.1): 

- Forming a continuous uniform layer of resist on the substrate surface;  

- Once the surface has been coated with photoresist, the substrate is exposed to UV light; 

- Once exposed, the substrate is immersed in a developer solution. 

NO2 sensor research work carried out based on a CNT in a special chamber with one side connected to the gas distributor 

and on the other with the release into the environment. The gas supply comes from the two cylinders: the first bottle contains 

only air, the second air cylinder + NO2 concentration of 100ppm. The camera also has outputs for connection of an oscilloscope, 

multimeter that allows you to measure the change in resistance of the sensor in real time. Restoring the sensor is carried out by 

exposure to UV radiation. The flow of UV rays sent directly to the camera cell by limiting their distribution area. The 

calculation and measurement of the concentration of nitrogen dioxide (NO2) to obtain the experimental data; regulation of the 

inlet gas concentration is done by standard mass flow controller and change in the resistance is measured by using 

multimeter/oscilloscope. 

3. Results and discussion 

Figure 2 shows the scanning electron microscopy (FESEM) image of pristine SWNTs grown over silicon substrate, in which 

we clearly observe a dense horizontal network of SWNTs over all substrate. The present     SWNTs on substrate also verify by 

Raman spectroscopy (Fig.4). In Raman spectra, a sharp peak in the range of 200cm-1 to 300cm-1 is verifying the existence of 

SWNTs on silicon substrate.  Figure 3 shows the FESEM image of Au decorated SWNTs surface, where we can see non-

uniform particles of gold is distributed on every CNT. First we had done sensing experiment without UV supported recovery. 

And we found that the recovery time is more than 12 hours, which is impractical and does not meet all the tasks to be performed 

by the sensor. For the functional operation of the sensor it is necessary to its full recovery after each cycle of gas exposure. To 

expedite this process, we need to give the adsorbed gas molecules enough energy to break chemical bonds and their desorption 

from the surface of the CNTs. To achieve such an effect is possible by heating or exposing the sensor with UV exposure. 

Exposure to UV light is more advantageous way compared with heating, since, firstly, quantum energy UV radiation allows 

strong enough to destroy the chemical bonds, thereby accelerating the desorption process several times; Second, importantly, the 

use of UV lamps easier to operate [15-20]. After that we performed a series of experiment to monitor the response of the sensor 

with different concentrations of NO2, followed by reduction by means of UV radiation (see Fig.5 to Fig. 6). To see the various 
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effect of gold decoration on sensing property firstly we perform the sensing experiment on pristine SWNTs with the 

concentration of NO2 is 40ppm level and we found initial resistance Ri = 65.06KΩ. After the start of gas supply to the resistance 

test chamber starts to decrease gradually. The response of the sensor is a 1 ~ 3 seconds. After 5 minutes the gas flow was 

stopped, the camera only did the air flow and also produces ultraviolet light. Almost immediate increase in resistance was noted. 

Full recovery of the sensor to the initial position was 4 minutes 30 seconds. Now same experiment was repeated for gold 

decorated SWNTs sample with kept all sensing parameter same as before.  

Fig. 2. FESEM image of pristine SWNTs. 

Fig. 3. FESEM image of gold decorated SWNTs. 

Fig. 4. Raman spectra of pristine SWNTs. 

It is observed that initial resistance Ri = 78.2KΩ sharply decreased to drag reduction occurred more rapidly than without 

gold sample. Comparison between NO2 gas sensor without gold coated and with gold coated has been shown in the Fig.6 The 

sensitivity for each case can be calculated by formula: 

𝑆 =
𝑅0−𝑅𝑁𝑂2

𝑅0
𝑋 100%            (1) 

Where –S is the sensitivity of the sensor; R0 is the sensor resistance before you start working; RNO2 is the resistance of the sensor 

at the end of the experiment. And we found sensor sensitivity for pristine type sensor approximately 30percent and for gold 

decorated sensor around 38 percent approximately. The comparison between both type of sensor also shown in Fig. 6 and it is 

clearly observe from figure that gold decorated sensor have better sensitivity as compare to pristine SWNTs sensor.  The 

possible reason for better sensitivity is that gold decorated CNTs have larger surface area as compare to pristine CNTs and 

hence the area for gas molecules interaction with sample is also larger. 
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Fig. 5. Resistance Vs time for Au decorated SWNTs sensor. 

Fig. 6. Plot of the comparison between response of SWNT NO2 sensor and Au-modified SWNT NO2 sensor. Au-modified SWNT NO2 sensor showed increase 

in sensitivity as compared with without gold coated SWNTs NO2 sensor. 

4. Conclusion  

The conclusion of our work is that we successfully developed a good quality NO2 sensor. Based on the results of 

observations it can be argued that the sensor has an almost instantaneous reaction rate to the feed gas and the selected recovery 

technique using UV radiation has advantages over previous technologies by small time and ease of use. The change in 

sensitivity of SWNT sensor is induced by the coating of Au layer. The chemical pattern clearly demonstrates a significantly 

higher sensitivity of the Au-modified SWNT sensor compared with the un-functionalized SWNT sensor for NO2 gas. 
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Abstract 

Optical absorption spectra of gallium nanoparticles synthesized by laser ablation in 2-propanol, tetrahydrofuran, ethyl alcohol, liquid nitrogen 

and argon were obtained. A shift of the maximum and broadening of the absorption band of Ga, Al nanoparticles and AlGa alloy due to fast 

aggregation during the substitution cryogenic liquid in a colloid on the liquid at room temperature process were detected. When the AlGa 

nanoparticles were moved from the liquid argon medium to distilled water, a chemical reaction with the evolution of gaseous hydrogen was 

observed. The dependence of the evolved gas volume on the percentage ratio of metals in the AlGa film obtained by the vacuum deposition 

method was constructed. In the case of laser ablation of Ga in ethyl alcohol, the formation of gallium core / shell nanoparticles was fixed. 

Keywords: laser ablation; nanoparticles; optical absorption spectra; gallium; thin films; cryogenic liquid; hydrogen 

1. Introduction 

At the present time, interest in gallium is due to its special chemical and physical properties, such as a strong tendency to 

form a Ga-Ga bond in solids and molecules, a low melting point of 303 K (29.8 °C), expansion of the volume upon freezing, and 

also the possibility of creating on its basis numerous technologically significant alloys and compounds [1]. The transition from 

macroscopic dimensions to nanoparticles leads to dependence of the melting temperature on the particle size - with decreasing 

diameter, the melting temperature also decreases [2]. The use of these properties can lead to the creation of logical information 

recording elements based on interphase transitions induced by optical radiation inside the gallium nanoparticle [3]. Gallium 

nanoparticles are the best option in terms of the energy required to change the phase state. Also, gallium can be used in 

alternative energy sources, as a component of the AlGa alloy, which prevents of the aluminum oxidation in the air medium. It is 

known, that the interaction of aluminum with water leads to the gaseous hydrogen emission, but under atmospheric conditions 

such a reaction is impossible, since oxidation of the aluminum surface occurs. The use of an oxidation resistant AlGa alloy is 

one of the ways to solve this problem [4]. The transition to alloyed nanoparticles can lead to an increase in the useful yield of the 

hydrogen evolution reaction by increasing the effective area of interaction of aluminum with distilled water. 

One of the methods to obtain such nanoobjects is the method of laser ablation in liquid media. Unlike chemical methods, it is 

possible to obtain particles with a wide size distribution and completely free of the reaction products. In the case of chemical 

interaction of the target with the surrounding medium, laser radiation can initiate chemical processes. Therefore, it is promising 

to use inert cryogenic liquids. 

The change in one of the parameters of laser ablation (the source of laser radiation, the target or the liquid in which the 

process takes place) will affect on the final products. The formation of nanoparticles and differences in their form, size and 

degree of aggregation can be registered by using absorption spectra. 

Therefore, the aim of this work was to determine the effect of the liquid medium in which the ablation takes place on the 

optical properties of gallium nanoparticles and also to consider changes in optical spectra associated with the rapid aggregation 

of Ga, Al nanoparticles and AlGa alloy during the substitution in a colloid of a cryogenic liquid (liquid nitrogen) to a liquid at 

room temperature. 

2. Experimental technique 

For the synthesis of nanoparticles, a standard scheme of the laser ablation method in liquid, supplemented with a special 

cuvette for working with liquid nitrogen or argon, which prevents the liquid from boiling around the target, was used [5]. The 

radiation of an Nd: YAG laser with a wavelength of 1064 nm, a pulse repetition rate of 20 Hz, and pulse duration of 250 ps was 

focused on the target surface. As liquids were used: glycerol, ethyl alcohol, 2-propanol, tetrahydrofuran, liquid nitrogen and 

liquid argon. The thickness of the liquid layer above the target surface was 5 mm. Surface treatment took place both in a 

stationary mode - laser radiation was focused at one point of the target, and in the scanning mode - a cuvette with a sample, by 

means of motorized tables Standa moved relative to the stationary laser beam. For the analysis of obtained particles by scanning 

electron microscopy, a titanium foil was placed in the cuvette with the target during irradiation to precipitate the ablation 

products. 

The obtained colloids were analyzed by the LOMO spectrophotometer SF-56. The measurement range is 190-1100 nm, the 

spectral resolution is 0.3 nm. Since the design of this instrument does not provide for the analysis of cryogenic sols, in both parts 

of the experiment a technique for replacing cryogenic liquid in a colloid with a liquid at room temperature was used [6]. 

The first series of experiments consisted in obtaining colloids of gallium particles to further determine the optical absorption 

spectra associated with plasmon resonance. The target was a plate of gallium (99.99%) 2 mm thick. The energy of laser 
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radiation in the pulse was 15 mJ, and the laser fluence varied from 20 to 400 J / cm
2
. Irradiation was performed in a stationary 

mode for 30 minutes. 

To compare the optical characteristics of Ga nanoparticles obtained by laser ablation with the optical characteristics of 

gallium particles synthesized by other methods [7, 8], glycerol, distilled water, ethyl alcohol and isopropyl alcohols were used as 

liquid media. However, at laser ablation in room temperature fluids the probability of formation of microaggregates from 

gallium nanoparticles increases. This is due to the fact that the melting temperature of the target is close enough to room 

temperature and the removed material does not have time to crystallize. Therefore, the next stage was the use of liquid nitrogen. 

In [6], differences in the formation of a liquid nitrogen colloid droplet during the overflow into cuvettes filled with different 

liquids were shown. Therefore, in this work, the colloid of Ga nanoparticles was divided into two equal volumes, after which 

one part was transferred to ethyl alcohol and the other to be compared to isopropyl alcohol. 

In the second series of experiments, a thin AlGa film was ablated in liquid nitrogen and liquid argon media. The production 

of this film was carried out using a vacuum universal station (VUS-5), by spraying aluminum (99.99%) and gallium (99.99%) 

onto the surface of the slide. As vaporizers, graphite rods were chosen. On the evaporators aluminum and gallium in the 

proportions determined by laboratory scales Electronic balance B 2104 were placed: 

 99% Al, 1% Ga 

 97% Al, 3% Ga 

 95% Al, 5% Ga 

 93% Al, 7% Ga 

 90% Al, 10% Ga 

The energy of laser radiation in a single pulse was 0.3 mJ, and the laser fluence at the samples surface was 0.11 J / cm
2
. It was 

selected in such a way that the glass substrate did not break down. Irradiation occurred in the scanning mode. The treatment area 

was 30 mm
2
. To compare the optical absorption spectra of alloyed AlGa nanoparticles obtained in liquid nitrogen or liquid 

argon, the particles were transferred to distilled water. 

In the same way, a thin aluminum film and a thin gallium film were prepared and irradiated in a liquid argon medium, 

followed by the replacement of argon in the colloid by H2O. 

Visualization and elemental analysis of ablation products deposited on the titanium foil from the colloid were carried out 

using a scanning electron microscope Carl Zeiss Evo 50 equipped with a nitrogen-free energy dispersive detector X-Max 80 

(EDX). 

3. Results and discussion 

Figure 1a shows the absorption spectra of gallium nanoparticles obtained by laser ablation in ethyl and isopropyl alcohols. It 

can be seen that the spectra have the same absorption band in the region from 262 to 280 nm with local peaks at 267 and 275 

nm. This can be attributed to the fact that both liquids have practically the same density - 789 and 786 kg / m
3
, respectively. 

According to the published data [7], this parameter of the medium has a significant effect on the optical properties of metallic 

nanoparticles. It is important to note that the absorption lines of gallium particles synthesized in isopropyl alcohol are shifted to 

the long-wavelength region of the spectrum in the present paper in compare with the data obtained in [7]. 

The spectra of nanoparticles obtained in glycerol and water are characterized by a broad absorption band. In the case of 

glycerol, this may be due to the formation of aggregates of nanoparticles in a viscous medium. And the process of ablation in 

water is characterized by the formation of oxides. In alcohols, the absorption band is much narrower. This difference can be 

explained by the fact that due to the high activity of the surface of the metallic particles, they bind to the solvent molecules. This 

leads to decrease of the particles aggregation probability. In glycerol, the absorption band of 220-300 nm is characterized by two 

absorption maxima at 224 nm and 260 nm, respectively. In water, the absorption band is shifted by 245-307 nm due to oxidation 

and has a maximum at 272 nm. 

 

Fig.1. The absorption spectra of gallium nanoparticles obtained (a) in isopropyl and ethyl alcohol; (b) in glycerol and distilled water. 

By scanning electron microscopy of gallium particles obtained in ethyl alcohol spherical structures with characteristic 

dimensions from 80 to 800 nm were revealed. In a number of cases, elongated shape gallium structures with a thickness of 50 to 

100 nm, repeating the contours of the particles, were found on the titanium foil surface. Apparently, such structures are 

(a) (b) 
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fragments of the shell of nanoparticles. The formation of such structures is most often associated with the formation of bubbles 

at the interaction of laser radiation with the target [9, 10]. 

 

Fig.2. SEM image of gallium particles obtained by laser ablation in ethyl alcohol. 

Figure 3 shows the absorption spectra of Ga nanoparticles obtained in liquid nitrogen. The colloid was divided into two 

volumes. In the first volume, the cryogenic liquid was replaced by isopropyl alcohol, and in the second - by ethanol. In the case 

of replacement with isopropyl alcohol, the absorption band falls on the interval 215-290 nm with maxima at 231 and 280 nm. 

And when substituted for ethanol, the absorption band (205-280 nm) and its maxima (212 and 248 nm) are shifted to the short-

wavelength region of the spectrum. 

 

Fig.3. Absorption spectra of Ga nanoparticles obtained in liquid nitrogen and transferred to isopropyl and ethyl alcohols. 

SEM - analysis of the initial target in the form of the thin AlGa film, obtained by the vacuum deposition method, is shown in 

Fig. 4. The film thickness was 600 nm. The evaporation temperature of Ga is 2420 °C, and the evaporation temperature of Al is 

2380 °C. However, it should be noted that at the initial moment of deposition of metals on the glass substrate surface, the 

gallium concentration exceeds the concentration of aluminum. On the evaporation process may influence the presence on Al of 

an oxide film, whose evaporation temperature is 3000 °C. 

A comparison of the optical absorption spectra of alloyed AlGa nanoparticles obtained in liquid nitrogen and liquid argon is 

presented on Figure 5. For this, cryogenic liquids in colloids were replaced by distilled water. In both cases, an absorption band 

from 210 to 300 nm with peaks at 224 and 267 nm is observed. The difference in spectra lies in the fact that the particles 

obtained in the liquid nitrogen medium have one more, broad, absorption band in the range from 300 to 700 nm. 
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Fig.4. SEM-image and elemental analysis of the thin AlGa film by the thickness. 

 

Fig.5. Absorption spectra of AlGa nanoparticles obtained in liquid nitrogen and liquid argon, replaced in water. 

During the replacement of AlGa nanoparticles from liquid argon to water, active gas evolution was observed. When the open 

flame was brought on, a rapid ignition of the gas with a characteristic pat was occurred. Therefore, it can be argued that 

hydrogen gas is released as a result of the chemical reaction 2Al + 6H2O = 2Al (OH) 3 + 3H2. Nanoparticles of Al synthesized in 

liquid nitrogen and transferred to water do not enter into this reaction, since, apparently, the formation of aluminum nitride 

occurs. 

Figure 6a shows a comparison of the absorption spectra of AlGa nanoparticles obtained in liquid argon during the ablation of 

thin films with different percentages of metals, after being replaced by water. With a change in the composition of the film, the 

absorption bands and their maxima remain the same, only small changes in the optical density are observed. The maximum 

optical density was recorded for 95% Al and 5% Ga. The dependence of the volume of the evolved gas on the percentage of 

metals in the target is shown in Fig. 6b. The greatest volume of gas yield, 8 milliliters, is accounted for 95 percent of aluminum 

and 5 percent of gallium. 

Absorption spectra of Al and Ga nanoparticles obtained in a liquid argon medium after the replacement of argon in a colloid 

by H2O are shown in Figure 7. Aluminum nanoparticles have an absorption band from 210 to 250 nm, and gallium particles 

have an absorption band from 250 to 300 nm. 

By using a scanning electron microscope, images and an elemental analysis of micron and submicron particles synthesized in 

liquid argon and liquid nitrogen during the ablation of thin AlGa films with followed replacement of the cryogenic liquid in the 

colloid on water were obtained. According to elemental analysis, the presence of both gallium and aluminum was found in the 

composition of nanoparticles (Fig. 8a, b). The presence of nitrogen on the spectrum in the case of ablation in liquid nitrogen 

indicates the possible formation of nitrides of the used metals. 

 



Computer Optics and Nanophotonics / V.S. Kazakevich, P.V. Kazakevich, P.S. Yaresko, D.A. Kamynina 

3rd International conference “Information Technology and Nanotechnology 2017”     82 

 

Fig.6. (a) Absorption spectra of AlGa nanoparticles obtained in liquid argon during the ablation of thin films with different percentages of metals after the 

replacement of argon by the water; (b) Graph of the dependence of the evolved hydrogen volume on the percentage ratio of metals in the target. 

 

Fig.7. Optical absorption spectra of Al and Ga nanoparticles obtained in a liquid argon medium with followed argon replacement in a colloid on H2O. 

 

Fig.8. Data of the energy-dispersion analysis of micron and submicron nanoparticles obtained by laser ablation of AlGa target (a) in a liquid argon medium, (b) 

in a liquid nitrogen medium with followed replacement in a colloid of a cryogenic liquid on water. 

4. Conclusion 

In the present work, micro- and nanoparticles Ga, Al, AlGa by laser ablation in liquid media were synthesized. Shell 

fragments of gallium particles were found. Optical absorption spectra of Ga nanoparticles obtained in glycerol, water, isopropyl 

alcohol, ethanol and liquid nitrogen are shown. In the case of liquid nitrogen, the absorption spectra of the particles were 

obtained after replacing the cryogenic liquid on isopropyl and ethyl alcohols. The absorption spectra of AlGa particles 

synthesized in liquid argon and liquid nitrogen were also obtained. Information about the optical absorption spectra of Ga 

nanoparticles obtained at various parameters is promising from the point of view of creating gallium logic information recording 

elements [3]. 

The technique proposed for applying thin AlGa films that are not oxidized in air and their further laser ablation in an inert 

cryogenic liquid can be used in the development of alternative methods for producing hydrogen. The optimal percentage of Al 

(a) (b) 

(a) (b) 
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and Ga in the composition of these films (19: 1) was selected, at which the maximum yield of hydrogen gas was observed after 

irradiation in liquid argon with following replacement on water. 

References 

[1] Hunderi O, Ryberg R. Band structure and optical properties of gallium. Phys. F: Met. Phys. 1974; 4: 2084–2095. 

[2] Bandin AE, Beznosyuk SА. Dependence of the nanoparticles melting temperature on its shape in terms of titanium nanoparticles. Izvestiya of Altai State 

University 2011; 3-2: 127–130. 

[3] Soares BF, Jonsson F, Zheludev NI. All-Optical Phase-Change Memory in a Single Gallium Nanoparticle. Physical Review Letters 2007; PRL 98: 153905. 

DOI: 10.1103/PhysRevLett.98.153905. 

[4] Woodall MJ, Jeffrey TZ, Charles RA. Power Generation from Solid Aluminium. United States Patent Application, 2008. 

[5] Kazakevich VS, Kazakevich PV, Yaresko PS, Kamynina DА. Laser ablation of gold in liquid argon. Fizicheskoe Obrazovanie v VUZah 2016; 22: 23–28. 

[6] Kazakevich VS, Kazakevich PV, Yaresko PS, Nesterov IG. Production of colloidal gold in various liquids using a laser ablation in liquid nitrogen technique. 

Proceedings of the Samara Scientific Center of the Russian Academy of Sciences 2012; 14: 268–272. 

[7] Meléndrez MF, Cárdenas G, Arbiol J. Synthesis and characterization of gallium colloidal nanoparticles. Journal of Colloid and Interface Science 2010; 346: 

279–287. 

[8] Kang M, Saucer TW, Warren MV, Wu JH, Sun H. Surface plasmon resonances of Ga nanoparticle arrays. Appl. Phys. Lett. 2012; 101: 081905. DOI: 

10.1063/1.4742328. 

[9] Yan ZJ, Bao RQ, Wright RN, Chrisey DB. Hollow nanoparticle generation on laser-induced cavitation bubbles via bubble interface pinning. Appl. Phys. 

Lett. 2010; 97: 124106. 

[10] Yan ZJ, Zhao Q, Chrisey DB. Structural evolution of hollow Al2O3 particles formed on excimer laser-induced bubbles. Mater. Chem. Phys. 2011; 130: 

403–408. 

https://scholar.google.com/citations?view_op=view_citation&hl=ru&user=ttR-WlcAAAAJ&cstart=20&pagesize=80&sortby=pubdate&citation_for_view=ttR-WlcAAAAJ:zYLM7Y9cAGgC
http://www.sciencedirect.com/science/article/pii/S0254058411005785


Nanocrystalline Silicon and Silicon Carbide Optical Properties

Daria Lizunkovaa, Natalya Latukhinaa∗, Victor Chepurnova and Vyacheslav Paranina

aSamara National Research University, 34, Moskovskoe shosse, Samara, 443086, Russian Federation

Abstract

Porous silicon posseses a wide range of the unique properties and has good perspectives for photo-sensitive structures

for a solar cells new generation. Due to the developed pore system, the area of absorbing surface increases, and also

the increased sensitivity expands into the short-wavelength region due to the increased energy band gap of silicon

nano-particles and silicon nano-filaments on the walls of the pores. Carbonization of the surface layer of porous

silicon makes absorption even more effective. In this case, the spectrum of the solar cell expands into the short-

wavelength region due to absorption of the high-energy photons in the wide gap material (SiC). In this study, layers

of nanocrystalline porous silicon and porous silicon carbide are used as wide-gap material layers in photosensitive

structures. The spectral characteristics of the specular reflectance of these materials are investigated.

Keywords: porous silicon, photoluminescence, rare earth elements,, photoelectric converters, silicon carbide,

reflection coefficient

1. Introduction

The use of porous silicon (por-Si) as a sensitive layer in multilayer heterostructures of silicon photoelectric con-

verters makes it possible to significantly increase the efficiency of energy conversion [1]. A promising sensitive layer

of a photoelectric converters is a layer with silicon nanocrystals, as well as layers of wide-band materials. At the same

time, the absorption spectrum of the photoconductivity spectrum expands into the short-wavelength region due to the

quantum-size increase in the width of the band gab of silicon in nanocrystals and due to the absorption of high-energy

photons in the wide-band material. An effective system of silicon nanocrystals can be a layer of porous silicon, since

the pore walls are a disordered system of quantum wells, filaments and quantum dots [2]. In addition, due to the devel-

oped pore system, the area of the absorbing surface of the photodetector increases significantly. However, a number

of existing problems prevents the use of porous silicon in the photoelectric converters. This low reproducibility of

results due to uncontrolled factors of the technological process, instability of the PC parameters due to the reagent

remaining in its pores, as well as its high electrical resistance. The solution to these problems can be the creation of

a porous layer locally on the surface with seeds of pore formation, as well as the use of a stabilizing coating, which

can be a wide-band silicon carbide semiconductor. The aim of this work was to study the photoelectric properties

of samples of multilayer photosensitive structures with a porous layer locally created on the working surface and a

stabilizing coating of silicon carbide. The porous layer was created on silicon substrates with textured and ground

surfaces. The seeds of pore formation on the ground and textured surfaces are the depressions of the microrelief,

where the electric-field intensity is maximum, so a porous layer on such surfaces is formed locally [3]. Samples with

a polished surface have served as tested ones. Some samples were carbidized, that is, an epitaxial layer of silicon

carbide was created on the surface of the porous layer, so that the samples were Si / SiC heterostructures with a large

area of the absorbing surface.

2. Experimental technique

To create a porous layer, silicon plates were subjected to electrochemical etching in a vertical cell in water-alcohol

solutions of hydrofluoric acid.
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Carbidization of the samples leading to the formation of SiC / Si heterostructures was carried out by gas-transfer

endotaxy in a hydrogen stream in a vertical reactor with cold walls using a graphite container [4].

The measurements included the measurement of the specular reflection coefficient and the structures photolumi-

nescence. The photoluminescence spectra were measured by excitation with an ultraviolet (330 nm) laser at the room

temperature for samples with a porous layer doped with rare-earth elements (REE) such as erbium or ytterbium.

The spectral dependences of the reflection coefficients were studied using a Shimadzu UV-2450 spectrophotometer

with a prefix 206-14046. The measurement range was 0.3 - 1 µm, the measurement step and the spectral width of

the monochromator slit were 2 nm, the scanning rate was slow. The angle of radiationincidencehaving an elliptical

polarization of about 3: 1 - 4: 1 was 5◦ with an aperture of not more than 5 ◦. The radiation receiver of the

Shimadzu UV-2450 spectrophotometer is a photoelectric multiplier. This causes significant noise measurements of

the instrument in the near infrared region.

3. Morphology

Figure 1 shows SEM images of transverse cleavages of samples with a porous layer formed on thepolished (a)

and textured (b) surfaces. On the SEM image of the surface of the textured layer in the region of the junction of the

pyramids, it is clearly seen that the porous layer was formed predominantly in the depression of the relief (the darker

areas in Fig. 1, c). The sample with a textured surface has undergone carbidisation, as a result of which nanowires of

carbon clearly visible on the cleaved surface were formed in some regions of the surface. The porous layer thickness

of this sample was 12.55 µm.

Figure 1: SEM images of transverse cleavages of samples with a porous layer formed on (a) the porous layer is formed on groundsurfaces; (b) the

porous layer is formed ontextured surfaces; (c) the image of a textured surface in the area on the pyramidsjoint, where a porous layer was formed.

4. Spectral dependences of the reflection coefficient

The spectral dependences of the reflection coefficients were studied using a SHIMADZU UV-2450PC spectropho-

tometer in the wavelength range from 0.3 to 1 µm on different types of the working surface of the samples. Samples

with a porous surface (past electrochemical etching), as well as samples that have undergone carbidization, have en-

tered the measuring group. KDB-3 silicon plates with textured, ground or polished surfaces without pores were used

as test samples. We can see that the formation of a porous layer significantly reduces the reflection coefficient, while

the course of the curves of the spectral dependences remains almost unchanged, which is explained by the local nature

of pore formation. An exception is a sample with a textured surface that was etched for 5 minutes, its reflectivity

coefficient in the short-wave part of the spectrum is noticeably lower than in others ones. This is explained by pore

formation dynamics on such surface. At the initial stage of etching, silicon nanocrystals are formed almost over the

entire surface of the textured layer, and with further etching some of them located on the walls of the pyramids dis-

solve, and the formation of the porous layer only occurs in the relief depressions [5]. A similar course of the curve for
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the spectral dependence of the reflection coefficient is also observed for carbided samples with a ”failure” of the re-

flection coefficient in the 250 - 300 nm x-band. It is explained by the absorption of light in nanocrystals of wide-band

silicon carbide [6].

a) b)

Figure 2: Spectral dependences of the reflection coefficients of samples with a porous layer formed at different etching time on: (a) ground surface;

(b)textured surface.

5. Spectral dependences of photoluminescence

Figure 3 shows the photoluminescence spectra of porous silicon samples doped with ytterbium (a) and erbium

(b), where narrow peaks of the spectral maxima of ytterbium emission at 980 nm and erbium emission at 1550 nm

are clearly visible. Since the mechanism of photoluminescence of REE ions in a solid silicon matrix is based on the

recombination of an exciton generated by radiation in a silicon nanocrystal, the presence of sufficiently intense peaks

of PL of ytterbium and erbium in the spectra of the samples under study confirms the presence of a sufficiently large

concentration of nanocrystals in porous layers [7]. In figure 3, a wide band of 550 750 nm corresponding to the

emission spectrum of silicon nanocrystals is also visible, as well as a laser pumping peak at 370 nm.

Figure 3: Photoluminescence spectra of samples with a layer of porous silicon formed on a textured surface: a) doped with ytterbium; b) doped

with erbium.

6. A reflecting surface model

The working surface of the photosensitive structures can be represented as a consisting of two components one

with different reflection coefficients: textured and porous. The microrelief on the textured surface of silicon is an

etching polyhedron in the form of regular tetragonal pyramids with lateral faces that are natural surfaces of a single

crystal and an angle at the apex of 70.5◦. The textured surface reduces optical losses due to the total effect of multiple

reflection of the incident beam from the frontal surface and multiple total internal reflection from the back and side
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surfaces. The trajectories of light rays on an idealized textured surface with the refractive index of the medium

n=1 are shown in Figure 4. The light normally incident to the surface undergoes several reflections, as a result of

which the intensity of the reflected light will decrease as a power of multiplicity. The nature of the interaction of

the incident radiation with such a surface will strongly depend on the relationship between the wavelength and the

geometric dimensions of the relief. While the geometric dimension of the microrelief exceeds the wavelength of the

radiation, the laws of geometric optics operate, that is, multiple effects reflection take place here. If the height of the

relief is comparable with the wavelength or much less than the latter, then with respect to this radiation the surface

is perfectly smooth and manifests itself as highly reflective. When reflecting from the microrelief surfaces in the

area where the radiation ”feels” the microrelief along with the mirror component of the reflected light, there is also

a diffusely scattered constituent. Measurements made in the wavelength range 0.5-1.2 µm give the value R = 5-7%.

The application of multilayer antireflection coatings makes it possible to reduce the reflection coefficient almost to

zero [8].

Figure 4: A trajectory of thelight rays on the idealized textured surface of the solar cell with refractive indices of the medium n = 1 and nS i = 3.8.

According to the data of [9], the reflection coefficient can be determined from the formula:

R = (1 − δ)r1r2 + δr1r2r3, (1)

Where is a part of the secondary reflected light, r1, r2, r3 are reflection coefficients from the successive faces,

depending on the light wavelength. Since the faces of the pyramids are atomically smooth surfaces oriented along

the crystallographic plane (111), the numerical values of these coefficients can take the values of the reflection co-

efficients from the polished silicon surface for a given wavelength. The reflectivity of the surface of porous silicon

depends strongly on its porosity. With a large degree of porosity, the reflection coefficient of the porous layer can be

practically zero throughout the visible range of wavelengths of the incident radiation.

Let is consider, for convenience of calculation, an ideal textured surface, averaging the heights of the pyramids:

Figure 5: A schematic representation of the ideal surface (top view)
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The height of these pyramids was 2.26 µm, base - 3.23 µm; the width of the regions of the porous layer (gray

in Figure 5) is 1.25 µm. Calculations of the reflection coefficient were carried out for a surface, 56.97% of the area

occupied by a textured surface and 43.03% of the surface area of a porous layer (Fig. 6).

a) b)

Figure 6: SEM images of the simulated surface on a different scale

The numerical values of the area shares were determined using the program JMicroVision v1.27 (Fig. 7).

Figure 7: Isolation of regions with different reflectivity on the investigated surface

The simulation results are shown in Fig. 8. The reflection coefficient R is calculated at an angle of incidence of

light to the first face = 54◦ 40 ’, to the opposite face = 16◦, a small part of the secondary reflected light (= 10%) returns

to the first face at an angle of 86◦ 40’. The calculation is made for wavelengths of 0.4-0.75 µm. When taking into

account the illumination of different faces, the reflection coefficient from the textured part of the surface is calculated

by the formula:

R = 0.35[r1r2(1 − δ) + δr1r2r3] + 0.65r
′

1r
′

2, (2)

Indices and strokes for r correspond to the notation for the angles of incidence. The coefficient of reflection from

the porous part of the surface was assumed to be zero throughout the investigated wavelength range.

Analyzing the obtained data, we can say that the reflection coefficient, experimentally determined, at a given

degree of filling is much lower than the theoretical one. This can be explained by the fact that the real faces of the
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Figure 8: Spectral dependence of the reflection coefficient of samples with a fillability of 43% of the surface by a porous layer, both theoretical and

experimental curves

pyramids are not atomically smooth. As a result of electrochemical etching, a weakly expressed relief appears on

them. It significantly reduces their reflection coefficient, which is also observed in the works of other authors [10]. It

should be noted that the values of the experimental reflection coefficient for a textured silicon surface with a porous

layer, obtained in [10], are much higher than those ones obtained in this work. It may be explained by a significantly

smaller fraction of the surface occupied by the porous layer.

7. Conclusion

Thus, the conducted studies show that porous silicon, created on a textured or polished surface, is an effective

system of nanocrystals. Its application in a photoconductive device makes it possible to increase significantly the

fraction of absorbed radiation in the spectral range 400-1000 nm and to increase the photocurrent.
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Abstract

Porous silicon posseses a wide range of the unique properties and has good perspectives for photo-sensitive structures

for a solar cells new generation. Due to the developed pore system, the area of absorbing surface increases, and also

the increased sensitivity expands into the short-wavelength region due to the increased energy band gap of silicon

nano-particles and silicon nano-filaments on the walls of the pores. Carbonization of the surface layer of porous

silicon makes absorption even more effective. In this case, the spectrum of the solar cell expands into the short-

wavelength region due to absorption of the high-energy photons in the wide gap material (SiC). In this study, layers

of nanocrystalline porous silicon and porous silicon carbide are used as wide-gap material layers in photosensitive

structures. The spectral characteristics of the specular reflectance of these materials are investigated.

Keywords: porous silicon, photoluminescence, rare earth elements,, photoelectric converters, silicon carbide,

reflection coefficient

1. Introduction

The use of porous silicon (por-Si) as a sensitive layer in multilayer heterostructures of silicon photoelectric con-

verters makes it possible to significantly increase the efficiency of energy conversion [1]. A promising sensitive layer

of a photoelectric converters is a layer with silicon nanocrystals, as well as layers of wide-band materials. At the same

time, the absorption spectrum of the photoconductivity spectrum expands into the short-wavelength region due to the

quantum-size increase in the width of the band gab of silicon in nanocrystals and due to the absorption of high-energy

photons in the wide-band material. An effective system of silicon nanocrystals can be a layer of porous silicon, since

the pore walls are a disordered system of quantum wells, filaments and quantum dots [2]. In addition, due to the devel-

oped pore system, the area of the absorbing surface of the photodetector increases significantly. However, a number

of existing problems prevents the use of porous silicon in the photoelectric converters. This low reproducibility of

results due to uncontrolled factors of the technological process, instability of the PC parameters due to the reagent

remaining in its pores, as well as its high electrical resistance. The solution to these problems can be the creation of

a porous layer locally on the surface with seeds of pore formation, as well as the use of a stabilizing coating, which

can be a wide-band silicon carbide semiconductor. The aim of this work was to study the photoelectric properties

of samples of multilayer photosensitive structures with a porous layer locally created on the working surface and a

stabilizing coating of silicon carbide. The porous layer was created on silicon substrates with textured and ground

surfaces. The seeds of pore formation on the ground and textured surfaces are the depressions of the microrelief,

where the electric-field intensity is maximum, so a porous layer on such surfaces is formed locally [3]. Samples with

a polished surface have served as tested ones. Some samples were carbidized, that is, an epitaxial layer of silicon

carbide was created on the surface of the porous layer, so that the samples were Si / SiC heterostructures with a large

area of the absorbing surface.

2. Experimental technique

To create a porous layer, silicon plates were subjected to electrochemical etching in a vertical cell in water-alcohol

solutions of hydrofluoric acid.
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Carbidization of the samples leading to the formation of SiC / Si heterostructures was carried out by gas-transfer

endotaxy in a hydrogen stream in a vertical reactor with cold walls using a graphite container [4].

The measurements included the measurement of the specular reflection coefficient and the structures photolumi-

nescence. The photoluminescence spectra were measured by excitation with an ultraviolet (330 nm) laser at the room

temperature for samples with a porous layer doped with rare-earth elements (REE) such as erbium or ytterbium.

The spectral dependences of the reflection coefficients were studied using a Shimadzu UV-2450 spectrophotometer

with a prefix 206-14046. The measurement range was 0.3 - 1 µm, the measurement step and the spectral width of

the monochromator slit were 2 nm, the scanning rate was slow. The angle of radiationincidencehaving an elliptical

polarization of about 3: 1 - 4: 1 was 5◦ with an aperture of not more than 5 ◦. The radiation receiver of the

Shimadzu UV-2450 spectrophotometer is a photoelectric multiplier. This causes significant noise measurements of

the instrument in the near infrared region.

3. Morphology

Figure 1 shows SEM images of transverse cleavages of samples with a porous layer formed on thepolished (a)

and textured (b) surfaces. On the SEM image of the surface of the textured layer in the region of the junction of the

pyramids, it is clearly seen that the porous layer was formed predominantly in the depression of the relief (the darker

areas in Fig. 1, c). The sample with a textured surface has undergone carbidisation, as a result of which nanowires of

carbon clearly visible on the cleaved surface were formed in some regions of the surface. The porous layer thickness

of this sample was 12.55 µm.

Figure 1: SEM images of transverse cleavages of samples with a porous layer formed on (a) the porous layer is formed on groundsurfaces; (b) the

porous layer is formed ontextured surfaces; (c) the image of a textured surface in the area on the pyramidsjoint, where a porous layer was formed.

4. Spectral dependences of the reflection coefficient

The spectral dependences of the reflection coefficients were studied using a SHIMADZU UV-2450PC spectropho-

tometer in the wavelength range from 0.3 to 1 µm on different types of the working surface of the samples. Samples

with a porous surface (past electrochemical etching), as well as samples that have undergone carbidization, have en-

tered the measuring group. KDB-3 silicon plates with textured, ground or polished surfaces without pores were used

as test samples. We can see that the formation of a porous layer significantly reduces the reflection coefficient, while

the course of the curves of the spectral dependences remains almost unchanged, which is explained by the local nature

of pore formation. An exception is a sample with a textured surface that was etched for 5 minutes, its reflectivity

coefficient in the short-wave part of the spectrum is noticeably lower than in others ones. This is explained by pore

formation dynamics on such surface. At the initial stage of etching, silicon nanocrystals are formed almost over the

entire surface of the textured layer, and with further etching some of them located on the walls of the pyramids dis-

solve, and the formation of the porous layer only occurs in the relief depressions [5]. A similar course of the curve for

3rd International conference Information Technology and Nanotechnology 2017                                                                        85

ｃｯｭｰｵｴ･ｲ＠ｏｰｴｩ｣ｳ＠｡ｮ､＠ｎ｡ｮｯｰｨｯｴｯｮｩ｣ｳ＠Ｏ＠ｄＮ＠ｌｩｺｵｮｫｯｶ｡Ｌ＠ｎＮ＠ｌ｡ｴｵｫｨｩｮ｡Ｌ＠ｖＮ＠ｃｨ･ｰｵｲｮｯｶＬ＠ｖＮ＠ｐ｡ｲ｡ｮｩｮ



the spectral dependence of the reflection coefficient is also observed for carbided samples with a ”failure” of the re-

flection coefficient in the 250 - 300 nm x-band. It is explained by the absorption of light in nanocrystals of wide-band

silicon carbide [6].

a) b)

Figure 2: Spectral dependences of the reflection coefficients of samples with a porous layer formed at different etching time on: (a) ground surface;

(b)textured surface.

5. Spectral dependences of photoluminescence

Figure 3 shows the photoluminescence spectra of porous silicon samples doped with ytterbium (a) and erbium

(b), where narrow peaks of the spectral maxima of ytterbium emission at 980 nm and erbium emission at 1550 nm

are clearly visible. Since the mechanism of photoluminescence of REE ions in a solid silicon matrix is based on the

recombination of an exciton generated by radiation in a silicon nanocrystal, the presence of sufficiently intense peaks

of PL of ytterbium and erbium in the spectra of the samples under study confirms the presence of a sufficiently large

concentration of nanocrystals in porous layers [7]. In figure 3, a wide band of 550 750 nm corresponding to the

emission spectrum of silicon nanocrystals is also visible, as well as a laser pumping peak at 370 nm.

Figure 3: Photoluminescence spectra of samples with a layer of porous silicon formed on a textured surface: a) doped with ytterbium; b) doped

with erbium.

6. A reflecting surface model

The working surface of the photosensitive structures can be represented as a consisting of two components one

with different reflection coefficients: textured and porous. The microrelief on the textured surface of silicon is an

etching polyhedron in the form of regular tetragonal pyramids with lateral faces that are natural surfaces of a single

crystal and an angle at the apex of 70.5◦. The textured surface reduces optical losses due to the total effect of multiple

reflection of the incident beam from the frontal surface and multiple total internal reflection from the back and side
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surfaces. The trajectories of light rays on an idealized textured surface with the refractive index of the medium

n=1 are shown in Figure 4. The light normally incident to the surface undergoes several reflections, as a result of

which the intensity of the reflected light will decrease as a power of multiplicity. The nature of the interaction of

the incident radiation with such a surface will strongly depend on the relationship between the wavelength and the

geometric dimensions of the relief. While the geometric dimension of the microrelief exceeds the wavelength of the

radiation, the laws of geometric optics operate, that is, multiple effects reflection take place here. If the height of the

relief is comparable with the wavelength or much less than the latter, then with respect to this radiation the surface

is perfectly smooth and manifests itself as highly reflective. When reflecting from the microrelief surfaces in the

area where the radiation ”feels” the microrelief along with the mirror component of the reflected light, there is also

a diffusely scattered constituent. Measurements made in the wavelength range 0.5-1.2 µm give the value R = 5-7%.

The application of multilayer antireflection coatings makes it possible to reduce the reflection coefficient almost to

zero [8].

Figure 4: A trajectory of thelight rays on the idealized textured surface of the solar cell with refractive indices of the medium n = 1 and nS i = 3.8.

According to the data of [9], the reflection coefficient can be determined from the formula:

R = (1 − δ)r1r2 + δr1r2r3, (1)

Where is a part of the secondary reflected light, r1, r2, r3 are reflection coefficients from the successive faces,

depending on the light wavelength. Since the faces of the pyramids are atomically smooth surfaces oriented along

the crystallographic plane (111), the numerical values of these coefficients can take the values of the reflection co-

efficients from the polished silicon surface for a given wavelength. The reflectivity of the surface of porous silicon

depends strongly on its porosity. With a large degree of porosity, the reflection coefficient of the porous layer can be

practically zero throughout the visible range of wavelengths of the incident radiation.

Let is consider, for convenience of calculation, an ideal textured surface, averaging the heights of the pyramids:

Figure 5: A schematic representation of the ideal surface (top view)
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The height of these pyramids was 2.26 µm, base - 3.23 µm; the width of the regions of the porous layer (gray

in Figure 5) is 1.25 µm. Calculations of the reflection coefficient were carried out for a surface, 56.97% of the area

occupied by a textured surface and 43.03% of the surface area of a porous layer (Fig. 6).

a) b)

Figure 6: SEM images of the simulated surface on a different scale

The numerical values of the area shares were determined using the program JMicroVision v1.27 (Fig. 7).

Figure 7: Isolation of regions with different reflectivity on the investigated surface

The simulation results are shown in Fig. 8. The reflection coefficient R is calculated at an angle of incidence of

light to the first face = 54◦ 40 ’, to the opposite face = 16◦, a small part of the secondary reflected light (= 10%) returns

to the first face at an angle of 86◦ 40’. The calculation is made for wavelengths of 0.4-0.75 µm. When taking into

account the illumination of different faces, the reflection coefficient from the textured part of the surface is calculated

by the formula:

R = 0.35[r1r2(1 − δ) + δr1r2r3] + 0.65r
′

1r
′

2, (2)

Indices and strokes for r correspond to the notation for the angles of incidence. The coefficient of reflection from

the porous part of the surface was assumed to be zero throughout the investigated wavelength range.

Analyzing the obtained data, we can say that the reflection coefficient, experimentally determined, at a given

degree of filling is much lower than the theoretical one. This can be explained by the fact that the real faces of the
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Figure 8: Spectral dependence of the reflection coefficient of samples with a fillability of 43% of the surface by a porous layer, both theoretical and

experimental curves

pyramids are not atomically smooth. As a result of electrochemical etching, a weakly expressed relief appears on

them. It significantly reduces their reflection coefficient, which is also observed in the works of other authors [10]. It

should be noted that the values of the experimental reflection coefficient for a textured silicon surface with a porous

layer, obtained in [10], are much higher than those ones obtained in this work. It may be explained by a significantly

smaller fraction of the surface occupied by the porous layer.

7. Conclusion

Thus, the conducted studies show that porous silicon, created on a textured or polished surface, is an effective

system of nanocrystals. Its application in a photoconductive device makes it possible to increase significantly the

fraction of absorbed radiation in the spectral range 400-1000 nm and to increase the photocurrent.
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Abstract 

In this study we measured spectral features of blood and urine by Raman spectroscopy and autofluorescence analysis. Analysis of specific 

spectra allows for identification of informative spectral bands proportional to components whose content is associated with body fluids 

homeostasis changes at various pathological conditions. In general, the developed approach of body fluids analysis provides the basis of a 

useful and minimally invasive method of pathologies screening. 

Keywords: Raman spectroscopy; autofluorescence; biofluidity homeostasis; blood; urine; pathology 

1. Introduction 

The pathological conditions provoke alterations in body fluids homeostasis; therefore it is possible to use the component 

composition analysis of urine, blood, saliva and other body fluids for pathologies detection such as cancer [1]. Presently, the 

biochemical analyses are widely used for the body fluids cancer diagnosis. In addition to the laboratory methods today a variety 

of physical and chemical methods of analysis may be successfully utilized for the study of the body fluids composition. Physical 

methods have such advantages as simplicity of sample preparation, wide dynamic range and great versatility in comparison with 

chemical methods of analysis. Therefore, body fluids analysis with optical methods can become a successful alternative to 

existing laboratory methods. Raman Spectroscopy (RS) and autofluorescence (AF) analysis allow for the homeostasis changes 

detection in the body fluids at the molecular level [2]. These techniques are successfully used in different branches of clinical 

medicine and in the experimental studies of the body fluids composition for the various locations cancer detection. The aim of 

this work is to study the spectral features of blood and urine from patients with tumors for identification criteria that may allow 

to estimate the homeostasis changes and the tumor presence. 

2. Materials and methods 

2.1. Experimental setup 

Study of the body fluids spectral features was performed with the experimental setup shown in Fig. 1. The excitation of 

collected spectra was performed by the laser module LuxxMaster LML-785.0RB-04 (central wavelength 785 nm). The fiber-

optic Raman probe RPB785 allows for focusing of the exiting radiation, collecting and filtering of the scattered radiation. The 

collected signal was decomposed into a spectrum using a high-resolution Shamrock SR-500i-D1-R spectrograph with integrated 

cooled up to -65°C digital camera ANDOR DU416A-LDC-DD. Tested body fluids were placed in the PMMA cuvette with an 

aluminum coating. The cuvette geometry (depth 6.5 mm, radius of deepening curvature 19 mm) was optimized to match the 

working distance of probe focusing lens. The Raman probe was normally positioned on the axis of the deepening; a detailed 

description of the utilized experimental setup is presented in [3]. The utilized spectrograph with a grating of 600 slits/mm allows 

for recording the spectrum of the tested substance in 780-950 nm area divided by three spectral ranges; for each single spectral 

range the exposure time was 20 seconds. A sequential recording of three spectra for each tested sample was performed. The 

final spectrum was received from averaging of all three recorded spectra. The total time of the final spectrum recording was 3 

minutes.  

2.2. Samples preparation 

The standardized collection of blood and urine samples from patients of Samara Regional Clinical Oncology Dispensary was 

performed. Collected samples were placed in sterile test-tubes and were stored at +2 + 4°C before the analysis. Analysis of 

collected body fluids was performed within 60 h after sample collection. Patients of Samara Regional Clinical Oncology 

Dispensary with malignant tumors or benign tumors were enrolled in this study. Patients with systemic diseases and patients 

taking any medical antitumor drugs were excluded from the study.  

2.3. Spectra processing 

Recorded spectra were processed by the method proposed by Zeng et al [4] for AF and Raman signals separation. The 

processing of experimental data was performed on the bases of regression analysis. Definition of spectrum informative bands 

during the regression model constructing was performed by the analysis of the variable importance in projection (VIP) [5]. The 
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VIP distribution makes it possible to define the most informative spectral bands in the blood and urine spectra specific for 

patients with lung cancer.  

3. Results 

3.1. Spectral characteristics of blood 

Currently a set of biochemical methods for analyzing body fluids aimed to detect a pathological process is used in laboratory 

diagnostics. Biochemical methods make it possible to perform a quantitative estimation of certain organic and mineral 

components level, as well as that of enzymes and hormones and to detect their deviations from the norm [6]. Qualitative 

estimation of the level of indicators included in the standard biochemical analysis is possible when studying the spectral 

characteristics of body fluids. Figure 1 shows the common Raman spectrum of blood.  

 

Fig.1. Common Raman spectrum of blood. 

Human body fluids have a complex chemical composition; shape of body fluids Raman spectra and certain spectral bands 

intensities are due to the contribution of molecular vibrations of several components. Therefore, the analysis of the intensity 

ratios of certain bands of the body fluid spectrum allows to assess homeostasis changes and to obtain the information about the 

functional state and possible pathologies of internal organs. The first step in our study is comparison of the obtained body fluid 

spectral characteristics with the spectral bands associated with components analyzed in standard biochemical analysis. Table 1 

shows the observed vibrational bands of human blood Raman spectra. Here general organic components of biochemical blood 

test are marked with (*) symbol; experimental peaks observed in our study are in bold type.  

Table 1. Observed vibrational bands of human blood Raman spectra. Here general organic components of biochemical blood test are marked with (*) symbol; 
experimental peaks observed in our study are in bold type. 

Wavenumber, cm-1 Substances References 

493 Bilirubin* [7] 

679 Creatinine* [8] 

756 L-tryptophan (is part of several organic 

components) 

[9] 

829 Collagen [10] 
846 Creatinine* [8] 

941 Protein* [11] 

1002 Protein* 

Urea* 

Hemoglobin* 

[11] 
[8] 

[12] 

1128 Glucose* [13] 

1225 L-tryptophan (is part of several organic 

components) 

[9] 

1336 Protein* 

Bilirubin* 

[11] 

[7] 

1451 Protein* 

Bilirubin* 

[11] 

[7] 
1500 Bilirubin* [7] 

1556 Hemoglobin* 

Fibrin 

[12] 

[12] 

1623 Hemoglobin* [12] 

Analysis of Table 1 allows for defining that the blood spectral characteristics recorded by the utilized experimental setup 

contain intensity peaks proportional to the main organic components determined by biochemical analysis. However, the 

homeostasis state estimation only by certain peaks provides insufficient information for the detection of the pathologies such as 

cancer, since the presented corresponding components have low specificity for certain cancer localization detection. In addition, 

the tumor cells metabolism and its interaction with the microenvironment are complex; tumor-associated metabolic changes may 

significantly differ for various tumors [14]. It should be stressed that human body fluids have a complex chemical composition, 

and the blood spectral characteristics are due to the presence of a large number components including ones with partially 
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overlapping spectra. Particularly, as shown in Table 1, the spectral characteristics of proteins, urea and hemoglobin 

simultaneously contribute to the band 1002 cm-1; the intensities of the bands 1336 cm-1 and 1451 cm-1 are proportional to the 

changes of proteins and bilirubin; hemoglobin and fibrin contribute to the band 1556 cm-1. Moreover, the intensity of the bands 

756 cm-1 and 1225 cm-1 is proportional to the concentration of L-tryptophan, which is part of several organic components. 

Thus, the detection of the position and intensity of Raman peaks may not be sufficient for detection of pathology by body fluid 

spectral analysis. A more detailed analysis of the body fluid component composition is required for pathology identification; 

therefore, it is necessary to detect and evaluate the spectral properties of those chemical components that are characteristic of a 

particular pathology. In this case, obtaining statistically reliable information is possible by using multidimensional processing of 

the full body fluid spectrum. For this purpose, the experimental data were processed on the bases of discriminant analysis 

method with regression on latent structures (PLS-DA). VIP allows for evaluation of individual variables from the predictors 

block influence on the PLS model. The higher the VIP-score of an individual variable is, the more significant it is in model 

construction. VIP-scores of Raman spectra matrix of blood samples are shown in Fig. 2. 

 

Fig. 2. VIP-scores of blood samples Raman spectra matrix. 

Analysis of Fig. 2 allows for defining the most informative spectral bands for identification the features of blood Raman 

spectra in case lung cancer growth. The multivariate analysis of the experimental data allows to establish that the informative 

criteria for the lung cancer detection are changes in the Raman bands intensity 790-820 cm-1 (glutathione), 1135-1140 cm-1 

(mannose), 946-970 cm-1 (proteins), 1465-1475 cm-1 (lipids, proteins) and 1640-1660 cm-1 (proteins, phospholipids) [3].  

3.2. Spectral characteristics of urine 

Approximation curves of urine AF for tested samples are shown in Fig. 3. 

 

Fig. 3. Polynomial approximation of urine samples AF. 

The porphyrins (nitrogen-containing pigments) accumulates in sites of active cells division and excretes with urine. 

Alterations in the AF urine spectrum reflect changes and metabolic imbalance of porphyrins. Therefore, the AF intensity of 

urine can be used as an informative criterion of oncopathology growth. The AF spectrum of porphyrins has features in red and 

near-infrared spectral ranges, so the excitation of the AF spectra by 785 nm laser allows to evaluate the presence of porphyrins 

in the tested sample. Analysis of the VIP-scores of urine samples Raman spectra matrix allows to determinate that for 

oncopathology the most specific changes in urine homeostasis are associated with the spectral bands 1000-1015 cm-1 (urea), 
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1525-1560 cm-1 (tryptophan, proteins), and 1690-1705 cm-1 (pyruvate). An example use of a RS and AF combination for the 

analysis of body fluids in the detection of oncopathology was demonstrated in [3]. 

4. Discussion and conclusions 

Detected AF and RS spectra features may be the basis of the method for pathologies detection and become an alternative to 

available detection techniques of pathological conditions using laboratory methods for body fluids analysis. Besides, in future 

studies it is possible to analyze the correlation of the body fluids spectral characteristics and the biochemical studies results, 

which may allow to expand the description of the various components contribution to the observed spectral bands. In addition to 

studied spectral properties of urine and blood, it is also possible to use additional body fluids as research objects for non-

invasive diagnostics of various pathologies. The developed approach may become the basis for the non-invasive method of 

cancer screening, for example, when used in Lab-on-a-chip (LOC) systems [15]. The advantages of such systems are portability, 

small amount of the tested sample and high efficiency. Utilizing the LOC system may simplify the current experimental setup 

and replace an expensive spectrometer and a cooled digital camera with a less costly portable spectrometer. Improving the 

recorded signal quality is also possible due to the utilizing higher quality optical elements (filters), as we used low cost Raman 

Probe in this research. Moreover, it is possible to increase the accuracy of detection of particular pathology by preallotment of 

certain markers from tested samples. This approach was demonstrated by Feng et al [16]. For this purpose it is expedient to use, 

for example, microfluidics technologies and chromatography. Utilizing such technologies allows for sequential chemical 

selection of body fluids components including the stages of sample separation into different fractions, mixing the intermediate 

products and their transfer to various reaction microchambers. However, in case of body fluids microdose spectra collection the 

recorded signal quality may decrease. Improvement of the Raman signal collection is possible with the application of Surface-

enhanced Raman spectroscopy (SERS). SERS allows to achieve an improvement of registered Raman signal by several orders 

and is successfully used in the analysis of various biological material microdoses. Thus, the LOC system, including 

microfluidics and SERS technologies will improve the obtained spectra quality and increase the informativeness of the analysis. 

In general, the development of LOC system based on proposed method may provide the opportunity of human body fluids 

precise analysis for accurate screening of pathologies and detection of microorganisms in body fluids. 
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Abstract 

The process of magnetron sputtering of dielectric zinc oxide (ZnO) films at a constant current source, was studied. It is demonstrated that this 

method of dielectric films deposition makes it possible to obtain high-quality coatings and layers that meet the requirements for creating 

multilayer diffractive optical elements. 

Keywords: magnetron sputtering; thin films; diffraction optical elements; Zinc Oxide 

1. Introduction 

In recent years, the development of diffractive optical elements (DOE) have attracted the researchers due to the prospects of 

their use in optical signal and image processing systems, including in computational optics. In addition to the traditional use of 

DOE as spectral selectors, a significant number of DOE types have been developed so far, allowing many other functions such 

as multiplication and beam formation, optical signal distribution through processing channels, wave front formation, etc [1-3]. 

As a rule, the optical characteristics of such multilayer elements depend on many factors such as their structure, materials used 

and their refractive indices, the order and ratio of layer thicknesses and micro-relief, internal or surface [4,5]. 

The basis of such elements are optically transparent in the visible or infrared range, dielectric alternating films deposited on 

an optical quality substrate, for example, quartz. Various methods for the deposition of films can be used to create such 

structures: vacuum thermal deposition [6,7], electron-beam sputtering, and many others. But the creation of optical elements 

requires high quality and accuracy of the results. Therefore, the most preferred method is magnetron sputtering. This method 

allows the film to be sprayed at a high speed, with a low pressure of the working gas in the chamber, which allows obtaining 

very pure structures [8]. 

In this paper, we investigated the possibility of obtaining such structures using a magnetron sputtering installation with a 

constant current source "Caroline D12A", modernized for the purpose of sputtering dielectric targets. 

2. The object of the study (Model, Process, Device, Sample preparation etc.) 

The installation of magnetron sputtering "Caroline D12A" is designed for the deposition of conductive films, so it has a 

constant current source. The unit is equipped with four positions for the installation of targets, which allows the deposition of 

four different materials in one operating cycle. This embodiment does not permit the dispersion of dielectric films since charge 

accumulation occurs on the dielectric target, which contradicts the principle of magnetron sputtering. And the power supply to 

the magnetron results in the start-up and quick stopping of the spraying in a very short time. To solve this problem, the power 

supply was replaced by a high-frequency generator with an operating frequency of 13.56 MHz and a maximum output power of 

1 kW. This solution allows us to accumulate a charge for one half-period of the signal being supplied and to take it off during the 

second half-period. 

The biggest challenge during the modernization of Caroline D12 A was the development and optimization of the matching 

device between the generator and the magnetron. As a result of the work done, the optimal ranges and ratios of the components 

of the matching device, namely a tunable coil and a tunable capacitor, were selected. This allowed us to achieve an optimal 

alignment with allowance for unrecoverable losses (15%). 

In this work, ZnO target was used for the demonstration of the sputtering process. The refractive index of the deposited layer 

was measured with the help of ellipsometer as shown in Fig. 1. 

In the course of the work, the optimal parameters for the deposition of a zinc oxide film on a quartz substrate were obtained. 

The power supplied from the signal generator P = 500 W, an argon flow rate Q (Ar) = 2.0 l/h, Q (O2) = 0.7 l/h, the residual 

pressure in the chamber p = 5 × 10
-4

 Pa, substrate heating temperature was t = 120 
o
C, the drum rotation speed V = 11 RPM. The 

distance from the target to the substrate was about 20 cm. 

As a result, high-quality thin film of zinc oxide was obtained on quartz substrate. The scratch test indicated that the adhesion 

of the film to the substrate was high. The optical and physical properties of the thin film was measured with the help of films 

"Ellipsometer M2000DI".Consequently, the deposition rate was 10 nm/min. 

For optical applications, the layers should be homogenous over the entire surface of the substrate. To study these properties, 

the surface of the film was examined using a Zygo NewView 7300 white light interferometer. The area of the investigated 

surface was 351 μm x 263 μm. Figure 2 (a) shows the resulting three-dimensional surface model. The scatter of heights along the 
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investigated surface is demonstrated in Figure 2 (b). The topography of the surface with an altitude indication is shown in Figure 

2 (c). On the basis of surface studies using an interferometer, it can be observed that the height of the surface does not differ by 

more than 1 nm, which indicates a high uniformity of the film. 

 
Fig. 1.  The dependence of the refractive index (n) of ZnO on the wavelength. 

a)      b)  

c)  

Fig. 2.  The surface morphology of zinc oxide (ZnO) film measured with the help of white light interferometer, Zygo NewView 7300: (a) a three-dimensional 

model of the surface, (b) dispersion of the height of the indicator portion of the surface under study, (c) the surface topography. 

3. Conclusion 

In this work, the modernization of the magnetron sputtering unit was carried out. The deposition of ZnO thin film was 

demonstrated by using the optimized parameters of the matching device and the deposition modes. 

The height of the deposited layer helped determine the deposition rate at a given mode. The layers were smooth and 

homogeneous which makes it possible to use ZnO along with other dielectric materials for the fabrication of multilayer 

diffractive optical elements.  

Moreover, our aim is to fabricate optical filters with an alternating layers of dielectric thin films with a high and low 

refractive index. 
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Abstract 

This study considers a class of double finite Hankel transforms that describes the transmission of a vortex optical signal through a two-lens 

system with limited aperture radii in the object and spectral flats. The eigenfunctions of the given transform are calculated for different orders 

of vortex m. The functions obtained are an orthonormal system of functions, which can help expand an unspecified limited optical allocation 

with high accuracy. Approximation of optical signals without radial symmetry is also performed in this paper. 

 

Keywords: vortex optical beams; eigenfunctions; finite Hankel transform; approximation 

1. Introduction 

The current use rate of optical fiber in terms of time and frequency characteristics tends to the bandwidth limit [1]. However, 

the requirements to increasing the volume of global traffic are constantly growing. For the purpose of ensuring the 

correspondence of communication networks to ever-growing bandwidth requirements, additional approaches are considered for 

the multiplexing of optical fiber channels. One of such approaches is mode division multiplexing (MDM) [2,3]. Special 

advantage for increasing the bandwidth of the information channel is achieved with the help of optical beams with an orbital 

angular momentum and an infinite number of available quantum states [4]. The significant success of such method of channels 

multiplexing has already been demonstrated in optical fibers [5] and in free space [6,7]. For the purpose of forming and analysis 

of vortex beams, diffractive optical elements are used [8,9], and lens systems are used to place them into optical fiber [10, 11].  

Transmission of a vortex laser beam of the m
th

 order through the spherical lens can be described using the Hankel transform 

of the m
th

 order. In real lens systems, there is a spatial limit, and finite (spatial-limited) transmission operators [12, 13] are used 

to describe the transmission of an optical signal. Due to the spatial limit both in the object and in the spectral region, it is 

impossible to obtain an ideal image in a two-lens system. In order to understand how the optical signal is distorted, it is 

necessary to expand them according to the eigenmodes of the lens system. As such, the concept of communication modes [14, 

15] is widely used. Communication modes for square apertures and Fresnel transforms are prolated angulous spheroidal 

functions [16,17], which are widely examined and used in optics [18-21]. Communication modes for round apertures and finite 

Hankel transform are circular [22] and generalized [23] spheroidal functions.  

The studies [24,25] show the possibility of approximation of both one-dimensional and two-dimensional limited signals by 

spheroidal functions passing through the lens system without distortion. 

For the purpose of superresolution development, the study [26] also examines spheroidal modes and generalized spheroidal 

functions, instead of which there were used the Zernicke polynomials in the calculation. For the record, the Zernike polynomials 

have a well-defined analytical form and they are often used in analysis problems of wave front and adaptive optics [27-29]. In 

contrast to the Zernike basis, spheroidal functions do not have an analytic representation and they are calculated as the 

eigenfunctions of an operator connected with a certain optical system. Expansion in the eigenfunctions of the system makes it 

possible to estimate the distortion of the transmitted signal in general, i.e. to assess the quality of information transmission by the 

system.  

This study considers the transmission of optical signals through a two-lens imaging system based on a double finite Hankel 

transform of the m
th

 order. We performed the calculation of an eigenfunctions set, which allows analyzing the distortion of an 

optical signal during transmission on the basis of approximation in functions of this set. Approximation of some signals with a 

good level of accuracy was performed. 

2. Brief theoretical information 

Let us consider the optical system in Figure 1. The optical beam passes through an aperture of radius R in the region D1, , at 

the focus distance of which the lens is located. Then in the output focal plane of the lens (in the spectral plane D2) , it is located 

one more aperture of radius P. The output image of the beam is considered in the output focal plane of the second lens. 

Let us consider vortex beams represented in the form: 

( , ) ( ) exp( ),f r f r im     (1) 

ere m  is an integer number presenting the order of the optical vortex. 
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Fig. 1. Scheme of the optical system. 

For vortex beams (1), the transmission of an optical signal through the two-lens system shown in Figure 1 can be written as 

follows: 
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where J1 – Bessel functions, k – wavenumber,  f – focus distance of both lens. Thus, if a vortex allocation is specified at the input 

of a given optical system, then there will be a vortex allocation at the output, as well, while the order of the vortex m does not 

change. 

 The eigenfunctions of the expansion operator HR, P represent an orthogonal system which it is used to expand optical signals 

that do not necessarily have a radial symmetry. 

3. Calculation of eigenfunctions and approximation 

The calculations will be performed with the following parameters: k / 2πf = 1, R = 1 and P = 5. Tables 1 and 2 show images 

of some functions and superpositions, respectively. The number n corresponds to the number of the eigenfunction in the 

decreasing order of the moduli of eigenvalues. 

Table 1. The examples of eigenfunctions. 

Indices Amplitude Phase 

m = 2, n = 1 

  

m = -7, n = 2 

  

Table 2.  The examples of superposition of eigenfunctions. 

Indices Amplitude Phase 

m1 = 2, n1 = 1 

+ 

m2 = -7, n2 = 2 
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m1 = 3, n1 = 2 

+ 

m2 = -3, n2 = 2 

 

  

Table 3 shows which optical signals were approximated with the use of the calculated eigenfunctions. As such, there are 

approximation errors expressing the intensity standard deviation of an optical beam from its approximation by the eigenfunctions 

of the system. The expansion is performed only by those functions, which have the eigenvalue greater than 0.5 and in addition, 

|m| ≤ 8. 

Table 3.  The approximation of optical signals with the eigenfunctions of the system. 

Name Signal amplitude Approximation Deviation 

“Square” 

  

0.0534 

“Window” 

  

0.0868 

“Triangle” 

  

0.0982 

4. Conclusion 

The calculation of the eigenfunctions of a given optical system is a complicated computational problem, especially at large 

values of the order of the vortices m. The operator HR,P written in the expressions (2) and (3) is self-adjoint, therefore its 

eigenfunctions must be real, and, consequently, their phase must be binary. However, the errors in the calculations introduce 

additional phase values. 

Nevertheless, even in the presence of errors, the realization of the expansion of non-radial-symmetric signals along radial-

vortex eigenfunctions turned out to be possible, as it was demonstrated in this study. In this case, the deviations of the 

approximated functions from their originals were no more than 10%. 

It is worth noting that, for good approximation, the allocation of optical signals in the spatial region D1 of the first aperture 

should not be larger than the dimensions of the aperture itself. 
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Abstract 

Calculation of laser beam intensity distribution in the focal plane of diffractive optical element was performed using software TracePro. To 

determine temperature fields occurring in the process of laser treatment of material, software of computational gas dynamics CFX version 15.0 

and supercomputer “Sergey Korolev” were used. Temperature dependence of heat conductivity for the coating of the Ni-Al alloy produced by 

plasma spraying was determined. Alloy heat capacity was calculated based on additive rule. Besides, the temperature dependence of the 

absorption coefficient at CO2-laser treatment was also determined. 

Keywords: diffractive optical elements; laser treatment; mathematical model; heat source; temperature 

1. Introduction 

Coating deposition on the components of gas turbine engine requires a sublayer. The sublayer is an intermediate tie coat, 

which compensates for differences in the coefficient of linear expansion of materials, as well as provides a higher adhesion 

strength. As reacting or thermoreacting nickel-aluminum powder is used as such material between the substrate and the sprayed 

coating. Thermally reactive powder is sprayed on the substrate by the method of plasma spraying. In this method, powder 

particles interact with a high-temperature plasma jet [1-3]. When the exothermically reacting powder is sprayed, its components 

react with the formation of new compounds and a significant amount of heat is released, that allows additionally heat the 

powder. To intensify the diffusion of the composite components of material, at least one component must remain in the liquid or 

gaseous phase. 

To improve coatings characteristics, the heat treatment of sprayed coating is widely used [4-6]. Heat treatment is applied to 

improve the coating characteristics by following factors: an increase in the contact area of the coating and the substrate; 

reduction in material porosity; increase in the strength of interparticle bonds [7, 8]. Laser treatment of sprayed coatings is one of 

the methods to improve coating properties [9-12]. Heat treatment of the sprayed coating can cause material cracking due to an 

increase the level of stresses during phase transformations. However, it is possible to realize laser treatment modes leading to a 

decrease in residual stresses. On purpose to reduce residual stresses in the absence of crack formation, the speed of laser spot 

moving along the substrate surface and the beam power density must be determined. 

For the formation of the laser beam, various optical systems are used. However, none of them can provide the appropriate 

combination of such properties as the creation of the required power distribution, the concentration of the all energy of laser 

beam in the treatment zone of a given shape, and high reliability. The use of diffractive optical elements is promising [13-17]. 

Diffractive optical elements make it possible to form a predetermined beam intensity profile in the focal plane, carrying out the 

transformation of laser energy, chosen by calculation. The use of diffractive optical elements in the technology of laser material 

treatment reveals new possibilities for controlling the properties and operational characteristics of processed parts [18-21]. 

The aim of this work is to develop the mathematical model of laser treatment processes of the sublayer at coating deposition 

on the corps parts of a gas turbine engine using diffractive optical elements. It is known, temperature cycle can be a factor, 

which largely determines the state of processes in the treated materials. Similar approaches for mathematical model design can 

be used to study the formation of nanostructured materials by laser treatment. 

 

 

Fig. 1. Appearance the working surface of DOE. 
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Fig. 2. Beam power density distribution of a CO2 slab laser Rofin DC 010. 

2. Calculation of the laser beam intensity distribution in the DOE focal plane 

The laser beam intensity distribution in the DOE focal plane has been calculated. It has the following parameters: f = 0.2241 

m; 0L = 5.6·10
-3

 m; R = 2.5·10
-2

 m; Rr 7.0 . The DOE working surface is shown in Fig. 1. The diameter of the focused beam 

of the Rofin DC 010 CO2 slab laser is 1.6·10
-2

 m. The beam power is regulated within 10 ... 1000 W. Beam wavelength is  = 

10.6·10
-6

 m. The beam power density distribution is shown in Fig 2. This distribution is close to Gaussian distribution: the beam 

quality parameter or beam distribution parameter is 
2M = 1.1. To change the size of laser beam, focused by DOE, it is possible 

to use a telescopic system of two lenses. 

For calculations the software TracePro was applied. This software is designed for three-dimensional modeling of optical 

components surfaces, construction of the path of beams in optical systems and optical analysis. TracePro software make it 

possible to design the optical elements according to the equations of their surfaces. In TracePro realized the method of 

generalized ray tracing. Calculation of each beam incident on the surface of the optical element is performed taking into account 

absorption, reflection, refraction, diffraction and scattering. 

The surface of the diffractive optical element is designed using the macro-language built in the TracePro software. It refers to 

the type of schematic programming languages that allow to compose macroprograms using loop and branch operators. To design 

an optical surface at f = 0.2241 m; 0L = 5.6·10
-3

 m, the value of the polynomial was determined, in the form of which it is 

possible to represent the relation: 
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In Matlab software it was determined: 
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The calculated density distribution along the axis Oy  in the DOE focal plane at a beam power of Q =500 W is shown in 

Fig.3. We represent ),( yxq  in the form of equation 
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where 0q  is the power density in the center of the heat source; m)10/( 3 ; m)10/( 3  – dimensionless 

coordinates; ; 0121 ,,,...,,
11

aaaaa nn   ; 0121 ,,,...,,
11

bbbbb nn   - coefficients of polynomials, where n  and m are integers;  ,v  – 

is an additional function. 

 

Fig. 3. Intensity distribution along the axis Oy  in the DOE focal plane at beam power Q =500 W; 
8

0 106504,2 q  W/m2. 
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We take a =6.25∙10
-3

 м; b =1.25∙10
-3

 м; 1n =5; 2n =2; 5a = 5107423.4  ; 4a = 3106906.1  ; 3a = 2102028.2  ;  

2a = 13326.0 ; 1a = 44559.0 ; 0a =1; 2b = 13.15 ; 1b = 2412.7 ; 0b =1; 8
0 106504.2 q  W/m

2
, ),(  =1.0. ;x y . 

We have obtained an expression describing the power density distribution ),( yxq  in the form of equation for a strip heat 

source at beam power of Q =500 W: 

     144559.013326.0102028.2106906.1107423.4, 246283105
0 xxxxxqyxq

 12412.713.15 24  yy  [W/m
2
]; 

at 8
0 106504.2 q  W/m

2
; mm]625.0;mm625.0[];mm125.3;mm125.3[  yx . 

An experimental determination of the laser beam power density distribution using DOE has been performed. To measure the 

power density distribution in the spot of the Rofin DC 010 CO2 slab laser, a mechanical scanning method was applied. A 

standard power meter equipped with a square diaphragm with size of 10
-4

×10
-4

 m was used for these purposes. Results obtained 

in experimental researches correlate good with the calculated data. The relative error in determining the power density q  did not 

exceed 5 ... 7%. 

3. Construction of a mathematical model of the heat processes of laser treatment of the sublayer during at spraying of a 

triggered coating on the body parts of a gas turbine engine using DOE 

To determine the temperature fields on the supercomputer "Sergey Korolev" both in the substrate and coating occurred at the 

laser treatment of material, software CFX 15.0 was used. To solve the problem, a finite-element model of the all coated working 

ring was built. To simulate cooling due to radiation and convective heat transfer, an air domain model was built. The calculation 

scheme is shown in Fig. 4. 

 

Fig. 4. Calculation scheme for determining the temperature fields in the substrate and coating. 

Models of the coating and substrate for the sector at 30 ° were subdivided into hexagonal elements with an element edge size 

2.5 ∙ 10
-4

 m (Fig. 5a), while the remaining volume of rings consisted of tetrahedral elements. Air domain was subdivided by a 

tetrahedral grid as well. The region of the near-wall layer of air domain contained hexagonal elements, represented in Fig. 5b. 

Directly in the laser treatment area, the size of the elements of finite-volume was reduced. 

Turbulence model SST was applied for these calculations. In this case the flow is characterized by low Reynolds numbers, 

and therefore for the correct simulation of detached flows, the values of the parameter y + are less than 1. These values y+ were 

achieved by choosing the geometrical characteristics of the finite-volume elements in the near-wall layer. The radiation from the 

walls was taken into account by connecting the Discrete Transfer model. Radiation characteristics of the surface were described 

by a gray body model. The upward movement of heated air due to a reduction in its density was taken into account by the 

Buoyant model. 

The model had the following boundary conditions. The heat flow power was 500W. Heat flow of the laser source was 

determined by 125 heat source points with increment 2.5·10
-4

 m. To simulate the convective cooling of the technological object, 

the opening air boundary was simulated in Fig. 4. In the calculation model, it was possible to change the rotational speed of the 

treated body. In order to determine the temperature distribution of the ring during laser treatment, the following physical 

properties of the coating and substrate materials have to be specified: density, heat conductivity and heat capacity. In addition, to 

simulate the absorption of heat flow and ring cooling, it is necessary to determine the beam characteristics of the surface. 
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a) 

 

b) 

Fig. 5. Discretization of the calculated area: model of the coating and substrate (a); model of air domain (b) 

At coating deposition the interaction of its constituent components is accompanied by chemical reactions that lead to the 

formation of material physical properties, which are different from original components. The change in the properties of 

materials as a function of temperature is not given with sufficient accuracy in known monographs and reference books. It led to 

the need for their calculation. The dependence of the heat conductivity on the temperature for coatings made of Ni-Al alloy 

obtained by plasma spraying in air was determined. Calculation of heat capacity Ni-Al alloy was performed based on the 

additivity rule. The temperature dependence of absorption coefficient under the action of CO2-laser was determined. It was 

necessary for estimating the amount of absorbed energy. 

4. Conclusion 

The calculation of intensity distribution of laser beam in the focal plane of the DOE was conducted. The software complex 

TracePro is used for calculation, which allows to build optical elements by the equations of their surfaces. The density 

distribution in the DOE focal plane at beam power of 500 W was determined. An expression is obtained that describes the power 

density distribution in the form equation for a strip heat source. The experimental determination of the laser beam power density 

distribution using DOE has been performed. A CO2 slab laser Rofin DC 010 was used. His the beam propagation parameter is 

1.1. It is determined that the researchers of experimental studies correlate well with the calculated data. The relative error in 

determining the power density did not exceed 5 ... 7%. 

Construction of a mathematical model of the heat processes of laser treatment of the sublayer during at spraying of a triggered 

coating on the body parts of a gas turbine engine using DOE is constructed. To determine temperature fields occurring in the 

process of laser treatment of material, software of computational gas dynamics CFX version 15.0 and supercomputer “Sergey 

Korolev” was used. Temperature dependence of heat conductivity for the coating of the Ni-Al alloy produced by plasma 

spraying was determined. Alloy heat capacity was calculated based on additive rule. Temperature dependence of the absorption 

coefficient at CO2-laser treatment was determined. 
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Abstract 

Dot-matrix holograms contain diffraction gratings with different periods and orientations. Grating parameters (period and orintation) are 

calculated according to input data, which is graphic raster file. Traditionally image uses additive color model RGB, which involves limited 

color range. To increase color range International Illumination Commission (ICI) color model is considered. In this paper methods for 

calculating the parameters of diffraction gratings with different periods and orientations for ICI graphic files are investigated and analyzed.  

Keywords: Diffraction gratings; Colored holograms; Color chart; Dot-Matrix; Colorimetric system 

1. Introduction 

Result of the calculation dot-matrix hologram is a set of diffraction gratings. Color, displayed from hologram pixel, should be 

close to the color of the corresponding pixel of the input image. The following grating parameters are used to set hologram pixel 

color: 

 The period of the holographic grating; 

 Angular orientation of the holographic grating; 

 Relief parameters - depth and profile type. 

2. Methods for calculating holographic pixel parameters 

The period of the holographic diffraction grating determines the wavelength of the radiation diffracted on it. The the varying 

grating orientation angular orientation determines the angle of rotation when a certain pattern is restored. It is possible to 

achieve a smooth color change in the image when the hologram is rotated. Relief parameters: namely the depth and type of the 

profile, which determine the brightness of the radiation diffracted from a particular pixel. The brightness of diffracted radiation 

is determined by profile depth and type and grating area. The parameters of the diffraction gratings can be simply described in 

the HSB colorimetric system, where the grating period corresponds to the Hue coordinate, and the brightness of the diffracted 

radiation corresponds to the coordinates of the Saturation and Brightness. 

The original image for rainbow holograms in most cases can be created using image editors on the computer. The result is a 

raster image file, in which the image is represented as a finite set of pixels [2]. Image dot form a graphic pixel with diffraction 

gratings located at a very small distance from each other. The perceived color of a pixel is coming result of diffraction in 

different holographic gratings. Pixels contain information about the color described in the RGB colorimetric system [3-4]. There 

are known formulas for converting color coordinates between colorimetric systems HSB and RGB. This fact allows us to 

calculate the parameters of holographic diffraction gratings from the input image file. 

Fig. 1. ICI color chart. 

Although color acquisition using the RGB system is widely used in many areas, and the RGB system can be used display a 

wide range of colors, but it still can not cover all possible colors in the ICI chart. To expand color range reproduction by means 

https://en.wikipedia.org/wiki/Additive_color
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of diffraction gratings, method of color reconstructing in the ICI colorimetric system (1931) is used. The ICI and RGB 

colormaps are illustrated on Fig. 1. 

Any three different diffraction dots representing three different wavelengths can form any color within the ICI diagram. X, Y, 

Z are the color coordinates, the vertices of the triangle in which the color is formed. According to the ICI theory, as shown in 

Fig. 2, the required color is the color having the coordinates x0 y0 and the intensity V0 denoted by [(x0, y0), Y0]. The three 

selected points have the following coordinates (x1 y1), (x2 y2), (x3 y3). The intensity of the diffracted light at these three points 

of light will be denoted by Y1, Y2, Y3. Then, knowing the coordinates of these points, through non-complex calculations, one 

can come to the definition of the required coordinate. 

 

 

 

 

 

 

 

 

Fig. 2. Forming a color at a point inside the triangle with vertices given by three diffraction points. 

The intensity of the diffracted radiation (shown in Fig. 3.) depends on the number of points with diffraction gratings, the 

more points, the greater the intensity, and, consequently, the brightness of the pixel. 

Fig. 3. Schematic representation of a graphic pixel with different intensity of its constituent elements. 

The required number of points of each previously defined color depends on the geometric distance in the ICI color chart 

between the desired color and the three primary colors. In this case, the intensity of the reflected light corresponds to the number 

of points used to represent the primary color. 

3. Conclusion 

Selecting a sufficient number of diffraction points that create colors close to the border of the ICI color chart, almost all the 

colors located inside the diagram can be easily display by combining different diffraction pixels. Representation of the image in 

the ICI colormap system allows to provide a larger color spectrum than RGB. 
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Abstract 

A model of phase field has been developed to investigate the microstructure evolution during selective laser melting (SLM) of metal powder 
bed. A two-component (degree of order, orientation field) ordering parameter has been used, for which the permissive relationships have 
been derived reasoning from the principle of entropy production positivity. The application of this principle has made possible obtaining the 
thermodynamically agreed evolutionary equations for the components of the ordering parameter, conjugate with the fields of temperature, 
admixture concentration and elastic deformations for the non-isothermal conditions of crystallization of pure metal melts and 
multicomponent alloys. The model of the microstructure is adjoint with the macroscopic thermodynamic model of SLM that accounts for the 
processes of heat transfer, thermo-capillary convection and evolution of the melt free surface. 

Keywords: additive manufacturing; selectiv laser melting; powder bed; phase field method; multiscale model; microstructure; elastic stresses 

1. Introduction 

Powder-bed selective laser melting (SLM) is a promising metal additive manufacturing (AM) technique for producing 
complex structures out of powders (or their mixtures) in a layer by layer fashion The process creates 3D solid objects by 
bonding powdered materials using laser beam energy [1-4]. This technology is practically non-waste and universal, as it makes 
use of a wide enough range of initial powders with the sizes of particles from 10 nm to 100 μm [1, 2]. The SLM process is 
determined by a large number of factors, such as energy source power, scanning speed, physical and chemical properties of the 
initial material, etc. Noteworthy also are the interrelation of factors affecting the process and the presence of many interacting 
processes: absorption and scattering of laser radiation energy by the substrate matter and powder particles, heat conduction and 
convection, evolution of the melt free surface at the cost of capillary (thermo-capillary as well) forces, evaporation, shrinkage, 
crystallization, formation of the microstructure and stressed state of the synthesized object [4]. 

It is known from the experiments that various microstructures (cellular, dendritic, cellular-dendritic structures) emerging at 
the stage of melt crystallization define to a large extent the physical and mechanical characteristics of the product to be 
synthesized, so it is essential that the process of microstructure formation should be controlled. The best applicable basis to 
exert this control is mathematical simulation that allows for establishing a linkage between the SLM process parameters and 
the quality of the build parts.  

Unified simulation of crystallization in SLM involves serious difficulties. The main problems are related to the description 
of the complex interaction of the nonlinear processes taking place at different scale levels, from the level of interaction 
between a single growing crystallite and the metastable melt to the macro-level (the description of heat-mass transfer at the 
level of the whole system). The existing models of crystallization process developed in the framework of one scale level are 
capable of describing rather complex phenomena (formation of dendrites, growth of crystalline grains, porosity, etc.) at their 
levels. Despite this, nevertheless, the recent new lines of investigations deal with joint models of micro- and macro-levels [5]. 

Our previous work [6] has suggested a multiscale model of the processes of crystallization and microstructure evolution in 
laser surfacing with coaxial injection of metal and alloy powders. In [7], consideration is given to the macromodel of the 
processes that is a part of the multilevel model of crystallization in laser surfacing. Work [8] presents a numerical multiscale 
model of melting of the metal powder layer for the conditions of permanent heat flows. 

The present work is aimed at the development of a model of solid-phase microstructure formation in SLM of a powder bed, 
applying two-scale approximation. The essence of the model is that in the physico-mathematical description of the 
crystallization problem the physical processes are presented as a group of related processes progressing at different spatial 
scales and exhibiting mutual influence. At each level, a model of crystallization process is developed that allows for the 
features of melt behavior at this level. This fact defines the range of problems for submodels as well. 

The microstructure evolution is described by the equation for the two-component (degree of order, orientation field) 
ordering parameter, conjugate with the equations of heat conduction and admixture diffusion, as well as with elastic 
stress/deformation that accompanies the phase transformation (PT). The microstructure model is adjoint with the macroscopic 
thermodynamic model of SLM that accounts for the processes of heat transfer, thermo-capillary convection and evolution of 
the melt free surface (liquid-gas interfaces). The macromodel gives self-consistent consideration to the distribution of 
temperature and melt velocities depending on the SLM process parameters (beam power, scanning speed, powder layer). 
Modeling of the free surface evolution is performed by the method of volume of fluid (VOF). 

 



Computer Optics and Nanophotonics / F.Kh. Mirzade, A.V. Dubrov 

3rd International conference “Information Technology and Nanotechnology 2017”    109 

2. Phase field model 

The investigation of microstructures in melt crystallization using the classical (Stefan-type) model presents a rather difficult 
task, as it calls for the development of special algorithms for an explicit definition of the shape of the interface. Best suited for 
this purpose is the employment of the continuum model of phase field (MPF) relying on Landau-Ginzburg principles of 
weakly non-equilibrium thermodynamics and formalism of PT. 

In contrast to the classical model that uses the notion of a sharp boundary, the continuum model follows the concept of a 
diffusion interface between the liquid and solid phases. With this approach, the shape and relative position of the phases 
making up the microstructure are described by the variables of the phase field (or of the ordering parameter), which are 
governed by a set of nonlinear differential equations conjugate with the equations of heat conduction and concentration. The 
ordering parameter is smoothly varied over the width of the narrow transition area, describing the inner structure of PT. Away 
from the interface it has a constant value corresponding to the structure, orientation and their composition. Therefore, the MPF 
is a convenient instrument for the numerical investigation of crystallization that does not require explicit tracking of the 
interface in the course of the microstructure evolution; the phase boundary position is here determined as the phase field 
isoline. 

The MPF was applied to a wide range of problems, including the growth of dendrites in pure metals; dendritic, eutectic and 
peritectic growth in alloys; microsegregation of the admixture on fast solidification, etc. The thermodynamically agreed MPF 
were considered in a number of papers [9-13]. The derivation of evolutionary equations in these works is based on the main 
principles of irreversible thermodynamics. To describe the melt crystallization (micro-level problems) in SLM, we represent 
the derivation of the dynamic equations for the MPF with regard to elastic (thermal, concentration, and phase) stresses 
accompanying the process of non-isothermal PT.  

To obtain the governing equation of the MPF, make use of the formalism suggested in [9]. Consider an arbitrary region 
having volumeV, where the binary metal (a-b) undergoes the liquid-solid (L-S) PT. Restrict ourselves to the 2D variant of the 
problem and introduce the characteristic of the material phase state – the ordering parameter consisting of two variables 

    ,t t r, r,  [14]. The variable  , t r  can be interpreted as the degree of the material ordering in the microvolume with 

the radius-vector r  at the moment of time t ; 0   corresponds to the liquid state, and 1   – to the crystalline state. The 

narrow region, where 0 1  , corresponds to the phase interface. The   variable describes the crystalline phase orientation 

(crystallization orientation field). It is determined as 0N  , where   is angle between one of the main crystallographic 

directions and the X-axis in the chosen coordinate system, 0N  is the order of the symmetry axis of the grating type under 

study. It is apparent that  00, 2 N  . 

For an arbitrary subvolume of the region V  under consideration the functional of total entropy will be written as 

  2 22 21 1
2 2( , , )E с u dv     



       
                                                                                                       

(1) 

where ( , , )с u   is the entropy density; ( , )u tr  is the internal energy density; с  is the concentration of the dissolved matter 

(admixture):   and   are the positive parameters, which can be the functions of the ordering parameter. The gradient terms in 
(1) allow for the contributions to entropy at the cost of the interphase boundaries. In the employed functional, the gradients of 
ordering parameters are only taken into account; the gradients of temperature and concentration in the explicit form are not 
included (they are supposed to be smallish).  

The anisotropy of the surface energy can be taken into consideration, supposing that the coefficient   is a function of  , 

 0   
 
where 0 0  , 0 0/ N    . The variable 0  is the angle between the X-axis and the normal vector  n  at 

the interface. Thus,  characterizes the orientation of the interface normal vector in relation to the neighboring growing 
crystallite. The third term in (1) takes account of the influence of misorientation of the neighboring crystals. It is supposed that 
this influence depends on the material ordering, so for   we have  0    , 0 0  . 

Applying the local conservation laws for concentration and energy, as well as the second law of thermodynamics, obtain 
0,ij iju e  q

                                                                                                                                                     
(2) 

0,c  j                                                                                                                                                                  (3) 

where  сM E с  j  and  uM E u  q  are the fluxes of concentration and energy, respectively; , 0c uM   are the 

constants describing the dissolved substance diffusion and heat conduction; ij  and ije  are the tensors of stresses and 

deformations, respectively. The third term in (2) characterizes the variation of inner energy due to elastic deformation. 
Entropy production in the volume V  can be calculated by subtracting the entropy flow through the surface from the 

rate of entropy variation E in V : 

prod

A

G E da
T

     
 

q
p n ,                                                                                                                                        (4) 

where A  is the surface of   with the outer normal n ,  
2 I             p
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( I  is the unit tensor, ( )d d     ). In the integrand in (4), Tq  is the entropy flow due to heat conduction, p  is the 

entropy flux related to changing of phase variables (degree of order, orientation of the growing crystal) at the boundary of   
volume. 

 By substituting expression (1) into equation (4) and applying the divergence theorem, find for the second law of 
thermodynamics ( 0prodG  ) 

0h h dv
T    



         


q
,                                                                                                                               (5) 

where the following designations are introduced: 

  2
,h I J                

 2
h       

 
( J  ii jj  is the tensor with the orthonormal basis  ,i j  in the Cartesian coordinate system, ( )d d     ). Hence, we 

have the local expression 

0h h
T          

 

q
 .                                                                                                                                        (6) 

Further, applying the law of conservation of energy (2) and using Gibbs equation for free energy ij ijg u T e    , write 

inequality (6) in the form: 

0ij ijg T T h h e
T              

 

q
.(7) 

The time derivative of free energy ( g ) is represented as 

ij
ij

g g g
g T

T
 

 
  

  
  

 
Then inequality (7) takes the form: 

0ij ij
ij

g g g
h T h T T T e

T T    
 

                              

q
.                        (7) 

The positivity of entropy production can be locally assured having chosen the following relationships for the thermal flow 
and the time derivatives of variables of the ordering parameter: 

1
eM

T
 q ,                                                                                                                                                                 (8) 

  2 1

2

g
I J

T

     


          
,                                                                                                             (9) 

 2        ,                                                                                                                                          (10) 

where g T    , ij ije g    ,  0     is the function describing mobility. 

Equations (2), (3) and (8)-(10) represent the set of master equations for the phase field, admixture concentration and energy. 
For the densities of Gibbs free energy ( ( , , )g с T ) and internal energy ( ( , , )u с T ) in case of regular binary alloys we have 

the expressions [10] 

     ( , , ) (1 ) ( , , ) ( , , ) 1 ln (1 ) ln(1 ) ,
m

RT
a ij b ij vg с T c g T e cg T e с с c c c c                                                   (11) 

( , , ) (1 ) ( , ) ( , )a bu с T c u T cu T     ,                                                                                                                       (12) 

where ,a bg  and ,a bu  are the classical densities of free energy and inner energy of the substances a and b, respectively; R  is the 

gas constant; mv  is the molar volume;     is the alloy imperfection parameter. The densities of inner energies of the 

substance a and b are written as 

 , , ,( , ) ( ) ( ) ( ) 1 ( ) ,S L
a b a b a bu T p u T u T p      

where ,
, ( )S L

a bu T  are the internal energies of the solid and liquid phases of the substances a and b at the temperature T; the 

interpolation function ( )p   determines the dependence of the internal energy on the medium order. It is chosen in such a way 

as to offer a description of the interface L-S of a finite width, where 0 1   (the free energy potential has its minima at 

0   and 1  ). In accordance with [9]:  3 2( ) 10 15 6p       , (0) 0p  and (1) 1p  . 

Further, representing ,
, ( )S L

a bu T  as the linear dependences on the temperature:  , , , , ,
, , ,( ) ( )S L S L a b S L a b

a b a b m a b mu T u T C T T   , where 

,
, ( )S a b

a b mu T  are the inner energies of the solid and liquid phases at the melting temperature ,a b
mT T , ,

,
S L
a bС

 
are their heat 

capacities, we have 

 , ,
, , , ,( , ) ( ) ( )S a b a b

a b a b m a b m a bu T u T C T T p L    
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(    , , ,
, , , , ,

S a b L a b a b S L
a b a b m a b m m a b a bL u T u T T     

 
is the latent heat of the components, , , ,

S L
a b a b a bC C C  ). Thereafter, using the 

thermodynamic relation ij ijdg sdT de    for the densities of free energies of the components ,a bg  after integrating obtain 

 , ,
, , ,( ) 1 ( ) ( )a b a b

a b g a b m a b ijg Td L T T e p         .                                                                                               (13) 

Here, , ,
, ,3 2a b a b

g a b m a bT    ( ,a b  is the surface energy of the L-S  boundary; ,a b  is the PT front width (the typical scale of 

the phase field length) is the height of the energy barrier related to the interphase boundary (L-S); ( )d   is the double-wall 

potential. The term , ( )a b ije  in the right side of (13) describes the effect of the elastic fields of deformations on the potential, 

which is due to PT: 

 , 0
( )

ije S L
a b ij ij ij ije de    . 

Then, making use of the thermodynamic relation    1

, ,u c T c
T g         find that the gradient of entropy density is 

1(1 ) (1 )a bс c T c c             ,                                                                                                                 (14) 

where    , 1 , ,
, 0 ,( ) 30 ( ) 1a b a b a b

a b g m a b ijd d T L T T e           ,      30 L Sd d d          . In deriving (14), we 

have taken into account that      S L S p         and ( ) 30 ( )p d   . 

We have the following expressions for the energy flows ( q ) and impurity concentration ( j ), respectively: 

2
eM

T
T

  q ,                                                                                                                                                            (15) 

      

   

(1 ) 1

2 (1 )

1 2 ( )

1 ,

m

m

c c v
a b a b ijR

c c v
RT

D T c p e

D c

     

  

 



             
    

j

                                                                       

(16) 

where , ,a b a b ijd de   ;  ( ) ( )S L SD D p D D     is the diffusion coefficient that is linked to the cM  parameter by the 

relationship: 1( ) (1 )c mM D v c c R   . 

Substituting (11), (12) and (13)-(16) into (2), (3) and (9), obtain the final forms of the governing equations for the phase 
field  

           22
0 0

1(1 ) ( , , ) ( , , ) (1 ) ,a ij b ij

I J

c T e c T e T c c

              

  

        
      

                                                                                (17) 

orientation field 

      22
0 0               ,                                                                                                               (18) 

energy 

 2 ( ) 3e T ij ijСT T p L d T e              ,                                                                                                      (19) 

and concentration 

 

    

2 (1 )

1

1

1 2 ( ) ,

mc c v
RT

c b a a b ij

с D c

M T c p e

 

    





       
                                                                                          

(20) 

where 2 (1 )e a bM T с c      is the heat conduction,  (1 ) a bС с С cС   , (1 ) a bL с L cL   .  

 If the thicknesses of the interphase boundaries of the binary alloy components are a b    , the phase field equation 

(17) is much simplified and takes the form: 

          

   

22 2
0 0

2 1
0 1 22

1
( ) , , ( ) (1 ) ,ij

I J

с p с T e d T c c

              

     




         
          

where 

    12
0 6 2 a b

a b m mT T   


   ,    1 1 11 ,a bс с с            2 2 2, 1 ,a bс T с T с T      

 ,, , ,
1

2
1a ba b b a a b

m m
a b

T T



 

 


,           , ,
2 , ,2

0

1
, 1a b a b

ij a b m a b ijT e L T T e
T

 


     . 

In this case, equation (20) for the concentration is reduced as follows 

     

   

2 (1 )
0 1 2

1

1
1 ( ) 30 , , ( )

1 2 ( ) ,

mc c v
ijRT

a b ij

с D c m c p c T e p

T c p e

     


    





            
           

where 



Computer Optics and Nanophotonics / F.Kh. Mirzade, A.V. Dubrov 

3rd International conference “Information Technology and Nanotechnology 2017”    112 

 
 0

6 2 m a b

a b
m m

v
m

R T T

 



,       1 1c d c dc   ,    2 2c d c dc   . 

The fields of elastic strains can be expressed in terms of the phase field relying on the condition of mechanical equilibrium: 
0j ij  ,    ( ) 1 ( )S L

ij ij ijp p       .                                                                                                                (21) 

 The stress tensors of mono phases are represented as 

   , , , , ,
0 02 3 ,S L S L S L S L S L

ij ij ij ij с T ve c c T T                u
                                                                    

(22) 

where ,S L  and ,S L  are Lamé moduli of elasticity, , , ,2 3S L S L S L     is the isothermal compression modulus, ,S L
c  and 

,S L
T  are the coefficients of volumetric concentration and thermal expansions, respectively. In (22), the last term including vol   

allows for the stresses generated because of the difference in the volumes of L  and S  phases. ii i ie u x    u  ( u  is the 

vector of elastic displacement). 

           
    

1
0

0 0

2 3

,

l
ij ij ij ij ij сd

T v

u c c

T T

          

    

      
   

u u

                                                                       

(22а) 

where 

  ( )l p       ,   ( )L p       ,  , , ,( )L
c T c T c Tp       ,   0 ( )v p    , 

S L     ,   S L     ,   , 0 , ,
S L

c T c T c T      ,   0
S L   . 

Under certain assumptions, several existing models of the phase field can be produced from the obtained micromodel. For 
instance, the removal of the equations for orientation field, diffusion and stresses from the model (17)-(21), reasoning that 

0  , 0с   and 0ij  , will result in producing the model of pure substance crystallization (Wang and coauthors [9]). If 

T const , 0  , 0ij  , as well as   0  
 
(an ideal alloy), the Warren and Boettinger [10] model for isothermal 

crystallization of binary alloys will be obtained. 
In the case that the elastic properties of the liquid and solid phases on PT are identical ( 0     ), and the variations of 

the temperature and admixture concentration are insignificant ( 0 0,T T с с  ), the phase field model is considerably 

simplified, and for 2D systems, it takes the form: 

          
 

22
0 0

1
0 0( ) ( ) ,g

I J

d p T

              

   

        
   u

                                                                                (23) 

 0 ( ) 0i j j ip u         u .                                                                                                                           (24) 

The equation for the orientation field ( ) remains unchanged. Fourier transform permits rewriting equation (24) as 

ˆ ˆ ˆ 0i j j v i j j ik k u i k p k k u     . 

Then we sum (
i )  both the parts of this equation after prior multiplying by ik . As a result, find the following expression 

for the Fourier components of elastic displacement: 
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. 

This solution makes possible the exclusion of the displacement field from the phase field equation (23). 
Consider now the isotropic 1D definition of the problem (23) and (24) under the conditions: 00, с с   . Suppose also 

that the orientation field of the whole volume is uniform ( 0  ) and constant, and the interface orientation is 0  . In this 

case the phase field  z   describes the 1D two-phase region where the melt (with 0  ) corresponds to z  , and the 

crystal (with 1  ) agrees to z   . It is anticipated that the interphase region where   is varied between 0 and 1 is 

located near 0z  .  
For the conditions of the imposed two-axis deformation 0xx yye e e   we have from (22) for the stress tensor components 

( ,xx yy  ): 

 0 0

18

3 4xx yy e
  

 
  


. 

Accordingly, the following expression can be written for the elastic energy potential: 

 2

0 0
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. 

Hence, the following modification of MPF can be obtained from (17)-(20): 
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(25) 

where 
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After that multiplying both the sides of (25) by d dx  and performing one integration, derive 
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                                                                                                              (26) 

From (26) follows the expression for the equilibrium temperature  
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.                                                                                                                (27) 

Equation (27) characterizes the influence of elastic fields on the equilibrium temperature. The solution of (26) with the 
boundary condition  0, 0f T   has the form: 

 0 0

1/2

.
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d
x x

f T

 



 


 

3. Macro-scale model 

The macro-scale model of SLM describes the dynamics of variation of the macroscopic fields of the temperature, velocities, 
pressure, as well as the evolution of the melt free surface. The knowledge of these fields is necessary in solving the 
microproblem to define the phase fields during crystallization. Fig. 1 shows 
the schematic diagram of the SLM. In the formulation of the macro-scale 
model the following assumptions have been made: the Gaussian and “top-hat” 
distributions of laser beamintensity are considered; laser radiation, when 
absorbed in the powder layer on the substrate, generates a microscopic region 
of melt having a certain depth and width; it also induces the emergence of 
surface forces causing the melt motion owing to the thermocapillary effect at 
the cost of the temperature gradient; consideration is given to the radiation 
intensities  0J  whereby evaporation of the powder particles is practically 

absent. Since metals are intensively evaporated at the temperatures vT T , 

where vT  is the temperature of metal evaporation (at atmospheric pressure), 

evaporation-free regimes are obtainable over a wide range of 
temperatures m vT T T  . Newtonian liquids are considered; all physical 

properties of the liquid except surface tension do not depend on the 
temperature. 

The macro-scale model involves the coupled equations of: 
continuity 

( ) 0
t

 
 


v ,                                                                                                                                                      (28) 

Navier-Stokes 

 ( ) ,div P
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v
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energy transfer 
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h
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v v ,                                                                                    (30) 

where ( )u,v,wv =  is the liquid velocity vector; P  the hydrodynamic pressure; L L     the viscosity; h , k  and   are 

the medium enthalpy, heat conduction and density, respectively; las lasQ J  is the intensity of the volume heat source 

associated with laser action at different depths of the powder layer ( J  and las  are the density of laser radiation energy flow 

and the radiation absorption coefficient in the local volume of the powder layer, respectively). ( , ) 1 ( , )S Lf t f t r r , 

0( , ) /L Lf t M Mr  is the mass fraction of the liquid phase formed at the point  , ,x y zr  by the moment of time t ( 0M  and 

LM  are the total masses of metal and liquid phase, respectively). 0Lf   for the solid phase, 1Lf   for the totally transformed 

phase and for the two-phase region 0 1Lf  . In the two-phase region (mushy zone) under study, the mass fraction of the 

liquid phase is defined by the formula   1
1L S S L Lf g g    , here Lg , L  and Sg , S  are the volume fractions and densities of 

the liquid and solid phases.  
The second term in the right side of (29) allows for the variation of angular momentums at the cost of liquid filtration 

through the porous medium (Darcy law), where K  is the medium permeability,  3 10 2
0 10 (1 )L LK K f f    , ( 0K  is the 

empiric constant defined by the interface morphology). 0K   corresponds to the purely solid phase ( 0Lf  ). In this case the 

 
Fig. 1. SLM of a powder bed 
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Darcy term becomes large, and the velocity of liquid decays to zero. K   corresponds to the purely liquid phase 1Lf  , 

when the Darcy term disappears. 
The second term in the left side of (30) deals with convective heat transfer. The first term in the right side of (30) 

characterizes the transfer of heat at the cost of heat conduction; the second term describes the energy flow connected to relative 
movement of the L and S phases. Taking account of the heat flow released by laser radiation is introduced in the model as a 
volume source lasQ proportional to the volume absorption coefficient. The absorption accompanying laser radiation penetration 

into the powder layer is described by the law similar to Bouguer law for the optically uniform media:  0 exp LasJ J z  , 

where 0J  is the density of the energy flow on the layer surface. 

Considering that the enthalpies of the solid and liquid phases are S Sh c T  and  1L L S S mh c T c c T L    , respectively, 

and the mass fraction of the liquid phase is linearly dependent on the temperature     1
,L S L S S Lf T T T T T T T

    
 
( ST  

and LT  are the solidus and liquidus temperatures, respectively), the energy equation is written as 

         S pL L
L

f c Tc T f L
c T k T

t t t

 


  
      

  
v  ,                                                                          (30а) 

where the source term in the right side represents a variation in the enthalpy related to PT. 
In the two-phase zone the density, velocity vector, enthalpy and heat conduction are found by the values of the volume and 

mass fractions [15] 

m S S L Lg g     ,  S S L Lf f v v v , m S S L Lk g k g k  , m S S L Lh h f h f   . 

The boundary conditions on the free surface (liquid-gas interface) allow for convective ( Нq ) and radiation loss ( Tq ): 

Н Tk T q q    ,      0Н cq h T T   ,     4 4
0T E SBq T T    , 

where ch  is the coefficient of convective heat transfer; 0T  is the air temperature; E  is the surface emission coefficient; SB  
is Stefan-Boltzmann constant. 

At the interface of the liquid and solid phases 0v , which agrees with the conditions of non-leakage (the velocity 
component, normal to the surface, is zero) and adherence (the tangential component of velocity is zero). On the free surface of 
the liquid the capillary ( cF ) and Marangoni ( MF ) forces act, which are due to the surface tension gradient associated with the 

temperature field inhomogeneity along the interface (thermo-capillary forces): 

/S L c M     F F F n , 
where     n  is the free surface curvature; n  is the vector of free surface normal,   is the surface gradient operator. 

For most condensed media:      0 m T mT T T T     , 0T mT    . Accordingly, for the total surface force we have 

/ ( ( ))S L T T T     F n n n . 

In the course of SLM the shape of the free surface (the interphase boundary gas-liquid/solid) is changed because of 
convective flows of the liquid on the surface. To define the evolution of the free surface, make use of the transport equation for 
the liquid volume fraction ( ) in the micro-region (VOF model) that has the form [16] 

0
t

 
  


v .                                                                                                                                                         (31) 

If 1  , the microregion is completely filled with metal, if 0  , it is filled with gas. If 0 1  , the micro-region 
contains a free surface. It is evident that 1   , where   is the volume fraction of the gas phase. 

The physical properties of the medium in the transition zone (gas-liquid/solid) is found by the VOF function  

 g m g       ,  p pg pm pgс с с с   ,   g m g       , 

 g m gh h h h   ,   g m g       , 

the values with m index refer to the metal and the values with g index belong to the gas. 
The surface forces ( /S LF ), acting per unit of free surface area can be transformed to the volume forces by Dirac delta 

function    , i.e.  

 / / ( ( )) .vol
S L S L T T T            F F n n

 
Accordingly, for the volume sources in the energy equation we have:  

   vol
H L lasq q q Q   

. 
The normal to the free surface is found by the gradient of VOF function:    n , and its location is defined with the 

help of  VOF function itself.  
The set of equations (28)-(31) represents a macroscopic thermodynamic model of SLM. In combination with the 

appropriate boundary conditions it permits defining the temperature distribution, the velocity fields of thermo-capillary flows 
and the profile of the melt free surface depending on the regimes (beam power, scanning velocity) of the SLM process. 

For the purpose of numerical calculation using the outlined model, the program software has been developed. Its realization 
involved the C++ class library of numerical modeling OpenFOAM2.4. The finite volume method was applied on the 
unstructured hexahedral mesh [17]. 
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The initial powder layer was applied by specifying the nonuniform original structure of the field of metal phase volume 
fraction ( ). The powder particles were given as the distributed spherical regions. The PISO algorithm was used to solve the 
continuity and Navier-Stokes equations for the liquid dynamics. The transport equation for the volume fraction is calculated by 
the MULES method [18]. The energy equation is solved by the “enthalpy – porosity” method using the implicit scheme [19]. 

The 3D distribution of the volume fraction of the metal phase in the operating region has been obtained. Fig. 2 presents the 
examples of calculating the evolution of the metal phase field structure under the scanning action of laser radiation of 200 W 
power on the pre-poured layer of the particles of Inconel 718 powder (the particle size 40μm, the scanning velocity 1.7 м/s). 

Fig. 2 displays the specific effects accompanying the SLM process – melting of the metal particles, wetting of the solid 
metal with the melt, coalescence of the liquid droplets. The calculated distributions also demonstrate the development of 
widespread defects in SLM technology, e.g. residual porosity inside the solidified metal in the form of gas bubbles, incomplete 
penetration and bonding of the substrate metal and the particles. The obtained results suggest that the capillary effects make a 
decisive contribution to the dynamics of the liquid phase and, correspondingly, to the final profile and structure of the deposed 
layer.  

 

Fig 2. The distribution of the metal phase during scanning two consecutive tracks. 

4. Conclusion 

The mathematical statement of the problem of crystallization and evolution of solid phase microstructure in the course of 
SLM of a powder compact has been formulated and substantiated by the use of two-scale approximation. The microstructure 
formation is described by the equation for the two-component ordering parameter (degree of order, orientation field), conjugate 
with the equations of energy transfer and impurity diffusion, as well as by the elastic stresses accompanying PT. In formulating 
the elasticity equation the constitutive relations were used which relate the elastic stresses to the fields of strains, temperature, 
concentration, as well as to the ordering parameter. The model under study was constructed on basis of the unified entropy 
functional and the law of its increment (entropy production positivity) that is also valid for non-isothermal conditions, which 
agrees with the principles of thermodynamics of irreversible processes. The particular cases of the derived evolution equations 
have been discussed. 

The model of microstructure is adjoint with the macroscopic thermodynamic model of SLM. At the macrolevel, taking 
account of the heat transfer processes, thermocapillary convection and free surface evolution receives primary attention. The 
macromodel can find application in forecasting thermal flows and melt velocity fields depending on the technological 
parameters (beam power, scanning velocity) of the SLM process. Modeling of the free surface evolution involved the 
application of the VOF function. The data obtained from the macrolevel (e.g., heat removal rate) can be used as the input 
parameters in formulating the boundary conditions for solving the microproblem as well. The macroproblem has been 
numerically realized, and the test calculation of the metal phase distribution has been conducted. 

The developed model can provide the basis for predictive investigation of the formation of microstructure and stress-strain 
states which is requisite for the control and optimization of the additive SLM technologies of synthesis of polycrystalline 
materials. 
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Abstract  

This work presents a study of the influence and compensation of aberrations in optical imaging systems by superimposing surfaces described 

by Zernike polynomials. The aim is to investigate how to compensate for aberrations and their effectiveness when dealing with aberrations of 

different types. The study is done in the Zemax packet by modeling the optical imaging system and passing test images through it. 

  

Keywords: wave aberrations; Zernike polynomials; imaging optical system 

 

1. Introduction  

The aberration of the optical system is the deformation of images that occur at the output of the optical system. The name 

comes from the lat. Aberratio - evasion, removal. Deformation consist in the fact that the optical images do not completely 

correspond to the object. This is manifested in the blurriness of the image and is called monochromatic geometric aberration or 

color image - chromatic aberration of the optical system. Most often, both types of aberration appear together. 

In the paraxial region, the optical system works almost perfectly, the dot is represented by a point, and the straight line is a 

straight line, etc. However, as the point moves away from the optical axis, the rays from it intersect in the image plane not at one 

point. Thus, a circle of dispersion arises, i.e. there are aberrations. The dimension of the aberration can be determined by 

calculating the geometric and optical formulas through a comparison of the coordinates of the rays, and also approximately using 

the formulas of the theory of aberrations [1]. 

There is a description of the phenomenon of aberration in both the ray theory (deviation from identity is described through 

geometric aberrations and ray scattering patterns) and in the representations of wave optics (the deformation of a spherical light 

wave along the path through an optical system is estimated). Usually, ray theory is used to characterize optical systems with 

large aberrations, otherwise the principles of wave optics are applied. 

As a rule, analysis of wave aberrations is performed on the basis of Zernike polynomials [1-4]. In [5-8], it was proposed to 

use a multi diffractive optical elements for an optical wavefront decomposition on the basis of Zernike polynomials. Moreover, 

the use of optical elements that are consistent not only with Zernike functions, but also their superpositions, makes it possible to 

perform optical measurements ensuring the restoration of the shape of the wave front [9-11]. 

In this work, we investigate the effect of aberrations described by Zernike polynomials on the imaging properties of an optical 

system using the Zemax packet [12].  The aim of the work is to investigate methods of aberration compensation [13-15] and 

their effectiveness in dealing with aberrations of different types. 

2. Modeling of wave aberrations by varying the coefficients of a polynomial surface 

The first stage will be modeled several surfaces described by Zernike polynomials. For this part, an optical system consisting 

of two refractive lenses is used, one of which is the surface under investigation. Light with wavelengths of 450, 550 and 650 nm 

is transmitted through such a system. As an estimation of aberration distortions, an image of the Latin letter "F", passed through 

the described optical system, is considered. The most interesting are the coefficients - "Zernike standard coefficients".  

.   

Fig.1.   Two-dimensional scheme of the optical system 

There are even and odd Zernike polynomials. Even polynomials are defined as:  𝑍(𝜌, 𝜑) = 𝑅𝑛𝑚(𝜌) cos(𝑚𝜑), and odd as: 

𝑍𝑛−𝑚(𝜌, 𝜑) = 𝑅𝑛𝑚(𝜌) sin(𝑚𝜑). Where m and n are nonnegative integers, such that n> m, φ - azimuth angle, and ρ - radial 

distance 0 <= ρ <= 1. Zernike polynomials are limited in the range from -1 to +1. Radial polynomials are defined as: 𝑅𝑛
𝑚(𝜌) =

∑
(−1)𝑘(𝑛−𝑘)!

𝑘!(
𝑛+𝑚

2
−𝑘)!(

𝑛−𝑚

2
−𝑘)!

𝜌𝑛−2𝑘
(𝑛−𝑚)/2
𝑘=0   
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Table.1. The result of simulation of wave aberrations by the Zernike row decomposition. 

The value and order 

of the coefficient to be 

set 

«Zernike standard 

coefficients» 

Diagram of point dispersion 

«Spot diagram» 

Test image after passing 

through the simulated system. 

 

 

 

Zernike 2 = 1.3 

 
  

 

 

 

Zernike 3 = 1.0 

 

   

 

 

Zernike 4 = 0.008 

  
  

 

 

Zernike 5 = 0.04 

  
  

 

 

Zernike 6 = 0.05 

 
 

  

 

 

Zernike 10 = 0.5 
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The orthogonality of the Zernike polynomials gives them great advantages when analyzing aberrations in comparison with 

the exponentiation basis. The main advantages are: 

1) The absolute values of the coefficients of the decomposition in the Zernike polynomials decrease with increasing degree 

of polynomials, that is, the Zernike row, as a rule, always converges, which cannot be said about the exponentiation 

rows; 

2) Each coefficient of the row gives the contribution of aberrations of a given type and order to the total wave aberration 

from the position of mutual balance of all types of aberrations. This means that the individual types of aberrations 

represented by the Zernike polynomial decomposition affect image quality quite independently of each other. 
 

Table 2.  The result of compensating wave aberrations. 
Values of the coefficients 

of the basic and 

compensating surfaces. 

«Zernike 

standard 

coefficients» 

 

 

Wavefront map 

Diagram of point dispersion 

«Spot diagram» 

      2nd order 

Zernike 1 = 22 

Zernike 2 = 22 

  

 
 

3nd order  

Zernike 1 = 10 

Zernike 2 = 10 

  

 

 

 
4nd order  

Zernike 1 = 1.3 

Zernike 2 = 1.3 

 
 

 
5nd order 

Zernike 1 = 1.0 

Zernike 2 = 1.0 

 
  

6nd order  

Zernike 1 = 1.0 

Zernike 2 = 1.0 

 

   

10nd order  

Zernike 1 = 1.0 

Zernike 2 = 1.0 
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In each case, the coefficients of different orders are taken, from 1st to 10th, they are assigned the maximum values at which 

the test image preserves the original contour and sharpness. The parameter "Zernike max term" is set to 16, it is responsible for 

the number of polynomial surface parameters. 

As can be seen from Table 1, the variation of the coefficients of the polynomial surface leads to deformations in the point 

dispersion diagram of and on the test image passed through the test system. 

3. Investigation of compensation of aberrations in the optical system 

In this section, we study the compensation of aberrations in a test optical imaging system by superimposing surfaces described 

by Zernike polynomials. The aim is to search for the maximum efficiency of compensating wave aberrations by adding a second 

polynomial surface. The effect is achieved due to the complex conjugacy of polynomials. 

The optical system used consists of two mirrors arranged at a certain angle to each other and an auxiliary paraxial surface used 

to parallelize the incoming light beam. In both mirrors there are polynomially described surfaces. 

As can be seen from Table 2, the addition of the second Zernike surface allows us to compensate for the simulated 

aberrations in the optical system. 

 

Fig.2. Optical system of two mirrors. 

4. Conclusion  

The decomposition of the wave aberrations in the Zernike row was conducted in this work. Wave aberrations of various types 

were modeled and their effect on image quality in optical systems was examined. An optical system of two mirrors with two 

polynomial surfaces is simulated. The first surface was used to model the aberrations themselves, the second was used to 

compensate them. The principle used is based on the complex conjugacy of polynomials.  

The possibility of compensation of wave aberrations by superposition of surfaces described by Zernike polynomials is 

investigated. The maximum values of aberrations that can be compensated for by relatively effective compensation due to the 

use of polynomial surfaces were obtained. 

The study was carried out in a Zemax packet by modeling test optical imaging systems, and passing test images through them. 
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Abstract 

This paper presents overall results of two years experience in executing tasks defined in article “Quo Vadis” written by the Editor-in-Chief of 

the journal of Computer Optics, Corresponding Member of RAS V.A. Soifer (Computer Optics 2014; Volume 38, Issue 4). The main 

bibliometric indicators of the journal in SCOPUS citation database are compared with similar metrics of some most relevant periodicals. The 

paper declares some important events to be held in 2017. Based on the current progress of the journal, new objectives of its further 

development are defined, and major events targeted for 2017 are discussed. 

Keywords: scientific journal; journal promotion; bibliometric indicators; SCOPUS; comparison of metrics; quartile; development plan 

1. Introduction 

The scientific journal of Computer Optics has been issued since 1987 in Russian and English languages. During this period 

totally 40 volumes were published, including over 1.500 scientific articles. From 2007, the journal was issued 4 times a year. 

In the mid 2014s, the Editor-in-Chief of the journal, Corresponding Member of RAS V.A. Soifer in his article “Quo Vadis” 

[1] set new tasks for the authors and the editorial team, the majority of which required at least two years to be implemented. 

Execution of tasks defined in [1] allowed the journal to significantly improve its bibliometric indicators [2-3]. 

2. Results of two years development  

In 2015, we published five issues of the journal in Russian and recommenced publishing its English version entitled 

Computer Optics Selected Papers (it included articles translated into English and published in previous issues of the journal of 

Computer Optics). From 2016, the journal has been published 6 times a year, plus one more issue of Computer Optics Selected 

Papers published additionally. This allows us to reduce deadlines for publication of peer-reviewed papers to two or three 

months. 

The deadline for papers peer-reviewing was significantly reduced in the last two years. The number of reviewers was greatly 

expanded. Each paper is now evaluated at least by two experts [2], usually being Doctors of Sciences and working in different 

institutions of RAS and some leading Russian universities.  

The Editorial Board of the journal of Computer Optics was also expanded and it now includes, along with leading scientists 

from Germany, India, China and Finland [4], also some famous scientists from the USA, Great Britain and Ireland.  

According to international standards, the journal has been added with information on article citations. Each article has been 

supplied with its unique Digital Object Identifier (DOI). Requirements for submitting the References in English have been 

changed, and they are now drew up not according to GOST (Russian State Standard) requirements, but in accordance with 

requirements of the largest international citation database SCOPUS. In Computer Optics, the number of foreign sources in the 

References has been significantly increased too. This drastically raises the prospect of an article to be widely cited in other 

periodicals and thus a citation rate of Computer Optics to be improved [4]. In subsequent issues of the journal, expatriate 

members of the Editorial Board will focus on the number of citations in foreign sources given in the article. Beginning from 

2009, archive materials of Computer Optics are added to SCOPUT database that has an impact on improving the citation rate of 

the journal [5]. We are currently working on adding its issues dated from 2005 to this database. 

Changes have also taken place in the journal content – new publication categories have appeared:  Earth’s Remote Sensing 

Technology, including development of hyperspectral equipment [6-9]; photonic-crystal sensors [10-11]; LED technology [12-

13]; video signal stream processing and some other new methods of image subject processing [14-18]; new types of laser beams 

[19-20]; and academic reviews of up-to-date trends have been published [21-22]. In 2016, for the first time in a long period, a 

full-text English version of the journal of Computer Optics was issued with the articles originally written in English (Volume 

40, Issue 5), which had not previously been published elsewhere. 

The journal of Computer Optics is an Open Access periodical: coordinated pdf-versions of its articles are available in open 

access on the journal website: www.computeroptics.smr.ru; moreover, their publication is free for the authors. We may also 

review or download the articles in Russian and foreign databases, repositories and e-libraries. 

Since 2012, the journal already represented in the Russian Science Citation Index (RSCI) has been peer-reviewed and 

indexed in international scientific citation databases SCOPUS and Compendex that became impactful advances for the regional 

journal with no full-text version in English [5]. Within 2015, the journal began to be represented in CyberLeninka e-library, in 

MathNet, Applied Science & Technology Source Ultimate (EBSCO Publishing), Inspec databases. At the end of 2015, the 

journal of Computer Optics was included into the Russian periodical scientometric database –Russian Science Citation Index 

(RSCI) – within the Web of Science network from Thomson Reuters. The journal RSCI records will allow us to improve its 

quality by conforming to international standard requirements and to increase its bibliometric indicators in Web of Science and 

http://www.computeroptics.smr.ru/
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total integral indicators of Russia due to increasing its accessibility and citation level worldwide [4]. The next step for the 

journal should be its entry to Web of Science Core Collection database. For this purpose, we will proceed to attract new high-

level scientific papers and to expand the authors range, thus providing actual opportunities for fast and open access publication. 

 

3. Facts and figures         
 

Measures taken by the Editor-in-Chief of the journal to fulfill its major objectives have resulted in significant improvement of 

key scientometric indicators of Computer Optics in the most influential Russian and foreign databases. 

Upon its current indicators, the journal of Computer Optics has been almost equated with the Journal of Modern Optics and 

has exceeded some impactful and influential journals such as Optik (Jena), Optical Engineering and Technical Physics Journal. 

In accordance with SCImago Journal & Country Rank indicators, the journal of Computer Optics has entered into the second 

quartile in all relevant subject domains. Its Hirsch index comes up to 10. 

 
Fig. 1. The journal of Computer Optics entered into quartiles in three main areas: Physics and Optics; IT; Electronics (red - the 4th quartile, fawn-colored - 

the 3rd quartile, yellow - the 2nd quartile). 

 
Fig. 2. Key scientometric indicators of the journal of Computer Optics according to SCImago Journal & Country Rank. 

Key scientometric indicators of the journal of Computer Optics in RSCI (data valid as of 2015): 

 2-Years Impact Factor – 1.182 

 5-Years Impact Factor– 0.902 

 article citations in previous 2 years – 506 

 article citations in previous 5 tears – 368 

 the Herfindahl Index (last 5 years) according to citing journals – 1390 

 the Herfindahl Index according to authors’ institutions – 2470 

 the H-Index (last 10 years) – 13 

 total journal citations in RSCI – about 6000.  

Key scientometric indicators of the journal of Computer Optics in SCOPUS database (data valid as of 2015): 

SJR indicator (SCImago Journal Rank) – 0.535 

IPP (Impact per Publication) – 1.185 

SNIP (Source Normalized Impact per Paper) – 1.284 

CiteScore metrics (citations in 2015 Scopus database published in 2012 through 2014 divided by the number of the articles): 

1.22 (in 2016 – 1.59). 

Table 1. Change in the article citation level in Computer Optics (according to SCOPUS database)  

Year Number of articles Number of citations  

2009 41 11 

2010 64 40 

2011 70 48 

2012 80 84 

2013 68 104 

2014 124 260 

2015 106 452 
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Key indicators of Computer Optics according to SCOPUS database compared with the most relevant publications are given 

in details in Figures 3-5.  

Table 2. Key scientometric indicators of the journal of Computer Optics as compared to the most relevant journals  

(according to SCOPUS as of 2015) 

No. Title   CiteScore SNIP SJR 

1 Optics Express 3.78 1.664 2.186 

2 Applied Optics 1.66 1.147 0.898 

3 Journal of Optics 1.44 0.631 0.765 

4 Computer Optics  1.22 1.284 0.535 

5 Quantum Electronics  1.07 1.124 0.631 

6 Optical Memory and Neural Networks 

(Information Optics)  

0.76 1.372 0.344 

 

 

Fig. 3. CiteScore ranking of the journal of Computer Optics as compared to the most relevant journals.  

 

Fig. 4.  SJR ranking of the journal of Computer Optics as compared to the most relevant journals.  

4. Conclusion  

The goal of the present stage of development of the journal is its entry into the Web of Science Core Collection. For this 

purpose, the Editorial Board intends to continue its work in several ways: 

 improvement of publications quality,  
 preparation of various reviews on relevant topics,  
 strict conformance to peer-reviewing and issuing deadlines.  

In 2017, we plan to prepare the third issue of Selected Papers (English versions of the articles published in the journal in 

2015-2016) and a fully English-translated issue (Issue 4, 2017), and to expand a list of reference databases wherein the journal is 

represented.  

https://www.scopus.com/sourceid/29593
https://www.scopus.com/sourceid/21100203110
https://www.scopus.com/sourceid/29653
https://www.scopus.com/sourceid/17600155052
https://www.scopus.com/sourceid/17600155052
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Fig. 5. SNIP ranking of the journal of Computer Optics as compared to the most relevant journals.  
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Abstract 

In this work, we proposed a technique in which two-dimensional (2-D) confinement of light is achieved in one-dimensional (1-D) planar 

waveguide by loading it with a low refractive index material. A waveguide design is based on ZnO/Al2O3 dielectric materials for integrated 

photonics. These waveguides are capable of propagating TE and TM polarization at 0.633 µm visible light. Based on these waveguide 

structures, many optical elements such as S-bend, Y-splitter can be realized which will provide a compact platform for integrated optics. 

Keywords: Strip-loaded waveguide; Beam  propagation  method; visible light; ZnO; Al2O3; Y-splitter 

1. Introduction 

Optical communications through fibre optics have long been the technology of choice for high-speed long distance data links 

[1]. Gradually, as the capacity requirements have increased, the optical links have developed into shorter distance applications, 

such as fiber-to-the-home, local area network, and even into fibre optic interconnects between boards and cabinets. Ultimately, 

optics would be used to interconnect integrated circuits on a board or even to be used in intra-chip interconnects [2, 3]. That is, 

electrical interconnects, which have dominated since the infancy of electronics, are likely to be substituted with optical 

interconnects in some cases [4]. The basic component of any optical circuit is the optical waveguide, which is able to connect 

different optical devices. In order to replace the microelectronic circuits, there is a need to develop integrated optical circuits that 

contain optical waveguides. These waveguides should be capable of confining the light in a size of the order of the wavelength. 

Optical waveguides can be categorized conferring to their geometry, the number of modes, refractive index distribution and 

material. They are designed as energy flow only along the propagation direction of the light but not perpendicular to it, therefore 

radiation losses can be avoided. Generally, optical integrated waveguides depend on the principle of total internal reflection, 

using materials with low absorption loss [5-12]. The waveguide cross section should be small to permit a high-density 

integration, functionally linking devices or systems or implementation of complex functionalities, such as splitters/combiners, 

couplers, AWGs, and modulators. A wide variety of materials can be used with their corresponding benefits and shortcomings. 

The improvement of optical interconnects devices including waveguides will continue through a harmonious collaboration 

among materials and processing technologies, design and fabrication of integrated optoelectronics, and optoelectronic packaging 

technology [4]. 

In this paper, we proposed a technique in which two-dimensional (2-D) confinement of light is achieved in one-dimensional 

(1-D) planar waveguide by loading it with a low refractive index material [13-15]. These waveguides are established on the 

effective index modification caused by a planar waveguide loaded with a material having a different refractive index, which 

causes a lateral confinement of light. Eventually, a lateral variation of the effective index is induced, which depends on the 

dimensions and the refractive index of the top structured region (cladding). As a consequence, a 2D effective index distribution 

is attained, which is capable of lateral confinement of light. Fig. 1, shows the schematic of the strip loaded waveguide.  

Fig.1. Schematic of strip loaded waveguide, where light propagating in the planar waveguide is confined in 2-D by loading the waveguide with low refractive 

index material. 

2. Modeling of the waveguide 

Nowadays, an increasing number of optical modulators, filter and other functions relevant to telecommunication networks 

have been proposed as integrated or embedded in waveguides [16, 17]. Many of them share the widespread feature of being 
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based on the propagation of the light beam inside a waveguide which has been designed to sustain only its fundamental mode of 

propagation to allow lower insertion losses when coupled to optical fibres. For the modeling of such waveguides, we propose 

ZnO (n=1.989 @633 nm) [18] and Al2O3 (n=1.766 @633nm) [19] with refractive index contrast (Δn) of 0.223. The materials in 

which the guided light propagates must avoid scattering and absorption losses in the wavelength range of interest [13]. Three 

layers are deposited on top of the quartz substrate with Low-High-Low refractive indices. At first thin layer of Al2O3 is 

deposited which acts as a buffer while ZnO functions as a core for the propagation of light. As a final point, a cladding layer of 

Al2O3 is deposited on the top of the core layer. The structuration of the cladding layer can be achieved by means of the method 

of [11, 20]. This structured cladding layer provides the lateral confinement of the light by a local escalation in the effective 

refractive index of the planar waveguide. The propagating mode is confined in the region far from the lateral walls of the ridge, 

which can help to avoid the losses that could arise from the roughness of the etched walls [21]. 

2.1. Dependence of the propagation power on the thickness of planar waveguide layer 

Strip loaded waveguide structures were simulated by using Rsoft Beam Prop software [22] which is based on the beam 

propagation method (BPM) in order to obtain the optimized geometrical parameters for the propagation of a fundamental guided 

optical mode at 0.633 µm. The confinement of light under the cladding structure highly depends on the thickness of the planar 

waveguide. We used different thicknesses of the core layer to monitor the power propagation in the area under the cladding 

structure.  The parameters used in this analysis are shown in table 1.  

                                            Table 1. Optimization of core height of strip loaded waveguide at 0.633 µm. 

Design 

no. 

ZnO 
Core height, 

µm 

Al2O3 

Cladding height, 
µm 

Cladding width, 
µm 

1 0.5 1 3 
2 0.7 1 3 

3 0.9 1 3 

In order to simulate the propagation of light along the z-axis, Implicit Crank-Nicolson scheme was used with a grid size of 

0.04 µm in X, Y and Z and by applying the Simple Transparent Boundary Condition (TBC). The power versus propagation 

distance plot for table 1 is shown in fig. 2, where CW and CH are the width and height of the cladding layer, respectively. The 

propagation length of the straight strip loaded waveguide is 3 mm. 

Fig. 2. Power versus propagation distance plot for the designs of straight strip loaded waveguide. 

It is well noting that the planar waveguide with a small thickness is able to confine the light better than the layer with a 

greater thickness, having constant dimensions of cladding layer on top of it. After optimizing the core thickness, next thing is 

to verify the dependence of cladding width and height on the output. 

2.2. Dependence of the propagation power on the width and height of the cladding layer 

       Cladding dimensions play an important role to confine the light in the planar waveguide by introducing an effective index 

distribution. In this section, we verify the effect of the cladding width and height on the propagation power in the core. A power 

monitor equals to the width of the cladding layer is placed in the planar waveguide just under the cladding region. The 

parameters used in this analysis are shown in table 2, where cladding width is varied by keeping the core height and cladding 

height constant.  

Table 2. Optimization of the cladding width of strip loaded waveguide at 0.633 µm. 

Design 

no. 

ZnO 
Core height, 

µm 

Al2O3 

Cladding height, 
µm 

Cladding width, 
µm 

1 0.5 1 1 

2 0.5 1 3 
3 0.5 1 5 
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The power versus propagation distance plot for the designs (table 2) is shown in fig. 3, where CW and CH are the width and 

height of the cladding layer, respectively. The propagation length of the straight strip loaded waveguide is 3 mm. From fig. 3, it 

can be seen that, at 1 µm of cladding width, the light spreads in the full area of the planar waveguide and cladding is unable to 

provide the confinement under it. That is why a drop of power is observed by the power monitor, whereas, at 3 µm, maximum 

confinement of light is obtained. However, multimode appears when cladding width goes beyond 5 µm. The width of the launch 

field was fixing at the width of the cladding layer (in each design) and height of the launch field was equal to the core. From the 

simulation, it was observed that the height of the cladding layer (thickness= 0.2, 0.5, 1, 2 µm) has no such influence on the 

confinement of the light in the planar waveguide. 

Fig. 3. Power versus propagation distance plot for the designs of straight strip loaded waveguide. 

The propagation of light in a waveguide with a design number 1(table 1) and the mode profile at the output of the waveguide 

is shown in fig. 4. Figure 4(a) shows the top view of the waveguide; it can be observed that the mode is travelling in the core 

layer confined under the structured cladding. Figure 4(b) shows the mode profile at the output of the 3 mm long waveguide.   

Fig. 4. Straight strip loaded waveguide (Design 1-table 1) with a fundamental mode at 0.633 microns (a) Propagation of light, (b) Mode profile at the output of 
the waveguide. 

Fig. 5. Simulated results of a strip loaded Y-splitter at 0.633 µm, core height of 1 µm, cladding width and height of 3 and 1 µm, respectively: (a) Mode profile at 

the output of Y-splitter (b) Horizontal cross-section profile of the mode (c) Vertical cross-section of the mode. 
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3. Design of a power splitter structure 

    The behaviour of light in S-bend was investigated by designing a Y-splitter of 10 mm in length. The separation between two 

arms was kept at a safe distance of 24 µm to avoid any evanescence field coupling between two arms. Fig. 5, shows the 

simulation results for the Y-splitter structure at 0.633 µm by using Beam Prop software. The S-bend is made up of two matched 

bends and Y-branch is very long to avoid any field distortion and loss. As is evident from the figure, the optical field at the 

output of the matched S-bends and in the subsequent straight waveguide section is undistorted. The intensity of 0.36 a.u/arm 

was obtained in case of Y-splitter with 24 µm of separation between its arms. As a consequence, the fields at the Y-branch 

output are balanced. The high electromagnetic field confinement in strip loaded waveguide permits the realization of bends 

waveguides with a small radius of curvature.  

4. Conclusion 

      We proposed a 2-D optical confinement of light in ZnO planar waveguide by loaded with a structured layer of Al2O3. Single 

mode waveguides are modeled by optimizing the core and cladding dimensions of the waveguide with the help of Beam Prop 

software. These waveguides are polarization independent and are able to guide light both in TE and TM polarization. Based on 

these waveguide structures, many optical elements such as S-bend and Y-splitter can be realized which can be used for diverse 

optical applications. A power splitter is also modeled for the visible wavelength of 0.633 µm by using the optimal parameters 

derived from the straight strip loaded waveguide. The estimation of total losses in power splitter is nearly 27 % in terms of 

intensity which makes these designs suitable for integrated optics.    
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Abstract 

We consider generation of a perfect optical vortex by three elements: (i) amplitude-phase element with its transmission being proportional to the 
Bessel function, (ii) optimal element with the transmission proportional to the sign of the Bessel function, and (3) helical axicon. Maximal intensity 
of light on the ring is shown to be achieved by using the optimal element. Thickness of the light ring generated by the axicon is approximately two 
times higher than that for other elements. For perfect optical vortices with the radius of several wavelengths we detect the range of topological 
charges, within which the ring radius is almost independent on them. 

Keywords: optical vortex; perfect optical vortex; topological charge; axicon; Bessel function; Fourier optics, Fraunhofer diffraction 

1. Introduction 

In [1], a "perfect" optical vortex (POV) has been considered. Its radius is independent on the topological charge. In [1], POVs are 
generated by using a phase optical element consisting of a set of concentric rings, the thickness of each of which approximates the 
delta function. In [2], POVs are generated by using a conical axicon and a spiral phase plate (SPP). In both works, the POV is 
generated approximately and its quality turned out to be low. In [3], a narrow ring is imaged by using a 4f-setup, but this way does 
not allow generation of a POV in the focus of a high-aperture objective for optical manipulation. In [4], instead of the axicon, an 
amplitude-phase optical element approximating the Bessel mode is proposed. The element in [4] is closest to the optimal phase filter 
proposed in our work. Generation of POV is compared by using 1) an amplitude-phase light field described by a Bessel mode of 
limited radius, 2) by an optimal phase light field, described in [5] and 3) by the phase field generated by using a conical axicon and 
SPP [2]. 

2. Generation of the "perfect" optical vortex by using an amplitude-phase optical element 

"Perfect" optical vortex [1] has the following complex amplitude: 

     0 0, expE in      , (1) 

where δ(x) is the Dirac delta-function, (ρ, θ) are polar coordinates in the Fourier-plane of a spherical lens, n is the vortex 
topological charge. It is seen in Eq. (1) that the radius of an infinitely thin ring ρ0 does not depend on the topological charge. The 
POV (1) can be generated by using an ideal Bessel mode in the focal plane of the lens: 

     0 , expnF r J r in    , (2) 

where dimensional parameter  = k0/f determines the scale of the n-th order Bessel function of the first kind Jn(x). radius of the 
ring with maximal intensity is 0 f k   , where k is the wavenumber of a monochromatic coherent light, f is the focal length of the 

lens. For generation of the field (2) and amplitude mask is needed. In addition, the Bessel function in Eq. (2) is in practice bounded 
by a circular aperture or illuminated by a Gaussian beam. Both these reasons distort the POV and lead to low energy efficiency, 
weak dependence of the on-ring maximal intensity on the topological charge, and to a wider ring. 

3. Generation of the "perfect" optical vortex by using an optimal phase optical element 

Here under the optimal element we mean such optical element that directs the major part of the light into the ring of a specified 
radius. Transmission of such element is [5]: 

     2 , circ sgn expn

r
F r J r in

R
     
 

. (3) 
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In the focus of the lens, the field from the complex amplitude (3) reads as 
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  , (4) 

where r0 = 0, , , 1, 2,..., ,m n m Nr m N r R     . Putting  = f/k in Eq. (4), the argument of the Bessel function becomes 

independent on the parameters f and k and equals r. It can be shown that at 0 = n, Nf/(kR) all terms in the sum are positive and their 
contribution into the light field on the ring is maximal. For the radius of the POV ring to be independent of the topological charge, 
close roots of the Bessel function need to be chosen: n, N = m, M. 

4. Generation of a "perfect" optical vortex by using a axicon 

The POV is often generated by using a conical axicon and a SPP [2]. When light passes through such setup, it is equivalent to 
passing an element with the following transmittance function: 

   3 , circ exp
r

F r i r in
R

      
 

. (5) 

For the first time, optical element (5) was considered in [6] for generation of light pipes. It was also studied in [7-9]. Instead of 
scaling factor of the Bessel function, here the parameter  determines an axicon parameter, related with the vertex-angle of the 
generated conical wave. It is supposed in [2] that in the focus of a spherical lens the light field (5) generates a POV with its 

amplitude distribution described by the function      2 2
3 0, exp expE in        . It is a simplification and the complex 

amplitude of the POV is defined by a Fourier transform of the function (5), taking a much more complex form [6]. The intensity on 
the ring is lower than that for the optimal element (3), but higher than for the amplitude element. The intensity on the ring depends 
on the topological charge, while the ring thickness is approximately two times larger than in previous cases. 

5. Simulation results 

In this section, we describe the simulation results of generating the POV by using the considered above optical elements. The 
simulation parameters are as follows: wavelength of light λ = 532 nm, circular aperture radius is R = 20 mm, and the focal length of 
an ideal spherical lens f = 100 mm, while the Bessel function’s scale factor  is chosen so that R = γ1,20 = 63,6114, where γ1,20 is 
20th zero of the first-order Bessel function ( = 20, n = 1). The POV was simulated for two topological charges: n = 1 and n = 14, 
while the other parameters were kept unchanged. Note that for the Bessel function of order n = 14 we chose the 14th root (ν = 14) 
because γ14;14 ≈ γ1;20 = 63.6114. Figure 1 shows the absolute values of two Bessel functions, |J1(γ1;20x/R)| and |J14(γ14;14x/R)|. It is seen 
in Fig. 1 that both functions are seen to take a zero value at x = R. 

a)  b)   

Fig. 1. Absolute values of the Bessel functions |J1(1,20x/R)| (a) and |J14(14,14x/R)| (b), bounded by the radius R. 

Fig. 2 shows intensity distributions of the POV in the Fourier plane of a spherical lens, obtained with an initial light field in the 
form of a bounded Bessel mode. Parameters of the calculated POVs are given in Table. 1. It is seen in Table 1 that the POV radius 
was not changed with changing of the topological charge. At the chosen parameters, the POV radius is 0 ≈ 50,62. This value is 
different from the value in Table 1 by only 3%. Maximal intensity of the POV decreased by only 5% with an increase in the vortex 
topological charge by almost an order of magnitude. Note that, according to the theory, with the chosen simulation parameters the 
maximum intensity in Fig. 2 should be equal to I1(0) = [kR/(f)]2 ≈ 0,015816. It is consistent with the value in Table 1. Since the 
radius of the ring has not changed and the radius of the aperture R of the optical element has not changed either, the width of the ring 
should not change. Table 1 shows that, indeed, the ring thickness does not change when the topological charge of the optical vortex 
changes. According to the theory, the ring thickness at the selected simulation parameters should be equal to FWHM = 5/2. This 
value differs by 11% from the value of the ring thickness in Table 1. 
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a) b)  

Fig. 2. Intensity distributions of the POV with n = 1 (a) and n = 14 (b) for the initial light filed in a form of the Bessel mode. 

Table 1. Comparison of the parameters of POV, generated with the initial optical field in Eq. (6) (bounded Bessel function) at different topological 
charges n. 

Topological charge n = 1 n = 14 

Radius of maximum intensity ring, 0,  50.781563 50.781563 

Maximum intensity, Imax (a.u.) 0.0157968 0.0150522 

Ring thickness, FWHM,  2.244489 2.244489 

Now we consider generation of the POV by using the optimal phase element (3). Fig. 3 shows the intensity distributions for the 
initial light field (3). Table 2 shows the computed parameters of the POV from Fig. 3. From Table 2, the POV radius became slightly 
smaller than that in Fig. 2 (less by just 0.3%). The radius remained almost unchanged when the topological charge was increased by 
a factor of 14. The intensity at the ring is almost 100 times greater than the intensity for the POV in Fig. 2. We note that with an 
increase of the topological charge by a factor of 14, the intensity on the ring decreased by only 2%. The ring thickness became 
smaller by approximately 14% compared to the thickness of the ring in Fig. 2. The thickness of the ring is preserved when the 
topological charge of the optical vortex changes. Fig. 3 shows that side lobes have increased. 

a) b)  

Fig. 3. Intensity distributions of the POV at n = 1 (a) and n = 14 (b) for the initial light field (3). 

Table 2. Comparison of parameters of the POV, generated with the optimal phase element [Eq. (3)] at different topological charges n. 

Topological charge n = 1 n = 14 

Radius of maximum intensity ring, 0,  50,641283 50,641283 

Maximum intensity, Imax (a.u.) 1,140685 1,1181689 

Ring thickness, FWHM,  1,9639279 1,9639279 

Next, we consider generation of the POV by using a helical axicon (5). Fig. 4 shows intensity distributions for the initial light 
field (5), while the Table 3 shows the computed parameters of this POV. From Fig. 4 and Table 3, the POV ring thickness is 
approximately 2.5 times larger than the thickness of the ring in Fig. 2. 

In addition, with increasing topological charge of the vortex, the ring thickness increases by a factor of 1.3. 
 

a) b)  

Fig. 4. Intensity distributions of the POV at n = 1 (a) and n = 14 (b) for the initial light field (5). 

Table 3. Comparison of Parameters of the POV generated by using a spiral axicon [Eq. (25)] at different topological charges n. 

Topological charge n = 1 n = 14 

Radius of maximum intensity ring, 0,  50,501002 54,849699 

Maximum intensity, Imax (a.u.) 0,7070332 0,4249419 

Ring thickness, FWHM,  4,9098196 6,5931864 
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An increase of the ring thickness (Fig. 4) with increasing n leads to the decreasing intensity on this ring. From Table 3, it is seen 
that the maximal intensity on the ROV ring (Fig. 3) decreases 1.7 times as the number n increases by a factor of 14. And even the 
radius of the maximal intensity ring increases by 8%. In this case, the thickness of the ring and the maximum intensity almost do not 
change with increasing topological charge of the optical vortex from 1 to 14. The only drawback of the POV generated by the 
element (3) is an increased level of side lobes, which constitute about 20% of the maximum intensity. 

So, the simulation has shown that among the three optical elements for generating the POV, the optimal phase element in Eq. (3) 
is the best one, since the narrowest ring (FWHM = 1,96 = 0.39λf /R) is generated in this case with the maximum intensity being 1.6 
times higher than that from the spiral axicon in Eq. (5). 

Above, the topological charge n and the scaling factor of the axicon  were chosen so that the product R remained 
approximately the same and was equal to the root of the Bessel function. Now we consider the case when this is not so. Let this 
product be arbitrary and let the optimal element or axicon with a diameter of 2R = 40 to generate a POV by using a lens with a 
focal length f = 100. Fig. 5 shows the dependence of the light ring thickness (at half-maximum of the intensity) on the radius of the 
ring. 

 
Fig. 5. Thickness of light ring vs. its radius. Upper curve – axicon (5), lower curve – optimal element (3). 

For the POV radius r0 = 2, both elements work identically. Both of them generate a light ring with a radius of about r0 and with 
about same thickness. At the same time, for the optimal element the maximal energy is approximately 30% higher. This is explained 
by the fact that, despite the same width at the level of half-maximum, the thickness at a lower intensity level is larger for the axicon. 
When r0 = 3, both elements form a ring of wrong radius of about 2. However, the maximum energy for the optimal element is 
86% higher. When r0 = 4, the optimal element generates a ring of radius 4.1, while the axicon generates two light rings, one of 
which has a radius 1.9, and the second - 4.7. When r0 = 5, both elements generate two light rings with radii 5 and 1.5. Further, 
for r0> 5, both elements generate a light ring of radius r0. With increasing r0 up to r0 = 70, the ring thickness remains practically 
unchanged, but in all cases the ring generated by the axicon is about 2 to 2.5 times wider. 

Now we consider the dependence of the radius of the generated light ring on the topological charge. Let the optimal element (3) 
or the axicon (5) of the diameter 2R to generate a POV by using a lens with a focal length f = 100. Fig. 6 shows the dependence of 
the radius of the generated light ring on the topological charge for elements of radius R = 10 (Fig. 6a), R = 20 (Fig. 6b), and R = 
30 (Fig. 6c). 

a)  b)  

c)   

Fig. 6. Radius of the generated light ring vs. the topological charge for different element radii: R  = 10 (a), R = 20 (b), and R = 30 (c). Upper curve – axicon (5), 
lower curve – optimal element (3). 
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It is seen in Fig. 6 that with using the axicon (5) the light ring radius rises with the topological charge nearly linearly. When using 
the optimal element (3), the radius is almost constant for the topological charges up to R/. With larger topological charges, the 
radius begins to increase linearly at about the same rate as for the axicon. 

6. Experiment 

For experimental study of the optical elements for generating the POVs we used an optical setup shown in Fig. 7. The 
fundamental Gaussian beam was a light source generated by a solid-state laser L (λ=532 nm). The laser beam was expanded and 
collimated using a system composed of a 40-μm pinhole PH and a lens L1 (f1 = 250 mm). Then the beam illuminated the display of a 
spatial light modulator SLM (PLUTO VIS, 1920 × 1080 resolution, with 8 μm pixels). The diaphragm D1 was used to separate the 
central bright spot from the surrounding dark and bright rings caused by diffraction by the pinhole. Further, using the lenses L2 (f2 = 
350 mm) and L3 (f3 = 150 mm) and the diaphragm D2, spatial filtering of the phase-modulated laser beam reflected at the SLM 
display was performed. Using a lens L4 (f4 = 500 mm), the laser beam was focused on the CCD array of a video camera LOMO TC 
1000 (pixel size 1.67 × 1.67 μm). To generate the POVs, we used the phase masks shown in Fig. 8, which were output to the SLM 
display. To separate the non-modulated beam reflected at the display and the phase-modulated beam, a linear phase mask was 
superimposed on the initial phase mask. 

 

 
Fig. 7. Experimental setup: L is a solid-state laser (λ = 532 nm); PH is a 40-μm pinhole; L1, L2, L3, and L4 are lenses with focal lengths f1 = 250 mm, f2 = 350 mm, f3 = 

150 mm, and f4 = 500 mm; D1 and D2 are diaphragms; SLM is a spatial light modulator PLUTO VIS; and CCD is a video camera LOMO TC-1000. 

a) b) c) d)  

Fig. 6. Phase masks of optical elements to generate a POV with a topological charge (a, c) n = 1 and (b, d) n = 14. (a) and (b) depict optimal phase elements and (c) 
and (d) are for spiral axicons. 

Fig. 7 shows the intensity distributions in the focus of lens L4 generated by using phase masks for the optimal phase elements 
with topological charges n = 1 and n = 14. The values of the parameters of the resulting POV are given in Table 4. 

Figure 8 depicts the intensity distributions in the focus of lens L4 generated using phase masks corresponding to the spiral axicons 
with n = 1 and n = 14. The values of the parameters of the resulting POV are given in Table 5. Analyzing the experimentally 
measured parameters of the POV, we can conclude that their relative values are in good agreement with the simulation results. 

 
Fig. 9. Intensity distributions of the POV (a, c) and respective profiles depicted from the center to the edge (b, d) obtained by using an optimal phase element with (a, 

b) n = 1 and (c, d) n = 14. 

Table 4. Comparison of parameters of POV obtained by using an optimal phase element with topological charges n = 1 and n = 14. 

Topological charge n = 1 n = 14 

Radius of maximum intensity ring, m 1491.0±2.0 1496.5±2.0 

Maximum intensity, a.u. 156.0±0.5 151.0±0.5 

Ring thickness, FWHM, m 70.0±2.0 73.0±2.0 
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Fig. 10. Intensity pattern of a POV (a, c), with the respective profiles depicted from the center to the edge (right b, d) for a spiral axicon with (a,b) n = 1 and (c,d) n = 

14. 

Table 5. Comparison of parameters of POV obtained by using a spiral axicon with topological charges n = 1 and n = 14. 

Topological charge n = 1 n = 14 

Radius of maximum intensity ring, m 1498.0±2.0 1655.0±2.0 

Maximum intensity, a.u. 96.0±0.5 43.0±0.5 

Ring thickness, FWHM, m 158.0±2.0 206.0±2.0 

7. Conclusion 

In this work, generation of a perfect optical vortex by three different optical elements is considered: amplitude-phase element 
with a transmission proportional to the Bessel mode, an optimal phase element and a vortex axicon. It is shown that using any of 
these three optical elements leads to generation of light rings with the same radius, which depends little on the topological charge of 
the optical vortex. However, if the POV radius is equal to several wavelengths, then it depends on the topological charge. For the 
axicon, this dependence is almost linear, while for the optimal element this dependence is almost absent for topological charges that 
are smaller than the ratio of the element's radius to the wavelength. The intensity of light on the ring is greater (with other conditions 
being equal) for the optimal phase element. The intensity of all three rings depends little on the topological charge. The thickness of 
the light ring generated by the vortex axicon is approximately twice larger compared to that of the other two rings. Thus, the optimal 
filter (3), studied for the first time in [3], is the best candidate for generation of a perfect optical vortex. 
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Abstract

An algorithm for applying a ”twisted” light for constructing an encryption scheme is described. Our approach is founded on

famous classical symmetric permutation algorithm based on NP-full task for ”Knapsack Problem” with changes taken into

account the quantum origin of the information carrier. As a measuring device for selection of pure states from a mixed one, the

Mach-Zehnder interferometer cascade is supposed to use, which allows sorting the parity of the mixed state of the orbital angular

momentum (OAM) of photons.

Keywords: quantum cryptography, encryption algorithm, orbital angular momentum of photons, “twisted” light

1. Introduction

The modern bit cryptography is developing rapidly due to the active development of information storage and transmission

devices. The search for good algorithms among algebraic structures leads to the known problems of discrete logarithm and

factorization, which have a large history of applications in cryptanalysis.

The quantum cryptography was appeared, potentially having unlimited information capacity, huge transmission speed and

stability, based on the laws of quantum physics. Among the types of algorithms for quantum cryptography are known only a

schemes of key distribution and their using is considered mainly as an auxiliary position. The possibilities of quantum encryption

are not yet fully disclosed, but steps to this are done every day. At present widely used the quantum two-dimensional systems

based on the particles spin states and polarization states of photons. The main goal of this paper consist in the use for encryption

a potentially infinite-dimensional quantum systems based on the states of orbital angular momentum of photons [1].

2. Orbital angular momentum of photon

The light beams with an azimuthal phase that depends on a complex factor exp(−ilφ) carry an orbital angular momentum.

The angle φ is the azimuthal coordinate in the cross section of the beam, and l can be any integer number. The value of l indicates

the amount of twist of the spiral phase front. The value OAM is equal to L = l · ~ per photon [1].

Many researches of this phenomenon are connected with a certain type of light beam - the Laguerre-Gaussian mode. In

works [2, 3] showed the modification scheme of the quantum key distribution (QKD), the transmission of information with

superposition of states with non-zero OAM values of photons [4]. Many works are related to the generation of the light beams

with OAM [5, 6, 7, 8]. The main difficulty in the practical use of this phenomenon consist in the problem of measurement

the OAM value of a photon and in search of the appropriate transmission medium for such beams. Some methods have been

developed, which allows to measure OAM value of a photons: the measurement method with generating hologram [9], the sorting

method using the Mach-Zehnder interferometers cascade [10, 11, 12], the method of optical geometric transformation [13, 14]

and etc.

In this paper we offer to use a method that uses generating holograms and cascade of Mach-Zehnder interferometers. It is

proposed to construct a measurement scheme in a such way as to minimize the uncertainty of the receiving beam. The absence

of photons at the output of the detector is also an useful unambiguos information for the process.

It is well known that when studying the states of photons with an orbital angular momentum, we get to an infinite-dimensional

Hilbert space, which is formed from the set of eigenstates of the operator L̂z:

L̂z = i
∂

∂φ
(1)

In principle, states with an arbitrary OAM value may be generated in an experiment. In the paper [15] it is shown the

possibility of continuous beam generation with various values of OAM using computer-controlled holograms.

3. Merkley’s scheme

The basis of algorithm of the Merkley’s scheme is a secret super-growing sequence of the natural numbers
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A = {a1, a2, ..., ak}, where a j ≥

j−1∑

i=1

ai, (2)

which distributed between the subscribers of the network (Alice, Bob, · · · ) and pair of numbers n and w

n,w ∈ N, n > 2 · ak, GCD(n,w) = 1. (3)

Here GCD(n,w) means the greatest common divisor of the numbers n, w, and the number n is greater than the sum of elements

of the sequence (2) [16]. Next, the numbers n and w create the new sequence according to the rule:

G = {g1, g2, ..., gk}, where g j = a j · w(mod n). (4)

An original message is divided into blocks of bits of length k

M = {m1, m2, ...mn}, j ∈ 1..n⇒ {Mi} = {mi1, mi2 ...mik}, i ∈ 1..[
n

k
]. (5)

After it the corresponding sum is calculated

ci =

k∑

j=1

g j · mi j. (6)

This number is a block of encrypted text that is transmitted to another subscriber of a network. In its turn, the receiver

calculates the value fi from the obtained value ci given by expression (6).

fi = ci · w
−1(mod n) (7)

This number is decomposed on the sequence (2) basis and as result the original message is obtained. These actions are

performed for all blocks. The reliability and validity analysis of this scheme can be found, for example, in the article [17].

4. Adapted Merkley’s schemes

Let the secret sequence (2) and secret numbers (3) are distributed between subscribers of the network. The permutation

sequence T is formed by the sequence (4)

T = σ(G) = {g j1, g j2, ..., g jk}, where g j1 < g j2 < ... < g jk (8)

using the substitution

σ =

(
1 2 · · · k

j1 j2 · · · jk

)
. (9)

The control device for spatial light modulator (SLM) is being configured to generate laser beams with OAM photon projection

only for values from the set T . The generation of target beams can be realized, for example, using computer-controlled holograms

of diffraction gratings according to Refs [9].

The opentext is converted to a bit string. Each block is processed separately. The i-th iteration is performed as follows:

Bi = σ(Mi) = {bi1, bi2, ..., bik}. (10)

Schematically, the design of the sender and receiver of the encryption process is shown in Fig. 1.

The digital-to-analog converter (DAC) specify SLM to generate the required beam type. Below are two versions of the

encrypted text generation that correspond to light rays with OAM of different types. The measurement block is also different

for each option, but the result of his work is the same: we get a list of values, which were laid in the ciphertext. This data is

transferred to the computer and deciphered by computing of expression (7). The resulting number is decomposed based on the

sequence (2).

4.1. Variant I

Here, in order to encrypt the transmitted text, it is suggested to use a mixed state, which corresponds to superposition

|Ψ〉 =

k∑

i=1

ai · bi ·
∣∣∣OAM = g ji

〉
, (11)

here factors ai are given by the sender and factors bi are calculated in accordance to the bit decomposition (10), and

fi = ci · w
−1(mod n). (12)
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Figure 1: Scheme of the process of formation, transmission and measurement of packages

It is necessary to obtain a mixed state with the density matrix ρ. In general, the density matrix has k2 elements, but for a

mixed state only the diagonal elements can differ from zero, which correspond to the elements of the sequence (4).

ρ =



· · · · · · · · · · · · · · · · · · · · ·

· · · α2
1
· · · 0 · · · 0 · · ·

· · · · · · · · · · · · · · · · · · · · ·

· · · 0 · · · α2
2
· · · 0 · · ·

· · · · · · · · · · · · · · · · · · · · ·

· · · 0 · · · 0 · · · α2
k
· · ·

· · · · · · · · · · · · · · · · · · · · ·



. (13)

The SLM control unit generates a mixed state (11) and transmits it during the iteration period. In this case, the input

measurement block should detect which states are participating in the generation of the mixed state. According to [10], the

cascade of the Mach-Zehnder interferometers can “do this work”. But there is one important feature: to determine 2p states,

2p − 1 interferometers required.

To optimize the measurement, it is proposed to use a short cascade. Optimization is based on the fact that for sorting

out k values (knowing these values), each photon will pass no more than p interferometers. In total, we need a maximum of

k · p interferometers. Therefore, when building a cascade, one can block empty paths, thereby greatly reducing the number of

constituent elements.

Having received the statistics, one need to select those indicators that satisfy the specified threshold values, find their sum,

which corresponds to (6), then calculate the expression (7) and get the source text.

4.2. Variant II

In this variant it is proposed to use a sequence of pure OAM photons states as an encryption text. The SLM control unit, before

starting the transmission, gives the beamforming device a control signal for sending the zero Gaussian mode to the receiver. The

receiver and the sender should be synchronized during the iteration period - ν of the beams sequence transmission. When the

sequence B′
i
is obtained during the time interval τ = ν

k
, depending on the value of 0 or 1, the SLM sends a pure state corresponding

to gi j or its inversion.

Reception is carried out after receiving the signal state, which can be a zero Gaussian mode, and during a time interval ν
k

the

detector perceives the beam with predetermined OAM value. If it is not detected, 0 is sent. Each iteration needs a time interval

equal ν. After the successful transfer of one packet the sum of indicators that are assumed to be equals to 1 is calculated.

c j =

k∑

i=1

b′i · gi. (14)

Then, the expression (7) should be calculated and the resulting number is decomposed using a basis of the secret sequence (2). As

result, the opentext block is obtained. Having received all the blocks and deciphering them, the recipient decrypts the transmitted

message.

5. Conclusion

Described encryption scheme is symmetric scheme due to restrictions imposed earlier, so that for effective measurement it

is necessary to minimize the uncertainty of the received signal for legal subscribers. This can be done primarily due to the fact

that the legal subscriber knows what sequence and what physical signals should be received and the messages themselves are

unknown a priori.

The persistence of the presented variant I is determined by the durability of the classical Merkley’s scheme. The reliability of

the variant II schema is determined by a stability of the permutational interrelations, which are used to calculate the transmitted
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sequence: the probability of determining key is equal 1
k!

. Therefore the length of the original sequence should be optimal.

Optimum in this case is understood as a weighting between the length of the cipher sequence (2) and the maximum index of the

OAM of the beam, which will be detected with a minimum error. Based on the maximum ”well” detectable value f of the beam

orbital angular momentum, the length of the bit sequence can not exceed the value of log2( f ), whereas the maximum length is

reached for the ”bad” superincreasing sequence {1, 2, 4, 8, 16, 32, · · · }.

For an eavesdropper, obtaining a stream without accurate detection does not provide any information about the signal being

transmitted, because the zeros of the sequence are sent also by a non-zero OAM value. Negative sign of the projection of the

orbital angular momentum also needs to be revealed, for this the eavesdropper will be given a very short time interval (therefore

it is important that the carrier can not be uniquely stored).
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Abstract 

In this paper, we propose a modification of the reliable routing algorithm in a stochastic time-dependent network. We consider a stochastic on-

time arrival problem. Reliability means maximization the probability of arrival at a destination within a given period of time. Modification of 

the shortest-path algorithm is aimed to decrease the computation time of the algorithm. The base idea of the proposed modification is to select 

a certain subset of nodes and links of the graph which can be used for calculating the shortest path. We propose two methods for selecting 

subset of nodes: based on a bounding box and based on the k-shortest path algorithm. Experimental studies of the base and modified 

algorithms are carried out on the transport network of Samara, Russia. 

Keywords: reliable shortest path; adaptive route; time-dependent network; k shortest path algorithm 

1. Introduction 

Road congestion is a serious problem of modern society, which has several significant consequences. For traffic participants 

congestion reduces quality of life, consuming their free time. For organizations, congestion reduces employee productivity and 

increases freight transportation costs. For the society as a whole, traffic jams lead to the disruption of emergency services, and 

negatively affects the quality of the environment, causing a large amount of exhaust emissions. Traffic jams threaten traffic 

safety, raising the level of stress and fatigue among drivers. Thus, it becomes increasingly important to solve the optimal routing 

navigation problems. 

In recent decades, a large number of papers have been devoted to the shortest path problem in transport networks. However, 

most of them focused their attention on finding the least expected travel time. Several types of models are distinguished 

depending on the weight type of the road segment. In classical models [1,2,3], the travel time of a road segment is considered to 

be constant or time-dependent. At the same time, the real situation shows that the travel time is continuously changing and 

depends on many factors such as time of day, weather conditions, traffic situation, etc. In models with stochastic travel time 

[4,5,6], the time is represented by a random variable with a time-dependent distribution function. In either case, the optimality 

condition for routing can be determined in different ways depending on the used objective function. The following types of 

objective functions can be used: 

1) minimization of the least expected travel time [4 - 7]; 

2) maximization of the probability of arriving at the destination at a predetermined time interval [8, 9]; 

3) maximization of the probability that travel time is less than a given threshold [10, 11]; 

4) minimization of the worst possible travel time [12]; 

5) minimization of the travel time to guarantee a given likelihood of arriving on-time in a stochastic network [13]. 

These types of objective functions can be divided into two groups: the least expected time (LET) (1) and the reliable shortest 

path (RSP) problem (2-5). The LET problem has been well studied, there are many effective algorithms for different types of the 

problem [6,7]. Nevertheless, in a number of practical tasks, the path with the least expected time may not be suitable, since it 

does not take into account the dispersion of the travel time and does not give any guarantees of reliability. In many cases, road 

users decided to increase travel time and to choose a more reliable route [8]. The problem of finding a reliable shortest path was 

investigated in [10, 11]. In [14, 15], a shortest path algorithm was proposed, taking into account current and predictive 

information about the transport flows in the network, which is a modification of the algorithm from [8]. However, the algorithms 

described in the works are computationally complex and cannot be used to determine the shortest path in large-scale networks in 

real time. 

In this paper, we investigate the method for reliable routing in a time-dependent stochastic transport network. We consider the 

following optimality criterion: maximizing the probability of arrival at a destination within a predetermined time interval. The 

aim of this work is to decrease the computation time of the existing algorithm. Acceleration of the algorithm is achieved by 

choosing a subset of the graph nodes used to find the shortest path. The algorithm proposed by the group of authors in [8] is used 

as a basic algorithm. 

The paper is organized as follows. The second section introduces the basic notation, the problem statement, and describes the 

base algorithm. In the third section, we propose modifications of the reliable routing algorithm. In the fourth section, 

experimental studies of the proposed algorithms are presented. Finally, we provide our conclusions. 

2. Stochastic on-time arrival problem 

The transport network is defined as an oriented, time-dependent stochastic graph: 

 PANG ,,  
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where N  is a nonempty set of nodes that correspond to road intersections, N  is the number of nodes, A  is a set of links that 

correspond to road segments, A  is the number of links, P  is the probabilistic description of the links travel time. We assume 

that the graph has a spatial reference, i.e. each node of the graph Ni  has coordinates  iyx,  that are determined by the 

physical location of the corresponding intersection in the real road network. 

Let )(ijT  be the travel time of the link Aji ),( . Travel time )(ijT  is represented as a random variable with a probability 

density function )(tpij
  that depends on the time at which the vehicle enters this link. 

Let Nr  be the origin node, Ns  be the destination node, T be the maximum amount of time allowed to reach the 

destination, i.e. the time budget. 

The optimal routing policy is defined as the policy of maximizing the probability of arrival at the destination s  in a time less 

than T . This problem is abbreviated as SOTA (Stochastic On Time Arrival) [8, 14, 16]. 

In papers [8, 19] for the definition of the optimal routing policy, an additional notation is introduced. Let )(tui


 be the 

probability of reaching the destination node s  from the node i  at the time   with a time budget t . )(tui


 is called reliability of 

the path. 

 

Definition 1 [8]. The optimal routing policy for the SOTA problem can be formulated as follows 
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The discrete algorithm for solving the problem (1) was described in [8]. We will consider it as the base algorithm. The 

algorithm can be formulated as follows: 

Step 0. Initialization. 
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where t  is a sampling interval,   is the minimum travel time across the transport network. 

The decision rule for selecting the next node j  in the transport network graph for a given time budget t  and calculated 

probabilities )(xu i  is as follows: 

)(maxarg tuj i
Ni

  (2) 

In the described algorithm, all graph nodes are used to construct the shortest route that makes this algorithm computationally 

complex and not applicable for finding the shortest path in large-scale networks in real time. In the next section we propose 

modifications of the algorithm, consisting in selecting a certain subset of the graph nodes that will be used to find the shortest 

route. 

3. Modified algorithm 

The main idea of the modification is to achieve the acceleration of the base algorithm by reducing the number of nodes that 

are considered as candidates in the shortest path. We propose two methods for selecting a subset of nodes and links of the graph 

used to construct a reliable shortest path: on the basis of the bounding box and on the basis of the k-shortest path algorithm. 

3.1. Subset based on a bounding box 

The obvious way to reduce the number of nodes used to find the shortest route is to select only those nodes whose 

coordinates is inside the bounding box between the origin and destination nodes 
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Let   Nryx ,  bet the coordinates of the origin node and   Nsyx ,  be the coordinates of the destination node. 

The bounding box coordinates can be written as follows: 

         srsrsrsr yyyxxxyyyxxx ,max,,max,,min,,min maxmaxminmin , 

where   is the buffer distance chosen experimentally. 

Then the subsets of nodes and links of the graph can be defined as follows: 

 

  .:,

,: maxminmaxmin

NjNiAjiA

yyyxxxNiN ii





 

This method of selecting subsets is computationally simple, but the resulting subsets may be redundant or, conversely, 

insufficient, depending on the network structure and the location of the origin and destination nodes.. 

3.2. Subset based on the k-shortest path algorithm 

The k-shortest path algorithm is an extension algorithm of the shortest path routing algorithm in a given network [17]. 

Depending on the problem statement, the shortest paths may or may not contain the same nodes and links. We suggest that the 

nodes and links that are included in the shortest path are marked as passed and cannot be used to construct the next shortest 

paths. To find different shortest paths, various algorithms can be used; in this paper we use the Dijkstra algorithm [1]. 

For a formal description of the method, we introduce additional notations. 

Let },...,,{ 21

k
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kkk

rs vvvd   be the k
th

 shortest path between nodes r and s,  

where 1,0,  kk
m MmNv  is the graph node included in the k

th
 shortest path: 

 kM  is the number of nodes in the shortest path; 

 Kk ,1  is the shortest path index; 

 K  is the number of shortest path chosen experimentally. 

Then the subsets of nodes and links of the graph can be defined as follows: 
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The method of selecting a subset of nodes based on the k-shortest path algorithm has a greater computational complexity than 

the method based on the bounding box, but it does not depend on the network structure and allows to adjust the size of the 

subset by selecting the appropriate parameter K . 

3.3. Modified reliable routing algorithm 

The modified reliable routing algorithm uses subsets of nodes N  and links A  of the graph. In the form of a pseudo code, the 

algorithm can be written as follows: 

Step 0. Initialization. 
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The subsets N  and A  are selected by one of the methods described above. 
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4. Results and Discussion 

The purposes of the conducted experiments were to compare the base and modified algorithms according to the criteria of the 

computation time of the algorithm and the reliability )(tui


 of the calculated route. 

The experiments were carried out on the transport network of Samara, Russia. The transport network consists of 9721 nodes 

and 26088 links. As the weight of the road link, we used travel time data averaged over a ten-minute interval. As the probability 

density function on the link  ji,  we used the lognormal distribution. 

To conduct experiments, 10 initial and 10 final vertices of the transport network have been chosen, located at a considerable 

distance from each other. For each pair of vertices, the shortest paths have been found using the base and modified algorithms. 

To study the algorithm based on the bounding box, the following values of the buffer distance were chosen: 

 600;500;400;300;200 . The study of the algorithm based on k-shortest paths was conducted depending on the number of 

shortest paths  7;6;5;4;3K . 

First of all, we compare the algorithms by the reliability criterion (the probability of reaching a destination node with a given 

time budget). The results of the comparison are presented in Table 1. 

Table 1. Algorithm’s comparison by the reliability. 

Algorithms Base algorithm 
Bounding box k-shortest paths 

200 300 400 500 600 3 4 5 6 7 

Reliability 0.99836 0.99568 0.99567 0.99624 0.996328 0.99642 0.99494 0.99512 0.99512 0.99523 0.995239 

All algorithms have shown similar results for the chosen criterion for specified time budgets, modified algorithms slightly 

inferior to the base one. 

The next stage of the experimental analysis was the comparison of algorithms by the criterion of the computation time. The 

computational time of the base algorithm was about 10 minutes in average, depending on the used time budget T . Figure 1 

shows a histogram of the modified algorithms acceleration time in comparison with the base algorithm for different values of the 

buffer distance and the number of shortest paths. 

 Fig 1. Acceleration of the modified algorithm. 

The best results on this criterion have been shown by the algorithm based on k-shortest paths. The computation time in 

comparison with the base algorithm decreased by 10-35 times depending on the number of shortest paths K. Modification of the 

base algorithm based on the bounding box allows to decrease the computation time by 8-10 times. Note that the value of the 

buffer distance does not have a strong effect on the speed of the algorithm, but too much value can significantly increase the 

computation time. 

The results show, that the proposed modifications allow to significantly decrease the computation time of the base algorithm 

(in 8-35 times) with a slightly decrease in the reliability of the shortest path. The modified algorithm can be used to find the 

reliable shortest route in large-scale networks in real time. 

5. Conclusion 

In this paper we have proposed modifications of the reliable routing algorithm in a time-dependent stochastic transport 

network. Reliability means maximizing the probability of arrival at a destination within a time budget. Two modifications are 

proposed for the purpose of decreasing the computation time of the algorithm: based on the bounding box and based on the k-

shortest path algorithm. The proposed modified algorithms are compared with the base algorithm on the Samara transport 

network. 
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The results of experimental studies have shown that the proposed modifications allow to significantly decrease the 

computation time (by 8-35 times) with practically identical reliability of the routes. The modified algorithms allow to find the 

shortest route in large-scale networks in real time. 

Further research includes: 

• studies related to the route choice depending on the traffic flows; 

• studies related to the choice of a travel time budget. 
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Abstract 

The paper considers the algorithm of continuous speech segmentation into basic units, namely phonemes, certain combination of phonemes 

and pauses. The algorithm is based on speech signal transformation into a two-dimensional image, i.e. an autocorrelation portrait. To 

determine the boundaries of speech units the portraits of the analyzed signal are aligned with the model portraits of each speech unit. The 

authors apply the dynamic programming to find out the optimal distance between portraits.  

Keywords: speech signal; segmentation; autocorrelation portrait; speech units; discrete dynamic programming 

1. Introduction 

At present, the algorithms for continuous speech segmentation into verbal units - phonemes, their combinations and pauses - 

are quite in demand. For example, this problem arises, while creating systems for research, processing, modeling and automatic 

speech recognition. To use such systems under different acoustic conditions, they should be subject to strict requirements for 

acoustic noise impedance and speech signal distortion. The article presents a method for determining the boundaries of speech 

pauses and speech units, which correspond to SAMPA + for the Russian language [1], [2]. The algorithms of speech signal 

transformation and processing used in the suggested method correspond to the strict requirements for acoustic noise impedance 

and speech signal distortion. 

2. The subject of investigation 

The problem of speech signal segmentation into its basic units is extremely complicated and challenging, and at present there 

is no simple solution for the general case. It is noted [3] that there are certain cases, for which exact segmentation is problematic. 

Different methods [3],[4],[5] are used for continuous speech signal segmentation. It is possible to distinguish the methods based 

on spectral analysis, trajectories of signal energy, energy logarithm, number of transitions through zero, and statistical 

parameters of speech units. The abovementioned methods give good results under favorable acoustic conditions, but the results 

deteriorate due to the presence of noise. Moreover, the time length of a speech signal varies from one pronunciation to another, 

which also makes its segmentation into basic units difficult. The authors suggest using the autocorrelation transformation [6],[7] 

of the speech signal into a two-dimensional image as well as the certain ways of image alignment in order to improve noise 

stability when determining the speech unit boundaries. The autocorrelation transformation has a number of characteristics, which 

make it somewhat noise-resistant [8]. Thus, the proposed method of speech signal segmentation is to be assumed to be less 

dependent on the current acoustic conditions, in which it was pronounced. Using discrete dynamic programming [9], when 

aligning two-dimensional speech signal images makes it possible to increase the stability of the method under consideration to 

the changes in the time length of speech units. 

3. Algorithm for determining speech unit boundaries 

1.1. General algorithm 

 

The algorithm for determining speech unit boundaries is as follows: a speech signal containing a fragment of continuous 

speech analyzed for speech unit boundaries is represented in the form of digital readouts. The models of each speech unit are 

also represented as digital readouts. For benchmarking each example of the speech unit corresponding to SAMPA + is 

pronounced by the speaker, then the boundaries are defined by ear, and the speech unit becomes a model. By means of the 

autocorrelation transformation digital readouts of the analyzed continuous speech segment and the readouts of every model 

speech unit are transformed into particular two-dimensional images, which are called autocorrelation portraits (ACPs). For 

further alignment portraits of the analyzed speech segment and every model speech unit have the same line length. 

Next, the portrait of the analyzed speech segment is aligned with all portraits of model speech units to determine the speech 

unit boundaries. For this purpose, the distance [10],[11] is calculated in the sliding window. The size of the window is equal to 

the number of lines in a corresponding speech unit portrait. During the calculation, the distance between the windows is 

optimized using the discrete dynamic programming. For each speech unit, a distance array along the portrait of the analyzed 

speech segment is determined. The distances corresponding to the same fragments of the analyzed speech segment portrait are 

compared with each other. As a result, speech unit portraits, which have the smallest distances, form the desired boundaries. If 

the smallest distance is obtained from the portraits of identical speech units, which follow one another, they are combined into 

the boundaries of one speech unit. 
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1.2. Autocorrelation portraits of speech signals 

Since autocorrelation links are rather informative, i.e. they reflect speech signal features ACPs are unique for each speech 

unit. This provides good results in obtaining the speech unit boundaries for continuous speech. In [12] ACPs are modeled in the 

following way. Let 𝑠(𝑖) be the i-th readout of a digital speech signal; 𝑠(𝑖 + 𝑘) is a readout spaced 𝑘 readouts apart 𝑠(𝑖). 

Dependency factor of these readouts is expressed by a sample correlation coefficient: 

𝑅𝑠(𝑘) = 𝑅[𝑠(𝑖), 𝑠(𝑖 + 𝑘)] =
cov[𝑠(𝑖),𝑠(𝑖+𝑘)]

√
1

𝑁
∑ 𝑠2(𝑖)−𝑚𝑠(𝑖)

2𝑁
𝑖=1 √

1

𝑁
∑ 𝑠2(𝑖+𝑘)−𝑚𝑠(𝑖+𝑘)

2𝑁
𝑖=1

, 

cov[𝑠(𝑖), 𝑠(𝑖 + 𝑘)] =
1

𝑁
∑ 𝑠(𝑖)𝑠(𝑖 + 𝑘)𝑁

𝑖=1 − [
1

𝑁
∑ 𝑠(𝑖)𝑁

𝑖=1 ]
1

𝑁
∑ 𝑠(𝑖 + 𝑘)𝑁

𝑖=1 ,     (1) 

where 𝑁 is a number of readouts in the interval, in which the dependency is sought; cov[𝑠(𝑖), 𝑠(𝑖 + 𝑘)] is the sample covariance 

𝑠(𝑖) and 𝑠(𝑖 + 𝑘) when 𝑖 = 1..𝑁; 𝑚𝑠(𝑖) is a sample mean 𝑠(𝑖) when 𝑖 = 1..𝑁; 𝑚𝑠(𝑖+𝑘) is a sample mean 𝑠(𝑖 + 𝑘) when 𝑖 =
1..𝑁. Function determined by the sample correlation coefficient using (1) is an autocorrelation function (ACF) of a signal. While 

calculating ACF we perform the transformation of speech signal (SS) readouts 𝑠(𝑖)𝑖 = 1..𝑀(𝑀 is the number of readouts in a 

speech signal) into a two-dimensional image. For this purpose, 𝑠(𝑖) is divided into intervals including 𝑁 < 𝑀 readouts, then, in 

each j − th  (j = 1, N, 2N, . . . , M − 2N) interval the local signal maximum im
j

= max|s| is sought. Let us assume that M is 

divisible by N evenly, otherwise the remaining final SS readouts are omitted. Then, using equation (1) we calculate the elements 

of the corresponding ACP line beginning with 𝑖𝑚
𝑗 (𝑗 = 1, 𝑁, 2𝑁, . . . , 𝑀 − 2𝑁) and generate ACP lines: 

𝑅[𝑠(𝑖𝑚
𝑗

), 𝑠(𝑖𝑚
𝑗

+ 𝑘)] 
𝑗=1,𝑁,2𝑁,…,𝑀−2𝑁

𝑘=1..𝑁

𝑋(𝑗, 𝑘) = 𝑅.
,          (2) 

The two-dimensional image 𝑋(𝑗, 𝑘)obtained from (2), where 𝑗  is the line number, and 𝑘 is the column number, is the ACP of 

a speech signal 𝑠(𝑖) dimensioned 𝑁 × (
𝑀

𝑁
− 2), generated using SS local maxima. Note, that ACPs generated using local 

maxima are unique for each speech unit, and due to their link with SS local maxima they are less subject to geometrical 

distortions associated with speech variability. Figure 1 represents ACPs of speech units [“a], [o], [n`:], [f] (SAMPA+).  

1.3. Alignment of autocorrelation portraits using discrete dynamic programming 

Due to high degree of speech signal variability, autocorrelation portraits of one speech unit pronounced at different times 

differ from each other. Figure 2 shows ACPs of a speech unit “unstressed [a]”, one of them (a) was obtained from the 

pronunciation of the word «Вера» / “Vera”, and another (b) from the word «сопутствующие» / “soputstvujushhie”. It is 

obvious, that the portraits differ in the number of lines. Nevertheless, some lines of portrait a) can correspond to one line of 

portrait b). 

The distance between the corresponding ACP lines is determined for the 𝑖 − 𝑡ℎ line of portrait 𝑋 and the 𝑗 − 𝑡ℎ line of 

portrait 𝑌 using the following formula:  

𝜌𝑖,𝑗 = ∑ (𝑋(𝑖, 𝑘) − 𝑌(𝑗, 𝑘))
2𝑁

𝑘=1 .         (3) 

a)  b)  

c)  
d)  

Fig. 1. ACPs of speech units a) [“a], b) [o], c) [n`:], d) [f]. 

 

Fig. 2. ACPs of a speech unit “unstressed [a]”: a) model, b) as a part of the word «сопутствующие» / “soputstvujushhie”. 

To determine the measure of ACP concordance the discrete dynamic programming [9] is applied. It allows to minimize the 

functional 𝜌 = 𝑚𝑖𝑛
𝛺

√∑ 𝜌𝑖,𝑗 , which characterizes ACPs identity. Set 𝛺  predetermines the permitted correspondences of the 

portrait lines, which are obtained on the basis of the following rules. 1. The number of lines in ACPs can differ. 2. Any line of 

one particular ACP cannot correspond to the line of another one spaced from the previous corresponding line more than с lines 

apart. 3. The order of line correspondence is preserved, i.e. if the 𝑖-th line of one ACP corresponds to the 𝑗-th line of the other 

one, then the (𝑖 + 1)-th line cannot correspond to 𝑗 − 𝑙, 𝑙 = 1,2, . .. 4. The total distance between ACP pronunciations of the same 
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speech units formed from the distances between the corresponding lines according to the second metrics rule should be minimal 

according to rules 1)-3).  

To determine the measure of speech signal ACP correspondence (in a two-dimensional sliding window) to speech unit ACP 

the following algorithm is obtained. Matrix 𝐷 containing 𝑚 × 𝑚 elements is created, where 𝑚 is the number of CP lines in a 

sliding window 𝑋; the number of speech unit 𝑌  ACP lines is the same. For example, let 𝑐 = 3. At first, the distances between 

𝑌(1) and 𝑋(1), 𝑋(2), 𝑋(3) are found, then these distances are stored in 𝐷 

𝐷1,𝑖 = 𝜌(𝑌(1), 𝑋(𝑖)), 𝑖 = 1. .3.          (4) 

Then, distances between 𝑌(2) and 𝑋(1), 𝑋(2), 𝑋(3), 𝑋(4), 𝑋(5) are found. The position of the line 𝑌(1) is taken into 

account, i.e. if 𝑌(1) corresponds to 𝑋(2), then 𝑌(2) can be compared only with 𝑋(2), 𝑋(3), 𝑋(4). Each time it is necessary to 

remember portrait 𝑋 line number, and fill in the matrix 𝐷2,𝑖 = 𝐷1,𝑖 + 𝜌(𝑌(2), 𝑋(𝑗)), 𝑗 = 𝑖. . 𝑖 + 2. Besides, each element from 𝐷 

due to intersection of possible line positions can be filled in several times. In such a case, the minimum value (Figure 3) is 

preserved:  

𝐷𝑘,𝑖 = 𝑚𝑖𝑛[𝐷𝑘,𝑗 , 𝐷𝑘−1,𝑗 + 𝜌(𝑌(𝑘), 𝑋(𝑗))], 𝑗 = 𝑖. . 𝑖 + 2.       (5) 

During the next stages, all the remaining matrix  𝐷 elements are found using formula (5), at each stage 𝑖 changes from 1 to 

𝐼 + 2, where 𝐼 is the maximum value of 𝑖 at the previous stageе. For the first stage 𝐼 = 1. The algorithm is stopped when matrix 

𝐷 is completely filled. The minimal element from the 𝑚-th line and the 𝑚-th column of the matrix corresponds to the minimal 

distance between 𝑋 and 𝑌. 

 

Fig. 3. Distribution of compared ACP lines. P(i-j) is the distance between the i-th line of one ACP and the j-th line of another one. Mark min shows that from all 

possible identical comparisons at different stages of programming the comparison with the minimal distance is chosen. 

4. Experiments 

The suggested algorithm for determining speech unit boundaries in continuous speech was tested experimentally. Figure 4 

shows the speech unit boundaries in the utterance containing the pronunciation of the word «основного» / “osnovnogo”. For 

example, the interval of speech unit [a] pronunciation, which starts the word «основного» / “osnovnogo”, was correctly defined 

within the range from 800 to 4800 speech signal digital readouts, speech unit [s] – in the range from 2400 to 5600 readouts, 

speech unit [n] – in the range from 5600 to 9200 readouts, speech unit [a] – in the range from 9600 to 11200 readouts, speech 

unit [v] – in the range from 11200 to 16000 readouts, speech unit [n] – in the range from 16000 to 17200 readouts, speech unit 

[“o] in the range from 17200 to 26400 readouts, speech unit [v] – in the range from 26400 to 28000 readouts and the last of the 

analyzed speech signal unit [а] – in the range from 28000 and up to the end of the signal.  

Comparison with expert borders was not made. However, visual comparison of the determined boundaries with the real ones 

shows their closeness. Experiments show the practical applicability of the algorithm for determining the speech unit boundaries 

in continuous speech. 
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Fig. 4. Speech unit boundaries in continuous speech containing the pronunciation of the word «основного» / “osnovnogo”. 

5. Conclusion 

The determined speech unit boundaries are to be used for a more detailed analysis of the speech signal in order to identify the 

speech units. In order to solve this problem the authors also want to transform speech signals into ACPs. However, the 

parameters of transformation into ACPs and the method of portrait alignment will be different. 

Acknowledgements 

The work was supported by grants 16-48-732046 and 16-48-730305 from the Russian Foundation for Basic Research. 

References 

[1] Galounov VI, Heuvel H, Kochanina JL, Ostroukhov AV, Tropf H, Vorontsova AV. Speech Database for the Russian Launguige. Proceedings of 
international workshop  SPEECOM 1998. 

[2] Michael P, Rasanen O, Thiollière R, Dupoux E. Improving Phoneme Segmentation With Recurrent Neural Networks. Computation and Language, 2016, 

preprint:1608.00508. 
[3] Rabiner LR, Sсhafer RV. Digital processing of speech signals. Edited by M.V. Nazarov and Yu.N. Prokhorov. Moscow: Radio i svyaz', 1981; 496 p. (in 

Russian) 

[4] Goldenthal W. Statistical Trajectory Models for Phonetic Recognition.  PhD thesis. M.I.T., 1994; 170 p. 
[5] Ostendorf M, Roukos SA. A stochastic segment model for phoneme-based continuous speech recognition. IEEE Transaction on Accoustics, Speech, and 

Signal Processing 1989; 37(12): 1857–1869.  

[6] Therrien C, Tummala M. Probability and Random Processes for Electrical and Computer Engineers. CRC Press, 2012; 287 p. 
[7] Amirgaliyev Y, Mussabayev  T. The speech signal segmentation algorithm using pitch synchronous analysis. Open Comput. Sci. 2017; 7: 1–8. 

[8] Krasheninnikov VR, Armer AI, Krasheninnikova NA, Kuznetsov VV, Khvostov AV. Some problems connected with speech command recognition on the 

background of intense noise. Infokommunikatsionnye tekhnologii. Samara 2008; 1: 72–75. (in Russian) 

[9] Bellman R. Dynamic programming.  Moscow: IL, 1960; 400 p. (in Russian) 

[10] Krasheninnikov VR, Armer AI, Kuznetsov VV. Autocorrelated Images and Search for Distance between them in Speech Commands Recognition. Pattern 
Recognition and Image Analysis. 2008; 18(4): 663–666. 

[11] Greibus M. Rule Based Speech Signal Segmentation. Journal of telecommunications and information technology 2010; 4: 37–43.  

[12] Krasheninnikov VR, Armer AI, Krasheninnikova NA, Khvostov AV. Speech command recognition on the background of intense noise using autocorrelated 
portraits. Naukojomkie tehnologii 2007; 8(9): 65–76. (in Russian) 

 



3rd International conference “Information Technology and Nanotechnology 2017”     10 

Anomalies detection on spatially inhomogeneous polyzonal images 

N.A. Andriyanov
1
, K.K. Vasiliev

1
, V.E. Dementiev

1 

1Ulyanovsk State Technical University, Severniy Venets street, 32, 432027, Ulyanovsk, Russia 

Abstract 

The text deals with the problem of detecting anomalies on a background of multi-dimensional images. We synthesized a detection algorithm 

based on the use of doubly stochastic models of random fields and which requires pre-filtering the image. We propose to use the modified 

Kalman filter. We also investigated an efficiency of extended signals detection on real images. It is shown that the resulting algorithm has a 

higher efficiency than the known algorithms which based on the traditional autoregressive image description. The gain is explained by more 

adequate description of the real inhomogeneous material using doubly stochastic models. 

Keywords: doubly stochastic models; random fields; anomalies detection; image filtering; Kalman filter 

1. Introduction 

The tasks of detecting and estimating the parameters of anomalies in images are of interest for a number of applications. 

Among them, we can distinguish radio and sonar systems with spatial antenna arrays, aerospace systems for global Earth 

monitoring, systems of technical vision, etc. For these systems [1-3] the description of signals and interference is realized by 

means of random functions of several variables, i.e., by multidimensional random fields (RF). Typical examples of the use of 

such RF are the tasks of describing and processing the results of multispectral (up to 10 spectral ranges) and hyperspectral (up to 

300 ranges) surveys of earth surface areas. It is necessary, on the one hand, to consider aerospace observations as a single 

multidimensional aggregate, and on the other hand, to take into account a number of characteristic features of satellite images, 

for example, a pronounced spatial heterogeneity. Among the tasks of such images processing, the problem of detecting 

anomalies occupies a special place [4-7]. The examples of such anomalies can be foci of fires, the flare of the starting rocket, 

polynyas on the ice, shoals of fish in the ocean, etc. At the same time, the background for detection are sequences of polyzonal 

images, i.e. images of the territory at different times in different spectral ranges. In this paper, the results of synthesis and 

analysis of algorithms for detecting anomalies on polyzonal satellite images are presented. 

2. A brief overview of detecting anomalies algorithms 

Typically, statistical algorithms for detecting signals (Bayes, Neumann-Pearson) are often used in detection problems, but 

they require a sufficient amount of a priori information. Nevertheless, the development of statistical algorithms is an actual task. 

First, for such algorithms, it is possible to use various mathematical models of images. Secondly, the analysis of the 

effectiveness of such algorithms can be studied both theoretically and experimentally. The algorithms [7] differing in their 

approaches to the detection of "anomalies" and algorithms based on various image models have been proposed relatively 

recently. There are following algorithms: the algorithm of spatial-spectral mismatch, in which the image is described by the 

stationary RF model, the adaptive spectral mismatch algorithm, where the "anomaly" value is determined by the authors, as an 

error in the representation of the pixel through its neighborhood, and the probabilistic algorithm for detecting anomalies using 

images signatures quantization. It should be noted that the comparison of the work of algorithms in the work was carried out 

only with the standard RXD-algorithm. 

Another option in anomalies detection task is the detection of anomalies on multidimensional grids using wavelet transform 

[5]. This method refers to methods with pre-processing, so with its use it is possible to increase the performance of anomaly 

detection. However, it is difficult to use an algorithm with preliminary discrete wavelet transform when solving real-time 

anomaly detection problems. 

Recently, topological tools have been used to process hyperspectral images, along with ideas from network theory. A 

standard RX (I. S. Reed, X. Yu) algorithm was proposed. It is based on the calculation of standard deviations of pixels from the 

mean value in the multidimensional sense. However, it works well only on simple images, such as a large forest, but not on 

complex urban scenes. Usually algorithms with transition to abbreviated description, local algorithms or algorithms with 

preliminary segmentation [4] are used for complex images processing. 

In our investigation, we will consider an anomaly as an a priori defined and observed object on a polyzonal image. We note 

that within the framework of this work the signal parameters (its values and location) will be considered known. Otherwise, it 

would be necessary to conduct a preliminary classification of the anomalies to determine the possible signal levels, and also to 

search for such anomalies not in a specific region, but throughout the entire image. 
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3. Algorithms for filtering and detecting anomalies against a background of doubly stochastic random fields 

Let's imagine a polyzonal image as a collection of data sets. Then we have a polyzonal image consisting of N components, 
 

21 ...1,...1,...1, MjMiNkzijk  , which are obtained as a result of spatial discretization of signals received from various sensor 

systems. When the useful signal is absent (hypothesis H0) the model of observations can be represented by an additive mixture: 

NkGjixz k

ijkijkijk
...,),(, 1  , 
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x  with zero mean and given correlation function (CF)  t
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,  and spatial white noise ijk

  with zero 

mathematical expectation and variance 
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 in an area G, where the appearance of a signal is considered impossible for all 

components of the image. 

If there is a useful signal (hypothesis Н1) the model of observation s is written in the form: 
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where 
kG
0  is the area at the k-th component of the image, in which we can wait the appearance of a useful signal with known 

levels 
k

ijk
Gjis

0
),(, . To simplify the calculations, we assume that on each of the components this area has the same form: 

00
GG k  . And also we shall assume that the region G0 is known in advance. 

The general solution of the detection problem is based on the construction of the modified likelihood ratio [3]: 
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and comparison to the threshold value. A decision is made in favor of the hypothesis of the existence of a useful signal or a 

hypothesis about its absence. And the decision is based on the results of the comparison. 

Proceeding from the central limit theorem, let us approximate the conditional probability distribution densities   
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by Gaussian [2,3,8-10]: 
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where 1zm  and 0zm are mathematical expectations of observations }{ ijkz  in the presence of a useful signal and in its absence, 

respectively; 
2

1z  and 
2

0z are variations of observations }{ ijkz  in the presence of a useful signal and in its absence, respectively. 

So  the optimal signal detection rule can be written in the form [3]: 
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where V  is a diagonal matrix with values 
2


 , s is extended signal with known characteristics, 0L

 is a threshold that can be 

found based on a given false alarm probability. 

For the case of the absence of a useful signal, estimates x̂  are optimal linear estimates in the usual sense of the minimum of 

variance of errors, based on all available observations }{ ijkz . If there is a signal, the x̂  values obtained  aren’t optimal estimates. 

It should be considered as a pseudo-evaluation containing in its composition a transformed input signal s . 

Thus, the best detection procedure involves the optimal filtration of the RF, the calculation of the covariance matrix of the 

filtering errors, and the execution of the weighted summation in accordance with the indicated formulas. The most complex of 

these steps is the filtration of the RF. This is due to the fact that real satellite imagery has a pronounced spatial heterogeneity. 

Using standard optimal linear filters for such images leads to significant errors. The solution to this problem is possible due to 

the use of special filters that take into account the complex nature of the images. Consider the synthesis of such filters for the 

case where correlation between individual components of a polyzonal image can be ignored. In this case, the processing of the 

image component can be carried out independently of one another. The conducted studies [11-13] show that to form such filters 

it is possible to use doubly stochastic image models, which allow describing inhomogeneous signals [14]. As an example, 

consider the following model [8]: 
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x  is simulated RF with normal distribution 0}{
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  are correlation coefficients of the model with multiple roots of the 

characteristic equations of multiplicity (2,2) [3]; ij
b  is a scale factor of the modeled RF. 

Random values xij
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  with a Gaussian probability distribution density can be described by the following autoregressive 

equations: 
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Note that model (1) with parameters (2) imitates inhomogeneous images [14], which allows us to recommend it for 

describing real satellite images. In this case, we can use vector (row by row) nonlinear Kalman filter to reduce the noise [11, 

12]. To do this, we combine the elements of the image line into a vector  T
iNiii

xxxx ,,,
21

 .  Then the model of a individual 

component of the image can be written in the form:  
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where  xidiag   is diagonal matrix with elements xi
   on the main diagonal; lower-triangular matrix   is the matrix, which is 

determined by the decomposition of the covariance matrix:
T

xV  .  

The process of row by row estimation is described by a nonlinear Kalman filter: 
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iP  is covariance filter error matrix. 

The use of this algorithm is possible under the condition of precisely known characteristics of the information RF. So we 

need to know coefficients x
r
1 , x

r
2 , y

r
1 , y

r
2 , and also parameters x0

 , y0
  and 

2

x
 , 

2

y
 , 

2

x
 . Otherwise, a preliminary evaluation of 

these parameters is necessary. For this, pseudo-gradient procedures [13,15] can be used, as well as expressions for CF of doubly 

stochastic RF models [14].  

4. Results of the investigation of the efficiency of detection of signals on real images 

Let's compare two detectors of anomalies constructed on the basis of a doubly stochastic model (Algorithm 1) and on the 

basis of the usual autoregressive model [2] (Algorithm 2). In this case, the detection will be performed on real images obtained 

from the LandSat-8 satellite. Studies are conducted for three images. We choose 4 areas for each image, where an anomaly may 

occur. It should be noted that the areas are selected based on the structure of the images to be examined, taking into account the 

greater and smaller heterogeneity, and the detection procedures are performed not for the entire image, but only for these areas. 

Fig. 1a-1c show examples of images with signals located in different parts of the images, and also reflect the probabilities of 

correct detection obtained using two algorithms. The sizes of all images are 250x250. The images are distorted by white 

Gaussian noise with a single dispersion. The size of the square is 4x4, the radius of the circle is 2. The signal-to-noise ratio is 1. 

The statistics are removed 150 times. 

Table 1 shows the gain of Algorithm 1 in relation to Algorithm 2 for the magnitude of the threshold signal when the 

probability of correct detection is 0.5 and the probability of false alarm is 0.001. It corresponds to the threshold 2

10 1,3 zL  . 
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Table 1. Gain (in percent) of the proposed detection algorithm based on a doubly stochastic model in comparison with the detection algorithm based on the 

AR model 

Shape/Image Location 1 Location 2 Location 3 Location 4 

Square in Image 1 0 0 0 0 

Circle on Image 1 5 2 0 2 

Square in Image 2 68 3 13 4 

Circle on Image 2 60 4 3 5 

Square in Image 3 21 4 4 5 

Circle on Image 3 70 5 7 7 

Analysis of the results shows that the algorithm based on the doubly stochastic model works better than the algorithm based 

on the autoregressive model and provides reliable detection of the signal in 90-95% of cases. The small values of the gains in 

Table 1 are explained by the fact that the signals have small dimensions, and their neighborhoods are on a comparable scale to 

homogeneous ones. If the signal is "at the junction" of homogeneous regions, an algorithm based on a doubly stochastic model 

provides a significant (up to 70%) gain in the signal level term. The gains presented in Table 1 are calculated for each case from 

expression 

ar

ards

Pd

PdPd
Gain


 ,   

where 
dsPd  and 

arPd  are percentages of correctly detected signals based on doubly stochastic and autoregressive models, 

respectively. 

 
                 a)                            b)   

 
c) 

Fig. 1. The noisy image (left) and the source images (right) with the probabilities of correct detection of a square signal: on the left the probabilities for 

Algorithm 1 are presented, on the top  the probabilities for Algorithm 2 are presented. 

Analyzing the Fig. 1, we can conclude that we also have gains in correct detection probability terms on equal  signal-to-noise 

ratios. Furthermore the probability of correct detection depends not only on the shape and sizes of the signal itself, but also on 

the brightness values in its immediate neighborhood. In this sense, a more universal algorithm is an algorithm based on doubly 

stochastic RF models. 

5. Increase of accuracy of object recognition due to its preliminary detection 

Consider the task of recognizing objects in images. Usually, to solve this problem, binarization of the processed image is 

used. However, the preliminary detection of the anomaly allows us to abandon the complicated segmentation and binarization 

procedures.  

As an example, consider a discrete doubly stochastic model: 
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It should be noted that the correlation coefficients in the row and column in the model (3) represent the realization of a 

discrete RF of the following form: 
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Thus, the correlation parameters in expression (4) are a binary RF. Indeed, the elements of each of the fields in (4) can take 

only two values, so their binarization by converting some values to a minimum value of brightness (Y = 0) and others to a 

maximum value (Y = 255) does not cause any special difficulties. 

If the anomaly is characterized by a sufficiently high level of brightness, then for its detection and subsequent identification, 

known methods using brightness characteristics of the image can be used. An example of such methods can be statistical 

analysis of image histograms. However, the processing results will be unsatisfactory at signal levels comparable to the 

background level and less than it. To improve the efficiency of processing, it is proposed to perform preliminary detection of 

objects of interest. Tables 2 and 3 show the results of binarization of the image by brightness and by the selection of the signal 

area. All the results are obtained against a background of doubly stochastic images. There were cases when one signal was 

present on the image: square (Table 2) or circle (Table 3). The ratio of the side of the square signal and the diameter of the 

circular signal to the image length is 10%. For detection, the probability of false alarm was set as 01.0FP . 

Table 2. Binarization of an image containing a square signal 

Signal-to-noise ratio 0.1 1 3 5 6 

Binarization based on detection, % 34 58 94 100 100 

Binarization based on brightness, % 0 12 33 78 100 

Table 3. Binarization of an image containing a circular signal 

Signal-to-noise ratio 0.1 1 3 5 6 

Binarization based on detection, % 29 52 92 100 100 

Binarization based on brightness, % 0 8 26 39 80 

According to Tables 2 and 3, we can conclude that the binarization algorithm, using the results of detection, significantly 

exceeds the brightness binarization. So at small signal-to-noise ratios, the first algorithm achieves a gain of 60-70%. This gain is 

observed for both signal forms (square and circle). Note that the effectiveness of algorithms falls with the use of a circle-shaped 

signal. This is explained by the smaller area of this signal compared to the square one. 

Let the anomaly in the image be either circular or square. Then you need to find the area of the object and its center, and then 

by comparing the fill factor (it is d = 1 for square signal, it is d = 4/  for circular signal) with the threshold to assign it to a 

particular class.  

Figure 2 shows the result of the operation of algorithms for images with a high level of brightness of the anomaly. In both 

cases, the binarization was correct. 

 
           a)                  b)                   c) 

Fig. 2. Recognition of objects on the image: a - the original image, b - binarization, в - the recognition result. 

 Thus, the proposed algorithm for detecting signals can improve the quality of binarization of images and recognition of 

anomalies of the simplest geometric shape on them. 

6. Conclusion 

Synthesis was carried out and the efficiency of correct detection based on algorithms using doubly stochastic RF models was 

studied in the text. Statistical modeling showed that the algorithm using vector Kalman filtering for models with variable 
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parameters allows to achieve significant gains in comparison with the algorithm based on filtering for models with constant 

parameters in conditions of imitation of images based on a doubly stochastic model of RF. The main advantage of vector 

filtering for doubly stochastic images lies in the possibility of estimating the change in image parameters. The developed 

algorithm is also applicable to the detection of extended signals in images. In this case, the use of detection results allows to 

significantly improve the detection quality of detectable low-contrast objects. 
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Abstract

Methods of voice command (VC) recognition in heavy noise environments are required for precise work of speech

information systems on the factory floor and in transport. The paper considers a speaker-dependent way of VC

recognition for VCs belonging to a limited vocabulary and being recognized in heavy noise environments. For this

purpose, VCs are transformed into cross-correlation portraits (CCPs), i.e. special images. The VC under recognition is

referred to a class with a minimal distance (metric) between CCP of this command and model CCPs of the class. The

authors elaborated algorithms for VC transformation into CCPs, a method for defining VC boundaries, ways of model

command optimization and metric choice. As a result, a rather precise VC recognition in heavy noise environment

was obtained.

Keywords: voice command; intensive noise; recognition; cross-correlation portrait; metric; precise definition of

boundaries; model command; optimization of VC library.

1. Introduction

The growth of production and transport intensity leads to increase in operator burden. To reduce such workload,

speech information systems are used. However, these systems often have to recognize VC precisely, especially for

noisy environments. At present, a large number of speech recognition systems functioning in nearly noiseless en-

vironment have been developed. They include, for example, IBM Via Voice, its recognition accuracy is reported to

be 97% and its recognition vocabulary includes up to 2,000 VCs; Dragon NaturallySpeaking or Dragon for PC, this

software package accurately recognizes 70% of the vocabulary, which includes nearly 60,000 words; L&H Voice

XPress, its accuracy is in the range of 90%-98% and its vocabulary size is nearly 1,000 words, etc. There are also

user-friendly systems of continuous speech understanding and processing, such as VocalIQ, Siri, Google Now and

Cortana. To compare VocalIQ with Siri, Google Now and Cortana the systems were given multiaspect requests in

a natural language [1]. The correct recognition rate was more than 90% for VocalIQ, while Google Now, Siri and

Cortana showed only 20% accuracy. Among home-grown technologies it is necessary to mention VoiceCom STC. It

is reported to recognize 100-200 VCs in a speaker-dependent version and 30-50 VCs in a speaker independent one

with accuracy 98%. However, these systems do not accurately work even in low loise environment. Recognition

systems for VCs from a limited vocabulary under acoustic noise are currently being developed mainly for aviation

and are used in voice control and flight control devices. Performance quality of such systems today is from 90 up

tp 98% of accurate VC recognition, depending on the test conditions and vocabulary size. Almost all tested systems

are speaker-dependent. According to the Air Force Research Laboratory - Wright-Patterson Air Force Base, flight

tests of an ITT VRS-1290 speaker dependent, continuous speech recognition system and a Verbex VAT31 showed the

following results: average word accuracy for VRS-1290 was 92-98%, if the vocabulary consisted of 50 commands;

average word accuracy for VAT31 was up to 97% (no information on vocabulary size is available). In 1997, flight test

results of the VC recognition system produced by National Research Council (Canada) were obtained. The system

was integrated into Bell 412HP Avionics Management System and showed an average 95% accuracy for vocabulary

consisting of 80 words, which were divided into 24 groups. According to the Smiths Industries Speech Recogni-

tion Module system built into the CAMU of the Eurofighter, the accuracy of VC recognition in a standard aircraft

flight is at least 95% for a vocabulary consisting of 250 words, 25 of which can be simultaneously active. Currently,

Thales Avionics develops a VC recognition system for Rafale fighters. The VC recognition accuracy is required to

be above 95% for a vocabulary of 50-300 words. A 5-th generation jet fighter F-35 was equipped with DynaSpeak
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VC recognition system developed by SRT International. The developers report the recognition accuracy to be 98%.

A multipurpose 4-th generation Eurofighter is equipped with a voice control system developed by Logica. The vo-

cabulary consists of 250 words, and the average VC accuracy is not less than 95%. The developers declare, that for

the export version of the Rafale Block 05t, Thales Avionics has developed a speech control system with recognition

accuracy not less than 95% for a 300 VC vocabulary, but no information on its implementation is available. Patent US

6529866 B1, 4 March 2003, The United States of America as Represented by the Secretary of the Navy, describes a

method and system for transformation of an audio signal into speech. Audio signals are said to contain both VC units

and noise, but test and implementation information is not available. Patent WO 1999040571 A1, 3 February 1999,

Qualcomm Incorporated, describing a system and method for improving speech recognition accuracy in noisy envi-

ronment also provides no test or implementation data. Among home-grown technologies the following ones should

be noted. First of all, it is a VC recognition system tested on the Mikoyan MiG-29 (Fulcrum). Recognition accu-

racy is reported to be 56-81%, no information on the vocabulary is available. Patent RF 2267820 1, 25 April 2006,

Ulyanovsk State Technical University. Recognition accuracy is reported to be 92%, vocabulary size is 23 VCs, and

noise level is 3dB. No information on implementation is available. Patent RF 2271578 2, 10 March 2006, Speech

Technology Center. The invention relates to speech analysis under adverse environmental conditions, e.g. in moving

transport or high level noisy workplaces. No test information is available. Despite the available developments, there

is no information on the actual application of VC recognition systems in avionics, since in real flights the systems

developed showed substantially less efficiency than anticipated. Thus, developing VC recognition systems for noisy

environments remains a challenging task. This paper examines a speaker dependent technique of VC recognition for

a limited vocabulary. A method of VC transformation into portraits, i.e. images, is used.

2. Methods of VC recognition

The problems of speech recognition, in particular VC recognition, are widely discussed in modern literature.

The first methods of automatic sound recognition were obtained in the first half of the 20-th century [2]. Among

speech recognition techniques one can distinguish the following approaches: spectral methods [3, 4, 5, 6, 7], wavelet

transform [3], statistical methods [5, 8, 9, 10, 11], and neural networks [12, 13].

This paper deals with VC recognition based on their transformation into portraits, i.e. flat images, and further

implementation of image processing techniques [14, 15, 16, 17, 18].

3. Autocorrelation portraits

Let S = s0, s1, s2, s3, ..., sN−1 be digital VC readouts. Then, a two-dimensional image X(i, k) = {xik : i =

1, 2, 3, ...; k = 1..K} will be its autocorrelation portrait (ACP). This image is obtained in the following way. Let

us divide VC S into M segments and perform the following transformations

X(i, k) =
Cov(S n, S n+k)

σnσn+k

, (1)

where Cov(S n, S n+k) is a sample covariation of signal S intervals S n, S n+k, which are spaced k∆t apart, σ2
n, σ

2
n+k

are

sample dispersions of segments S n, S n+k respectively. Thus, the k−th element of the i−th ACP line is equal to the

correlation coefficient between the i−th segment S i and the segment shifted left with respect to S i on k readouts. Fig.

1 shows ACP examples.

Let us note some ACP characteristics, which make them favorable for VC recognition. VC portraits are unique,

i.e. ACPs of different VCs are unlike, whereas ACPs of the same VCs pronounced at different time intervals are

the same. Autocorrelation transformation normalizes a signal, as a result ACPs are nearly insensitive to noisiness

and slowly varying additives. If we consider additive white noise with dispersion σ2
θ
, then its ACPs and VC ACP

readouts distorted by noise will differ by a constant factor. However, ACPs also have some negative characteristics,

e.g. the dependence of element brightness on the differences in the tone of VC pronunciation, as well as geometric

ACP distortions due to variations in speech rate. These distortions can be steadied by modifying ACP development,

e.g. taking into account loudness extremum. VC recognition by their ACPs is conducted in the following way. ACPs

of model VCs are stored in the memory. VC under recognition is transformed into ACP and it is referred to the class
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with a minimal distance between its model portrait and ACP of a recognized VC. This distance (metric) between

two ACPs (i.e. images) is calculated as follows. At first, two images are aligned, i.e. for each line of one image a

corresponding line of another image is found. The average distance (e.g. Euclidean) between the corresponding lines

is considered to be the distance between the portraits. Such a correspondence for ACP of one and the same command

means the proximity of VC fragments, so the distance is relatively small, since it only occurs from the difference in

pronunciation and surrounding noise. If ACPs of different VCs are compared, then this distance is usually much more

visible due to the larger difference in sounds. In the process of command alignment dynamic programming based on

minimum distance criterion was applied. While testing the accuracy of VC recognition, commands were pronounced

by the speaker in real time. The vocabulary used consisted of ten VC groups, and there were 4-23 aviation commands

in each group. In total, the vocabulary included more than 100 VCs. Aircraft engine noise recorded in a flight mode

was used as a background and reference noise, the signal-to-noise ratio was 5-0 dB. Four male speakers took part in

the tests. Before the experiment each speaker recorded model VCs, each VC belonging to the given vocabulary was

pronounced twice. During the experiment on VC recognition each speaker pronounced all the commands from the

given vocabulary three times, all in all, more than 1,200 VCs were recorded during the experiment. Average command

accuracy was more than 95%. However, further processing has shown that the probability of accurate VC recognition

can be significantly reduced in the course of time. This problem is connected with model aging, i.e. speaker’s voice

pattern can change with time, and previously pronounced command models will not reflect the peculiarities of the

speaker’s voice at the very time of VC recognition. Therefore, it is required to update the commands from time

to time (e.g. before the flight), which, of course, has certain inconveniences. One VC model does not reflect all

the possible variants of its pronunciation, so the number of VCs was increased, i.e. the speaker pronounced each

VC more than once at different periods of time. The totality of all these patterns somehow reflected pronunciation

diversity. However, the increase in model number complicates and slows down the recognition algorithm, but it is

permissible only to a certain extent. Therefore, the model number should be limited. Besides, these models should

reflect the pronunciation diversity as much as possible. It turns out, that recognition accuracy depends greatly on the

correctness of model choice, and recognition deviations can be more than 10%. Thus, among several pronunciations

it is necessary to choose a certain number of VCs as model ones, so that the obtained model library contributed to the

best VC recognition accuracy. This problem of model library optimization was examined in [19, 20, 21]. Technically

it is impossible to conduct complete enumeration of all library patterns. That is why, a method of direct enumeration

giving an almost optimal result has been developed. Sometimes it is possible to change the VCs themselves, using

their synonyms. This problem was also considered and its solution was found while analyzing the synonym rings.

4. Cross-correlation portraits

Another way to decrease the impact of VC pronunciation variability is to use a different kind of portraits instead

of ACPs. In the process of ACP development correlation coefficients between the segments of the same VC (autocor-

relation) are found. When ACPs are used for recognition, the distances between the ACP of a recognized command

and the ACP of a model command are found. If the distance between the ACP of the command under recognition and

the ACP of its model is found, the ACPs of two different pronunciations of this command will be compared. These

ACPs can significantly differ from each other (the distance will be large). Therefore, when comparing portraits it is

desirable to minimize the difference in pronunciation. For this purpose, it is necessary for pronunciation variability

to be somehow reflected in portraits. Let us consider a cross-correlation portrait (CCP), which consists of correlation

coefficients between segments of two VCs (cross-correlation) [15, 16, 17, 22]. Let there be two VCs S 1 and S 2.

Let us segment each command into M segments of the same length and determine the sample correlation coefficients

xik between the i−th segment of VC S 1 and a VC segment S 2, beginning with the k−th readout of the VC S 2 i−th

segment. As a result, we get a two-dimensional array (image) X = {xik}, called a CCP of VCs S 1 and S 2. Let us

consider CCP development in detail. As an example, let us consider the CCP development of two pronunciations of

one avionics VC, the first pronunciation is S 1 and the second pronunciation is S 2. Let us divide each VC into equal

segments, whereas N1 is the length of each interval for signal S 1, and N2 is the length of each interval for signal

S 2. Let N = min{N1,N2} be the minimal of these lengths. While specifying the number of intervals for each com-

mand M it should be taken into account that if the segment length is too small it will not include the whole phoneme;

otherwise, if the segment length is big enough it will include several phonemes. Such segmentation will negatively
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affect the correlation coefficient between separate phonemes in different VCs while developing CCPs. Let’s determine

correlation coefficients of signal S 1 i-th segment and signal S 2 i-th segment, shifted k = 0..K readouts right.

xik =
1
N

∑N−1
j=0 S 1i·N1+ jS 2i·N2+ j+k−µ1iµ2i,k

σ1iσ2i,k
, (2)

µ1i =
1
N

∑N−1
j=0 S 1i·N1+ j, (3)

µ2i,k =
1
N

∑N−1
j=0 S 2i·N2+ j+k, (4)

σ12
i
= 1

N

∑N−1
j=0 S 12

i·N1+ j
− µ12

i
, (5)

σ22
i,k
= 1

N

∑N−1
j=0 S 22

i·N2+ j+k
− µ22

i,k
. (6)

While choosing parameter K, it is necessary to take into account the following fact: if its value increases, than value

xik decreases. It is connected with correlation reduction of VC readouts along the line. This property proves the

inadvisability of using large values K while developing CCPs (large K means that K > N).

Obviously, if CCPs of the same pronunciation (S 1 = S 2 = S ) are developed, we get the ACP of a VC S . It is

desirable to examine the CCP of two pronunciations of one and the same command. It depends on two pronunciations,

so the pronunciation variability affects the portrait form. Fig. 2 shows CCPs of several VCs. For example, in the

picture Manevr3 + Manevr4 ’plus’ means that this very CCP was obtained from the third and fourth pronunciations

of the VC ”Manevr”.

a) b)

c) d)

e) f)

Figure 1: Autocorrelation portraits: a) VC ”Svet bol’she”, b) VC

”Svet bol’she” on the background of aircraft engine noise, c) VC

”Konditsioner”, d) VC ”Konditsioner” on the background of white

noise with a mean zero and dispersion equal to five, e), f) VC ”Vysota

absolyutnaya” pronounced at different times.

”Manevr1 + Manevr2” ”Manevr3 + Manevr4”

”Navigat-

siya1+Navigatsiya2”

”Navigat-

siya3+Navigatsiya4”

”Noised Navigat-

siya1+Navigatsiya2”

”Noised Navigat-

siya3+Navigatsiya4”

Figure 2: Cross-correlation portraits of VCs.

Note, that CCP characteristics are similar to those of ACP. But CCPs are less pronunciation dependent, as they

combine two different pronunciations. VC recognition by means of CCPs is carried out in the same way as recognition

by means of ACPs. For each VC, a model CCP made of two pronunciations of this VC is developed. These model

CCPs are stored in the memory. For the VC under recognition CCPs are developed with one of pronunciations of each
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command group, then the distance between this CCP and the model CCP is found. The recognized VC is related to

the group with the smallest distance.

5. Optimization of voice command recognition by means of their CCPs

The CCPs used have a number of characteristics, which come from both the properties of the speech signals

themselves and the structure of their CCP development. Let us consider some techniques increasing the recognition

accuracy by means of CCPs.

5.1. Noisy models

If a VC under recognition is too noisy, it increases the distance from its CCP to its model portrait formed by

means of noiseless pronunciations. Therefore, ’noisy models’ were used in the experiment, i.e. artificial noise was

added to the model commands. It came from the microphone placed far from the operator. As a result, the distorted

models and the command under recognition contained approximately the same noise, which significantly increased

the recognition accuracy.

5.2. Precise definition of boundaries

While developing portraits, it is desirable for the VC time boundaries to be defined as precisely as possible. Then a

more accurate portrait alignment can be attained. Among several known techniques of useful signal detection, the one,

which shows the most accurate recognition results on the background of noise, was chosen. Besides, after definition

of VC boundaries by means of this technique some boundary adjustments were made, which resulted in recognition

accuracy.

5.3. Pause removal

In some VCs, e.g. those consisting of two words, there are micro-pauses between speech units. These pauses can

differ in duration, but they do not contain any information. So, a special method for their removal was developed.

5.4. Optimization of portrait width

Portrait width, i.e. the line length, can be chosen arbitrary. So, it is desirable to choose the optimal length, which

contributes to the best recognition accuracy. It turned out, the line length in the portrait of a VC under consideration

should be equal to K = D/(5M), where D is the length of the recognized VC, M is the number of lines in a portrait.

The line lengths of model CCPs are a bit longer, but they are no less than K.

5.5. Choice of metric

VC recognition by means of their CCP is based on detection of the portraits, which are as similar as possible.

Hence, there appears a problem to define the distance between two CCPs, i.e. metric defined on CCP. This distance

is considered to be equal to the average distance between the corresponding CCP lines. Moreover, any metric defined

on the lines, i.e. on finite sequences or vectors, can be used. Twelve known metrics (namely, Euclidean, Hilbert,

Zhuravlev, etc.) and their variants were tested. For the purpose of the problem under consideration, five metrics

showed the best results: Zhuravlev method (for ε = 10, ε = 20 and ε = 30), the Ruzicka distance and the Bray-Curtis

distance. Besides, analyzing the recognition results obtained while using these metrics it was found out that certain

recognition errors corresponded to certain metrics. Therefore, it is possible to improve recognition accuracy by using,

for example, two metrics. If the recognition results coincide, then the command is considered to be recognized; if

the recognition results differ, the command should be considered unrecognized. In such a case, the speaker should

pronounce the command once again.

5.6. Optimization of a model library

As in the case of VC recognition by means of CCPs, the words included in the model library significantly affect

the recognition accuracy. Therefore, it is required to optimize the model portrait library while recognizing VCs by

means of CCPs.
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5.7. Fourier analysis

Each CCP line is a sequence of correlation function sample values. Because of speech signal quasi-periodicity,

the correlation function turns out to be similar to periodic. This quality was used to improve the portrait quality by

removing insignificant harmonics from each CCP line spectrum. This operation was performed by means of FFT. The

isolation of the most fundamental harmonics for each CCP line reduced the influence of speech signal pronunciation

variability.

6. Results

The experiments showed that using CCPs with the described above modifications significantly reduced the effect

of VC pronunciation variability and model aging. The recognition accuracy was nearly the same as in the ACP

recognition on newly-pronounced models. Thus, to evaluate the efficiency of the suggested method, an experiment

was conducted. The recognition was tested on two groups of VCs consisting of 10 commands each. The first group

included single-word commands, the second group of VCs included both single-word and two-word commands.

Each VC was pronounced 100 times by a woman-speaker. The experimental results are represented in Table 1. The

maximum VC recognition accuracy was 95.6%.

Table 1: VC recognition accuracy by means of CCPs.

Commands
Signal/noise ratio (dB)

5 4 3 2 1

Group 1 95.6 90.1 87.4 82.9 61.2

Group 2 94.6 92.1 87.4 83.5 67.2

7. Conclusion

The present work suggests and examines a speaker-dependent method for recognizing voice commands from

a limited vocabulary in conditions of intense acoustic noise, e.g. on the background of an aircraft engine. This

method implies transformation of digitized commands into certain images and further application of image processing

methods. The method underwent various modifications in order to increase the recognition accuracy. Tests on a large

number of voice commands showed rather high efficiency of the suggested method.
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Abstract 

As the title implies the article describes actuality of algorithm development of positioning industrial wares in-plant based on radio frequency 

grid for the construction of the products tracking systems. Requirements of international standards regulating the processes of traceability and 

identification are analysed. The article offers a system hardware solution for positioning of industrial wares in-plant based on radio frequency 

grid as well as an algorithm for determining the current storage area. Experimental studies of the developed algorithm were conducted. 

Keywords: positioningж traceabilityж radio frequency identificationж RFID 

1. Introduction 

Is the identification mechanism which provides the traceability of products during whole technological cycle of production. 

According to MN ISO 9001-87 requirements a supplier, if necessary, must set and support a method of product identification on 

all stages of production [1]. Traceability in production helps to provide compliance of requirements of government and 

international standards of quality, execute a rapid and targeted track of products during the technological cycle that, in turn, 

allows minimizing financial consequences. Especially important the question of tracking of products becomes if the 

technological cycle consists of large number of stages located on large territorial areas.  

In the last few years instead of graphic marking and systems of technical vision systems companies prefer to use the radio 

frequency identification method. Currently radio frequency identification is one of the best information technologies used for 

constructing inventory control systems. Radio frequency identification is used for accounting tasks in different areas of activity, 

for example in logistics, libraries, shops, etc. However, the task of development and deployment of a complete system for 

product tracking in production still remains unsolved. Based on this one can conclude that development of new algorithms for 

identification and positioning of industrial wares in-plant based on radio frequency grid for the construction of the systems of 

product tracking is an actual scientific and technical task. 

2. Setting the production requirements for the process of radio frequency identification in the products tracking systems 

Let us consider base concepts of this area. Radio frequency identification [radio frequency identification; RFID] is technology 

of automatic identification and capture of data that uses electromagnetic or inductive connection carried out by means of radio 

waves for interaction with a radio frequency mark and an unambiguous read-out of its identification data by applying different 

types of signal modulation and data encoding. Interrogation – interaction of reader / survey device with an RFID tag to read data 

from it. Backscatter – the process that an RF tag uses to respond to the signal and to react to the electromagnetic field of a 

reading / interrogation device by modulating and re-radiating it, without changing the carrier frequency. [2]  

As the operating frequency of the RFID-tag and the system there are the following ranges: low frequency (LF) - 125-134 

kHz, high frequency (HF) – 13.56 MHz, ultra high frequency (UHF) - 860-960 MHz , microwave (SHF) – 2.4 GHz. 

Accordingly, for each range there is a corresponding standard, which specifies requirements for it. For example, the general 

requirements for the air interface for on 860-960 MHz frequency band can be found in the standard [3].  

There are a number of standards which establish the structure of RFID tags. Standard [4] reviews unique radio frequency tags 

that are used for the purposes of: quality control of integrated circuits, which are used in RF tag manufacturing process; RFID 

traceability during their production and during their term of service; completing the process for reading information of RFID 

system configuration, including multiple antennas; implementation of anti-collision algorithm for inventory plurality of RFID 

tags, while in the zone of a reading / interrogation device; traceability of the object with the RF tag on. The standard [5] lists the 

requirements for the selection of RFID tags, as well as other data carriers, adhesive, face of the label material and ink. This 

standard specifies methods for reducing the influence of electrostatic discharge and damage to the RFID tag, as well as methods 

of data verification of the RFID tag. The Standard lists RFID placement and attachment rules.  

It is important to point out that RFID-technologies can be subject to an attack. The most common attacks are: RFID-Zapper, 

cloning, Dos-attacks, attack via other RFID-tags, substitution of RFID-tags memory contents. For the protection of RFID 

systems experts give the following recommendations: while creating new software publish the code to third-party developers 

who for a fee can help find bugs, admitted in the development, and remove unnecessary functions [5].  

During the system analysis of interstate and international standards requirements to the process of RF identification of 

products were established. Thus, to develop a radio frequency identification algorithm we must:  

1. Define the task of identifying and selecting the appropriate method.  

2. Develop a model and to consider all the requirements for it.  

3. Determine which keywords should be used, their parameters and the range of operating frequencies.  
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4. To protect the system from the attacks of various kinds. 

3. Subject overview 

A great contribution to the development of radio frequency identification technology and product movement control systems 

in various spheres of life was made by Bondarevsky A.S., Zolotov R.V., Do Zuy Nyat, Kamozin D.U., Manish B., Shahram M., 

Ke-Sheng Wang , Worapot Jakkhupan, Somjit Arch-int, Yuefeng Li, Mahir Oner, Alp Ustundag, Aysenur Budak and many 

others. 

Application of these knowledge-intensive technologies makes it possible to automate the processes of controlling the product 

movement at industrial plants, ultimately, to increase the efficiency and reliability of transportation control and warehouse 

inventory control of manufactured products. 

However, they are not without flaws. The use of existing software and hardware solutions is more aimed at organizing 

automated warehouse inventory control and less suitable for automating product movement control, in the absence of universal 

methods and algorithms. In support of this, at a number of industrial enterprises, developers of RFID systems attempted to 

organize traceability of products by automatic movement control based on radio frequency identification. As a result, it became 

clear that automatic control of the product movement is possible only in certain areas of the production process. Such areas are 

conveyor lines and transport tunnels, where the transportation of products is carried out along the permanently installed radio 

frequency identification equipment (RFID tunnels). In other production and warehouse areas, automatic control over the 

movement of products is impossible. This is due to the lack of universal methods and algorithms for product identification in the 

process of its transportation along unmapped routes. 

Positioning of objects and people using information technology is quite a substantial task. These technologies can be used to 

solve social, industrial and other types of tasks. Currently, there are a large number of approaches to positioning using a large 

number of technologies, among them: 

- Satellite navigation technologies (GPS, GLONASS); 

- Local positioning technology (infrared and ultrasonic); 

- Technology of technical vision; 

- Radio-frequency technologies. 

The use of satellite navigation technology and positioning are tightly integrated into our daily lives. They are used for 

navigation and transport tracking, monitoring and coordination of various kinds of events. The accuracy of positioning is 10-15 

meters outdoors. Unfortunately, the application of this technology inside production facilities is almost impossible. An exception 

is the installation of expensive equipment for organizing GPS-positioning indoors, the unit of which can cover no more than 10 

square meters, which is unacceptable for most industrial plants, whose sizes can be tens of kilometers. 

Local positioning technologies are highly accurate - about 2 centimeters, but with a short range of 5-10 meters. With these 

attributes, they are used to achieve local accurate results and, in general, are used for flaw detection (analysis of welds, detection 

of chips, dents, etc.). The use of local positioning technology for small-scale mechanization is not economically effective and 

will lead to huge financial costs. 

The use of vision technology for solving positioning problems is a relatively young concept. Currently, there are a huge 

number of methods and algorithms for solving localization and positioning problems, but their effectiveness depends a lot on 

meeting a large number of requirements, which include the quality of materials used for production of visual labels, cleanliness 

and lighting of premises, staff attentiveness, etc. Failure to comply with even one of the requirements can lead to a significant 

reduction in positioning accuracy or make it completely inoperative. 

Radio-frequency technologies have found wide application in sales (organization of security in stores). Positioning based on 

radio frequency technologies can be divided into two categories: positioning on passive RFID tags (distance up to 5 meters) and 

active RFID beacons (distance up to 80 meters), but all of them are based on the principle that the moved object is marked with 

an RFID tag and the reading equipment is stationary. This approach allows to effectively automate production processes, where 

the product movement routes are strictly limited, for example, conveyor lines. However, for the positioning of chaotically 

moving small mechanization means, this approach will lead to a significant increase in the cost of the positioning system. 

Instead of a few readers they would need ten times as many. 

Considering all the information stated above it is possible to draw a conclusion, that development of technology and software 

for the construction of positioning and control systems for small mechanization in industrial plants based on radio frequency 

identification methods is a substantial scientific and technical task. 

The development of software and hardware for movement control systems is carried out by: PCT-Invent (Russia, Saint-

Petersburg), AiTiProject (Russia, Moscow), Impinj (USA, Seattle), Motorola (USA, Morrisville), Nordic ID (Finland, Salo), 

FEIG (Germany, Weilburg). 

Development of positioning systems based on radio frequency identification is carried out by the following scientific 

organizations: 

- Human positioning systems, in particular patients in medical institutions: Shonan Institute of Technology (Japan, Fujisawa), 

Institute of Medicine (Kathmandu, Nepal), National Patient Safety Foundation (USA, Boston) and others. 

- Systems for positioning moving non-metallic objects: East China Jiaotong University (China, Nanchang), Universiti Sains 

Malaysia (Malaysia, Nibong Tebal), University of Adelaide (Australia, Adelaide), Wellness Convergence Research Center 

(Korea, Daegu) and many others. 
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However, the tasks of developing and implementing automatic systems for tracking products in production are still 

unresolved. Currently, industrial enterprises still have a number of problems, the solution of which is not realized with the help 

of modern product movement control systems. 

4. Development of the project hardware positioning system for wares in-plant based on the basis of radio-frequency grid 

As the basic data for the implementation of functional tracking of industrial products arises in the course of its movement 

through the territory of the plant, it is advisable to develop a hardware solution for receiving and processing of the data. The 

main types of traffic information are the information about who moves the products, how, departure point and point of arrival. 

Receiving and processing of this information will allow to organize a permanent automatic traceability of industrial products in 

the plant.  

The paper proposes the development of a stand-alone device, consisting of reading equipment, processing and transmission of 

information. The developed device is mounted on the transport device, and to ensure that the product gets delivered, plant 

territory is marked with RFID tags creating a radio frequency grid.  

Thus, the hardware part of the system can be divided into 5 levels:  

1. The RF tag for labeling storage areas.  

2. Equipment to read RFID tags.  

3. Equipment for collecting and processing statistical data.  

4. The equipment for the transmission of data to the enterprise server.  

5. Company’s software and hardware.  

Laboratory prototype was developed for testing the project hardware industrial products positioning system on the territory of 

the enterprise on the basis of radio-frequency grid for experimental studies. Laboratory prototype consists of a microcontroller, a 

manual RF reader, power supply unit and a laptop (Figure 1).  

Fig. 1. Type of laboratory prototype. 

5. The algorithm for determining the current storage area 

In order to determine the current position of the transport device for continuous automatic monitoring of transported goods 

has been developed an algorithm to determine the current storage area.  

The algorithm is based on statistical analysis of the number of recognitions of radio frequency tags for certain time periods t. 

The period of time t is the average period of time during which the transport device is moved from the beginning of the current 

scan area to the end (Figure 2).  

Fig. 2. Is a chart of determination of temporal interval of t. 

Let the identifiers of warehousing zones be presented as a vector of I : 
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I = (I1, I2, I3, .., In) 

The amount of recognitions of radio frequency identifiers for the moment of time of t is presented in a kind: 

C = (C1(t), C2(t), C3(t), .., Cn(t)) 

Then determination of current position takes place by the calculation of index of k using a formula: 

𝐶𝑘(𝑡)= {
max𝑖 𝐶𝑖(𝑡) , 𝑖𝑓 𝐶𝑖(𝑡) > 𝑝
𝑢𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Ck (t) is the maximal amount of recognitions of radio frequency k-th identifier. It means that in current moment “t” a 

transporting device is above the zone of warehousing market “k”. 

6. The experimental results of algorithm to determine the current storage area 

During the experimental studies many different types of situations that are close to production were modeled (Figure 3). 

Among them:  

- movement between two storage areas;  

- move between three or more storage areas;  

- movement between storage areas with the presence of "noise" (the other RFID tags, which are not labeled storage areas)  

- movement between storage areas with partial overlap with non-metallic and metallic barriers.  

  

Fig. 3. Results of experimental studies. 

Experimental studies have shown the correctness of the algorithm to determine the current storage area in the laboratory. 

7. Conclusion 

The article showed relevance of developing an algorithm of positioning industrial wares in-plant based on radio frequency 

grid for to create the products tracking systems. We analysed the requirements of international standards regulating the processes 

of traceability and identification. The article offered a system hardware solution for  positioning of industrial wares in-plant 

based on radio frequency grid as well as an algorithm for determining the current storage area. Experimental studies of the 

developed algorithm were conducted. 
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Abstract 

The effectiveness of pattern-match searching for the fragment on image using set of pseudo-gradient procedures covering all initial image by 

their workplaces is studied. Procedures control is managed to reduce computational expenses and based on analysis of penalty function and 

giving priority of making next iteration to procedure that has minimum value of penalty. It is considered that required fragment belongs to the 

domain that has a procedure which is reached prescribed limit of iterations. If it is prior unknown if there is any required fragments on the 

initial image, the hypothesis of their absence should be tested. If the hypothesis is not confirmed than the scan for domains with fragments 

should be performed. Concerning there are fragments on the image the missing probabilities are found using penalty function and limit of 

iterations. Herein, the proposal is considered for single and multiple required fragments. 

Keywords: digital image; fragment searching; fragment missing; pseudo-gradient procedure; probability; first and second type errors 

1.  Introduction 

Pattern search of the single or multiple equal fragments belongs to the field of digital image processing [1-4]. There is type 

of search algorithms based on pseudo-gradient procedures (PGP) [5,6]. But PGP has relatively small working range [7], so it is 

necessary to split the high-resolution images to a multiple domains, with its own procedures. At this time appears a task to 

choose domains containing required fragments. 
There is a missing fragment probability assigned to a search process. If all procedures are in equal conditions and make 

equal number of iterations than missing fragment probability depends on the preselected criteria of choice. It can be the best 

value of goal function of quality estimating on the last iteration. But this method provides low choice veracity cause goal 

function estimations calculates based on small-size local sample. Besides, number of search domains can be up to tens of 

thousands [8,9], so, to make all procedures achieve the prescribed limit of iterations, needs huge computational cost. To increase 

the probability it should be used more reliable criteria of choice, the same as using estimations of PGP on last iteration, for 

example, maximum of correlation index between required fragment template and its probable location on the image [10]. But 

this causes even more computational costs. 
To reduce computational costs in [11] the algorithm for manipulating of set of PGP’s is proposed where on the each step the 

priority to make next iteration to procedure that has best value of some penalty function (PF) X  [12]. In this case step of the 

algorithm means complex of the operations: making ordinary iteration by procedure with best PF value, calculating new PF 

value and finding procedure with best PF value. The domain with procedure that firstly made prescribed number of iterations T  

is being considered as a required one (domain that probably is containing required fragment). To search 1>k  fragments it 

should be chosen k  domains containing procedures that achieved limit of iterations faster than others. Further, probability of 

wrong domain choice will be considered as probability of error caused by mentioned method of manipulating ensemble of 

procedures. 
Generally, it is unknown, if there are any required fragments in domains under investigation. Thus, search procedure must 

contain some kind of testting the hypothesis of absence of fragments. During testing process there can be first )(P 1  and second 
)(P 2  type errors. So, if prior probability of location of the fragment among considering domains, is equal to FP  than decision 

about  presence of the fragment is accepted with probability  

    )(
F

)(
F PP+PP 12 11   

and about absence – with probability 

  )(
F

)(
F PP+PP 12 11   

Work [13] considers issue of testing hypothesis of fragment's absence. If the hypothesis rejected than next step is to 

determine the position of the fragment. Here, the probability of choosing domain with fragment after declining hypothesis with 

prescribed second type error probability: 

  )(
FERF PP+PP=P 21 , (1) 

where ERP  is relative probability of wrong fragment choice in case it really is on the image.  

Let us consider the probability ERP  of wrong choice of image domain with fragment in case it is on the image. Also the 

probability of making an error selecting 1>k  domains when there are k identical fragments on the image, for example, images 

of equal objects (biological or technical) will be considered. Taking into account differences in search processes for single or 

multiple fragments these processes would be investigated separately. 
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2. Error probability in case of searching for a single fragment  

Let image (or just part of it) where should be found the fragment is divided to N  domains and there is just one of them to 

contain required fragment. Let's find error probability of that domain identification ERP . Assume that goal function and PF of 

PGP are pre-defined. Let us call « +x » value of PF X  for the procedure in domain with fragment and « x » in domain without 

fragment. 
If there are only two domains then domain without fragment will be chosen if its procedure will be first to make T  

iterations, i.e. +
Т x<x , where 

Тx  is equal to PF value on T th iteration. Here, second procedure may perform from 1 to 

 1T  iterations. Then, if value of PF on T th iteration is equal to 0x , to assume that choice is wrong it should be two 

conditions simultaneously: PF of the procedure in domain with required fragment exceed 0x  and in domain without fragment 

PF value should be equal to 0x . Proposing that these events are independent the probability of wrong choice will equal to: 

   dxxwdxxw=P

x

Т
x

+
ТER 


 0

00

. 

But value of 0x  is prior unknown and wrong choice probability generally is equal to probability that on T th iteration 


Т

+
Т x>x  

        dxxFxw=dxxFxw=P Т
+
Т

+
ТТER 





 

00

1 , (2) 

where    
x

ТТ dxxw=xF
0

 is integrated distribution function. 

It should be noticed that densities of distribution   +xw  and  xw  are depending on initial approximation of search 

parameters [14] estimated by procedure and in this context are relative. Proposing that initial parameters' approximation for 

procedure in fragment's domain gets worst convergence in work range of procedure ERP  will be the upper limit of wrong 

fragment choice's probability.  
If number of separated domains is equal to N , than assuming independence of procedure's PF (taking into account (2)):  

     dxxFxw=P
N

Т
+
ТER 


 




 

0

1
11 .  (3) 

The assumed restriction about PF independence is not strict cause samples from domains that don't have a fragment have 

weak correlation with samples from fragment. 

3. Error probability in case of searching for multiple fragments 

In previous case the required domain was assumed domain with procedure achieved limit of T  iteration first of all others. 

Here, to provide low error probability of fragment's search with high signal/noise ratio it is necessary to specify large number of 

iterations. It is possible to decrease error probability with low T  choosing several domains where procedures made limit of the 

iterations. Then probability of occurrence of domain with fragment among chosen domains increases. But it is not true for 

probability of right choice of the fragment.  
There are criteria allowing to identify the fragment with low error probability, such as above mentioned maximum of 

correlation index that can be calculated on whole image, or extremes of information-theoretical measures of images similarity 

[15]. But using such criteria causes large computational expenses. Moreover, if image is divided into a lot of search domains and 

computing resources are strictly limited using of these criteria is not reasonable. But for small number of domains (for example, 

two) using these criteria is acceptable. On this basis, the probability of location the fragment among n  domains where 

corresponding procedures firstly made prescribed limit of iterations.  
If local samples to estimate all procedure’s goal function value are independent and suppose best value of PF has domain 

without fragment a random event, than task may be reduced to Bernoulli scheme. So for probability 
(n)
ERP  of missing domain 

with fragment during choice n  domains with procedures first reached prescribed limit of iterations using binomial law it can be 

written:  

       





 
0

11
1 1 dxxFxFCxw=P

iN
ТТ

N

n=i

N
i

+
Т

(n)
ER ,  (4) 

Where 1N
iC  is a number of combinations from  1N  of i  elements. It should be noticed that cause number of 

investigating domains in general is less than general number of domains of separated image ( Nn << ) so it is reasonable to use 

next expression:  
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Fig. 1 shows an example of graphs of dependency for probability of missing required fragment (n)
ERP  on the number of 

iteration when choosing one(solid-line curve) and two (dashed-line curve) domains. Calculation carried out for relay-type PGP 

with working range requiring to split two different-size images on 36 (curve 1 and 2) and 625 domains (curve 3 and 4). Initial 

parameters of mismatch were equal to 6 steps of parallel shift and 20 degrees of turn. 

 
Fig. 1. Probability of missing required fragment against the number of iteration when choosing one and two domains.  

During calculation was used expression (5) where meaning of expression: 
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It is obvious from graphs that if 2=n  probability (n)
ERP  is essentially low. For example, if 36=N and 1000=T  probability 

of error in choice depending to situation 1=n  is decreasing by 5.5 times, and if T = 2000 – by 9 times. In this case, of course, 

computational expenses are increasing too. 

4. Error probability in case of searching for several equal fragments 

Let’s consider probability of missing at least one of domains with fragments location during search position of 1>k  similar 

fragments. In this case it should be at a minimum k  procedures to make limit number of T  iterations. Same as before, it will be 

considered that presence of the fragments is known in advance. 
In particular, in case k=n  similar to (3) probability of all k  procedures first made T  iterations will correspond to domains 

containing fragments: 

     dxxFxw=P=P
N

Т
+
Тk

(k)
ER

(k)



 




 

0

1
1111 ,  (6) 

where  Тk xw  means probability density function for maximum of k  PF’s values of procedures from domains with fragments. 

To decrease probability of missing fragments the number of domains to choose can be more than the number of required 

fragments ( k>n ). In this case probability 
 kj
ERP  of missing j  domains with fragments from k  considering ratio (4) and 

uniqueness condition for each domain is equal to: 
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where            +
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+
Тk xkFj
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2

11
1

 is probability density function of j th ranged by maximum PF 

k  procedures in domains with fragments k=i 1, . 

5. Conclusion  

One of the class of the algorithms to search fragment on the image by template is based on the PGP. But these procedures 

have relatively small working range of search that makes it necessary to split the image into array of domains each of them is 

containing own procedure. Here is a task about finding domains with required fragments. If all search procedures are working in 

same conditions and will make equal number of iterations than it require huge computational expenses. To reduce these 

expenses the algorithm of managing ensemble of PGP [12] can be used. In this case on the each step priority of making next 

iteration is giving to procedure that has best value of some penalty function. Domains with procedures made prescribed limit of 

iterations first are chosen as a required ones (probably containing fragments). 
If it is prior unknown if there are required fragments on the image it is necessary to test the hypothesis about absence of 

fragments with prescribed error probabilities  of first and second types. This issue and statistical criteria of hypothesis validity 

are considered in papers [13, 18]. If the hypothesis is rejected then choosing domains of fragments’ location carried out. In this 

case error probability of choosing domains of fragment’s location is a conditional probability and with prescribed second-type 

error probability in general determines by expression (1).  
Probability of wrong choice assuming there are required fragments on the initial image depends on their count. If there is 

only one fragment and procedure then probability of wrong choice of domain with fragment determines by expression (3). To 

reduce error of right domain it can be chosen several domains instead one (Supposing using additional criteria to choose final 

domain among selected). Here, probability of presence of required domain among selected determines by expression (5). 
If required fragments is more than one and each of them has corresponding one search procedure then probability of case 

when all procedures of domains with objects will make limited number of iterations first determines by expression (6). If 

number of choosing domains is greater than number of required fragments then probability of missing prescribed count of 

domains with fragments determines by expression (7). 
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Abstract 

The paper proposes a method for constructing an informative neighborhood for modeling texture images. To describe the characteristic 

features of textures used assumptions underlying model representation texture images described by using a Markov random field. The results 

of the conducted experimental researches confirm that application of the developed approach allows to reduce the dimensionality of the 

features space while preserving the reliability of the classification. 

Keywords: Markov random field; Gaussian Markov field; texture image classification; co-occurrence matrix; causal neighborhood 

1. Introduction 

Texture analysis widespread in the processing of various types of images. However, despite the fact that even in 1979 

Haralick noted that the methods of distinguishing textures are developed individually for each specific case [1], there is no clear 

definition of texture or a particular concept in solving problems analysis of texture images. 

Haindl wrote that the texture is a surface property, which is the spatial information contained in the object's surface [2]. 

The literature describes three approaches to texture analysis [1, 3, and 4]: 

 A statistical approach, wherein the set of features used to provide texture image characteristics. 

 Structural modeling allows us to consider texture as two-dimensional images composed of many primitives or 

subpatterns that are arranged accordance with a certain rule. 

 Stochastic modeling suggests that the texture is the realization of a stochastic process that is characterized by certain 

parameters. This approach allows you to get good results for the generation of realistic natural texture images using Markov 

random fields [5]. 

To classification texture images, we will apply the model image as a realization of a random Markov field, that is, a 

stochastic approach to texture analysis. Great contribution to the development of this model has made by Haralick, who 

introduced the statistical and structural approaches to the description of texture [6] and suggested using of features based on the 

matrix of mutual probability distribution. The proposed is the gray level co-occurrence matrix [1]. It describes the spatial 

relationships of brightness pairs of texture elements. 

2. Representation of the image according to the model of the Markov random field 

Introduction of stochastic models and random fields models have led to the development of image reconstruction algorithms, 

segmentation, modeling and texture classification. In particular, Markov random fields is very useful for modeling spatial 

relationships, as well as for the study of stochastic interaction between the observed values, including the analysis of medical 

images and interpretation of remote sensing images [7]. 

The theory of Markov random field (MRF) provides a convenient and consistent method for modeling communication 

between dependent entities, such as image pixels and correlated features. Convenience is achieved due to the characteristic 

mutual influence among such objects, when using conditional distribution of MRF. The practical use of the model Markov 

random field obtained thanks to the theorem of equivalence between MRF and the Gibbs distribution, which was introduced by 

Hammersley and Clifford in 1971 [8]. This is because the joint distribution required for most applications, but the conclusion of 

the joint distribution of the conditional is very difficult for MRF. Equivalence theorem of Markov random fields and Gibbs 

points out that the joint distribution of MRF is the simplest form of the Gibbs distribution. 

We will consider the model of a Gaussian Markov random field (GMRF), which is a particular case of MRF, where the value 

of the pixel in the position (i, j) is statistically independent of neighboring pixels. This means that the model takes into account 

the spatial interaction between the various components within each color component, and interaction of [9]. Image is represented 

on a rectangular lattice S = M * N with 𝑝 number of bands. 

Let 𝑋(𝑖, 𝑗) = [𝑥1(𝑖, 𝑗)𝑥2(𝑖, 𝑗) … 𝑥𝑝(𝑖, 𝑗)] is a vector in a texture region R. It is assumed that the vector at a position (i, j) 

represents the linear combination of the color components of neighboring pixels and additive Gaussian noise. Let 𝜇1, 𝜇2 … 𝜇𝑝  

denote the mean color intensity, and  𝑒1, 𝑒2 … 𝑒𝑝  the spatial interaction of pixels and 𝑣𝑥𝑦  be the expected value of 𝑒𝑥𝑒𝑦. x, y 

takes on the values from 1 to р. Let 𝜙𝑥𝑦 the associated parameters of the model and ∑ the co-occurrence matrix.  

Spatial interaction of color pixels is defined as: 



Image Processing, Geoinformation Technology and Information Security / E. Biryukova, R. Paringer, A. Kupriyanov 

3rd International conference “Information Technology and Nanotechnology 2017”       33 

𝑒1(𝑖, 𝑗) = (𝑥1(𝑖, 𝑗) − 𝜇1) − ∑ 𝜙11(𝑚, 𝑛)(𝑥1(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇1) 

(𝑚,𝑛)∈𝑁11

 

− ∑ 𝜙12(𝑚, 𝑛)(𝑥2(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇2)

(𝑚,𝑛)∈𝑁12

− ⋯  

− ∑ 𝜙1𝑝(𝑚, 𝑛)(𝑥𝑝(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇𝑝).

(𝑚,𝑛)∈𝑁1𝑝

 

Similarly it is defined for 𝑒2(𝑖, 𝑗), 𝑒3(𝑖, 𝑗) … 𝑒𝑝(𝑖, 𝑗). The generalized form is given by: 

𝑒𝑘(𝑖, 𝑗) = (𝑥𝑘(𝑖, 𝑗) − 𝜇𝑘) − ∑ 𝜙𝑘1(𝑚, 𝑛)(𝑥1(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇1)

(𝑚,𝑛)∈𝑁𝑘1

 

− ∑ 𝜙𝑘2(𝑚, 𝑛)(𝑥2(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇2)

(𝑚,𝑛)∈𝑁𝑝2

− ⋯ 

− ∑ 𝜙𝑘𝑝(𝑚, 𝑛)(𝑥𝑝(𝑖 + 𝑚, 𝑗 + 𝑛) − 𝜇𝑝)

(𝑚,𝑛)∈𝑁𝑘𝑝

, 𝑘 = 1, 𝑝̅̅ ̅̅̅, 

where Nxy denote neighboring pixels. If х=у, then the neighboring pixels will correspond to the same color component. 

Otherwise, the neighboring pixels are of the other components. 

The co-occurrence matrix is defined as follows: 

∑ = (

𝑣11

𝑣21

𝑣12

𝑣22
⋯

𝑣1𝑝

𝑣2𝑝

⋮ ⋱ ⋮
𝑣𝑝1 𝑣𝑝2 ⋯ 𝑣𝑝𝑝

) . 

The expected value 𝑣𝑘𝑙  is represented as: 

𝑣𝑘𝑙 = 𝐸[𝑒𝑘𝑒𝑙] =
1

𝑀𝑅

∑ 𝑒𝑘(𝑖, 𝑗)𝑒𝑙(𝑖, 𝑗).

(𝑖,𝑗)∈𝑅

 

 Having described all the terms, the probability density function of X(i,j) is found to be: 

𝑃(𝑋(𝑖, 𝑗)|𝑅) =  
1

((2𝜋)𝑃 |Ʃ|)
1
2

  exp {
−1

2
(𝑒1(𝑖, 𝑗)𝑒2(𝑖, 𝑗) … 𝑒𝑝(𝑖, 𝑗)) ∑(𝑒1(𝑖, 𝑗)𝑒2(𝑖, 𝑗) … 𝑒𝑝(𝑖, 𝑗))𝑡}. 

3. Choice of informative neighborhood 

Winkler in "Image Analysis, Random Fields and Dynamic Monte Carlo Methods" [10] writes the restoration images and 

modeling textures with random fields, in detail the finite random fields, including MRF applies Monte Carlo methods for 

Markov chains. Chohen for example textile fabrics control automation task [11] solves the problem of detection and localization 

of various kinds of defects, which uses Gaussian Markov random field and the non-causal neighborhood. Kovtun in [12] 

proposes a model image, a feature of which is that the segmentation and each texture are set independent random fields. His 

work is an attempt to highlight the problem of texture segmentation of the general class of problems of generation and modeling 

of Markov random fields. 

Thus, in [3, 5, 7-12] is said about using the Markov random field model to describe and generate texture images. One of the 

parameters of the described model is the probability distribution of the brightness of neighboring pixels. In this case, the choice 

of the neighboring pixels, in works devoted to this subject, using non-causal neighborhood (Fig. 1). 

The paper proposes a new method of selecting the informative neighborhood to describe the characteristics of the texture. 

The following algorithm can represent description of the main stages of the technology of selecting the informative 

neighborhood:  

1. Choosing raw data: the shape of the neighborhood, a set of features calculated from the surroundings and the separate 

images on the textural classes. 

2. Calculation features of the selected neighborhood for each image. Form the initial sample. 

3. Calculate individual separability criteria for each feature [13]. We assess informative features, based on the value 

criterion [14]. 

4. Excluded from the original sample with features of lower value separability criterion. 

5. We exclude from the neighborhood of the pixels corresponding to the non-informative characters. 

Thus, the remaining pixels constitute informative neighborhood.  

Experimental technology study carried out based on texture images “Kylberg Texture Dataset v. 1.0”[15]. Consider the 

application of technology to the two classes of images and rice1 rice2 selected database. Figure 2 shows examples of the images 

under consideration. 
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     a)                   b) 

Fig. 1. Example of the surrounding area: (a)  the non-causal, (b) causal. 

  

a)      b) 

Fig. 2. Example images: (a) - rice1, (b) - rice2. 

To distinguish the classes of texture images, we used statistical features calculated by the formula:  

 
   ,  ,  

, , n ,

n

f x y f x x y y
x y

N


  
  

  

where 𝑓is the image intensity function, 𝑁 is the number of image pixels. In the following research we used the features λ, 

calculated at Δx, Δy = 0, ±1, ±2,  n = 1, 2, 3. Because the features are symmetrical used causal neighborhood. 

Individual criteria of separability for each feature were calculated (Figure 3).  

For a sample consisting of n elements, divided into classes g and comprising a p features separability criterion is calculated 

using the following formulas: 

𝐽 = 𝑡𝑟((𝑻)−1𝑩), 

where 𝑻 = 𝑩 + 𝑾. 

𝑩 – is the intergroup dispersion matrix. The elements of this matrix are calculated according to the formula:  

𝑏𝑖𝑗 = ∑ 𝑛𝑘(𝑥𝑖𝑘
𝑔
𝑘=1 − 𝑥𝑖)(𝑥𝑗𝑘 − 𝑥𝑗), 𝑖, 𝑗 =  1, 𝑝 , 

𝑾 − is the intragroup dispersion matrix. The elements of the matrix are calculated according to the formula: 

𝑤𝑖𝑗 = ∑ ∑ (𝑥𝑖𝑘𝑚 − 𝑥𝑖𝑘)(𝑥𝑗𝑘𝑚 − 𝑥𝑗𝑘),
𝑛𝑘
𝑚=1

𝑔
𝑘=1   𝑖, 𝑗 =  1, 𝑝, 

𝑥𝑖𝑘𝑚  – is the value of the 𝑖˗𝑡ℎ feature for the 𝑚˗𝑡ℎ element of 𝑘 class,  𝑥𝑖𝑘 = 1
𝑛𝑘

⁄ ∑ 𝑥𝑖𝑘𝑚
𝑛𝑘
𝑚=1  – is the mean value of the 𝑖˗𝑡ℎ 

feature of 𝑘 class,  𝑥𝑖 = 1
𝑛⁄ ∑ 𝑛𝑘

𝑔
𝑘=1 𝑥𝑖𝑘  – is the mean value of the 𝑖˗𝑡ℎ feature in all the classes, and 𝑛𝑘 is the number of 

elements in 𝑘 class. 
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Fig. 3. Mean value of the separability criterion. 
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The higher the value of the criterion is, the more the separability of the classes grows. 

After calculating the individual criteria for separability, features with a low value criterion were excluded. Analysis of the 

feature space, led to the conclusion that some of the neighboring pixels carry information about the features of the texture (pixel 

information are highlighted in Figure 3). It was excluded from the neighborhood of the pixels corresponding to non-informative 

features (calculated at (Δx = 2, Δy = 2), (Δx = -2, Δy = 1), (Δx = 1, Δy = 1), (Δx = -2, Δy = 0), (Δx = -1, Δy = 0), (Δx = -2, Δy = -

1)). Thus, we resins are informative neighborhood new form. Modified neighborhood for the test classes is shown in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

    

     

Fig. 4. Modified neighborhood. 

To study the effectiveness of the technology was evaluated the quality of the selected neighborhood. The evaluation was 

conducted by calculating the clustering error on the based of k-means algorithm, where the centers of the starting classes used as 

initial conditions [16]. Under the error of clustering is understood the proportion of images that were not attributed to their class. 

Clustering error in the case of using features calculated by causal neighborhood was 0.21, the modified 0.19, which confirms the 

information content of the modified neighborhood. 

Table 1 shows the values of the clustering error in the case of features, calculated using the causal neighborhood and 

modified to distinguish other classes of images from the selected base textures.  

Table 1. The values of the clustering errors when using different neighborhoods. 

compared classes causal 

neighborhood 

modified 

neighborhood 

blanket1, and canvas1 0.03 0.03 

scarf1, and scarf2 0.18 0.16 

Linseeds, and sesameseeds 0.46 0.40 

As Table 1 shows that clustering error value using the modified neighborhood does not exceed the error value using a causal 

neighborhood, which indicates the information content received surroundings, and hence the effectiveness of the proposed 

technology. 

Figure 5 shows the mean values of separability criteria for the cases considered in Table 1, the modified neighborhoods are 

highlighted in color. 
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Fig. 5. The mean values of the separability criterion for different classes. 

4. Conclusion 

The paper presents the technology of choice informative neighborhood, which has shown to be effective for the considered 

classes of texture images. The features space and the clustering error were reduced by reducing the number of neighboring 

pixels. The proposed technique can be used to modeling texture images, wherein for the calculation of the model parameters 

using a Markov random field neighborhood. 
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Abstract 

The present work is devoted to the analysis of local objects on radar images. In comparison, the following algorithms are used: decision tree; 

Bayesian classifier for normal distribution; Nearest neighbor method; Support Vector Method (SVM). As preliminary processing of images 

provided by a synthetic aperture radar. The research is carried out on the objects from the base of radar images MSTAR. The paper presents 

the results of the conducted studies. 

Keywords: Classification of images; Synthetic aperture radar; Classification; Decision tree; C4.5; CART; SVM; MSTAR 

1. Introduction 

Radar satellite imagery obtained with synthetic aperture radars allows obtaining images of good quality in difficult weather 

conditions, as well as in cases of low illumination. A certain complexity in the processing of the obtained images is the speckle 

noise that is present on the radar images. The recognition of images on radar images is used in various fields, such as agriculture, 

forestry, relief analysis, oil spill monitoring and equipment recognition. Studies of various algorithms for the classification of 

radar images has been conducted previously, but often they had been compared the obtained data with the data from other 

articles. Such an approach may lead to inaccurate results of the analysis of the results obtained. Also, most articles use for 

comparison only the most popular classification algorithms, such as SVM, AdaBoost and neural networks. In this paper, the 

study adopted classifiers, which are used in works on this topic less often: decision trees, k nearest neighbors method, naive 

Bayesian classifier. The purpose of this paper is to fill this gap. All tests were conducted using the public database of radar 

images of MSTAR military equipment. 

2. Statement of the classification problem 

The task of object recognition on an image can be divided into two main subtasks: 

- search for an object in the image and selection of areas of interest; 

- recognition and classification of the found object or area of interest. [1] 

The first subtask is aimed at finding objects for classification. Often information about the location, size, orientation, 

availability and number of goals is initially missing. In this case, it is necessary to determine the unknown parameters required 

for further selection of the object or local area of interest. 

The second subtask is applied to the entire image and allows you to decide which of the several classes the image being 

processed belongs to. The goal of the classification is the construction of a decision function. The decision function for each 

feature vector relates the corresponding class. In this article, we consider only the classification problem. 

In connection with the need to process a large number of images for training and testing, as well as low performance of some 

algorithms, there is a need to reduce the dimensionality of the feature space. There are various methods used to solve this 

problem. Such methods include the most popular ones: the method of principal components, factor analysis, the method of 

independent components, self-organizing maps of Kohonen and others. In this paper, the principal component method is applied. 

3. Principal component analysis 

The Principal Components Analysis (PCA) method is one of the most widely used methods for reducing the dimensionality of 

a feature space with the loss of the least amount of information. This method reduces to calculating the eigenvalues of the 

covariance matrix of the analyzed image. [2] Algorithms for calculating the covariance matrix operate in the line-by-line mode 

of reading the image, which allows achieving high performance and low requirements for RAM. [3] 

4. Evaluation of classification results 

To assess the results of the classification, the sliding control method is used. Sliding control (cross-validation, CV) is a 

statistical method for assessing the generalization of the quality of classification. It is a more reliable and thorough assessment 

method, compared to the usual sequential division of a data set into a training and test sample. With the sliding control, the data 

is repeatedly divided into training and test sets and fed to the classifier's input. 

The paper uses a modified method of sliding control with multiple partitioning [4] in which the entire volume of data is 

divided into a specified number of parts of N (equal to 1). The number of iterations of learning in this algorithm corresponds to 
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the number of blocks N. There is also a stratification of classes and samples, allowing reducing the dispersion of estimates of 

sliding control. This leads to a decrease in the confidence interval and a more accurate classification quality. Applying class 

stratification makes it possible to break each class in a given ratio. At each iteration of the algorithm, K parts are randomly 

selected as the training sample and L parts as the test sample. This partition can be described as follows:  

N ≥ K + L, ΩO ∪ ΩT = Ω′, Ω′ ⊆ Ω, ΩO ∩ ΩT = ∅,  

ΩO = ⋃ ΩO𝑖

K−1

𝑖=0

, ΩT = ⋃ ΩT𝑗

L−1

𝑗=0

. 

Where ΩO is a training sample, ΩT is a test sample, Ω is the original sample. 

For each partition obtained, the classifier is set up on the training sample and the quality value of the classifier is calculated 

on the test sample.  

The functional quality of the algorithm on the sample has the following form: 

CV(μ, Ω′) =
1

N
∑

1

N
∑ Q(μ(Ω′\ΩO𝑝𝑞), ΩO𝑝𝑞)N

𝑞=1
N
𝑝=1 . 

μ is the learning method.  

5. Algorithms of classification 

5.1. Bayesian Classifier Gaussian Case 

The classification method based on the naive Bayesian classifier is a learning algorithm with the teacher, in which the Bayes 

theorem is applied with a strict (naive) assumption of independence between each pair of characteristics [5]. The assumption of 

independence makes it possible to get rid of a complex scheme for evaluating the parameters of the classifier. This allows us to 

apply the algorithm to large samples. Also, the classification is quite accurate: insufficient for high-precision classification 

systems, but satisfactory for rough estimation and comparison with other algorithms. Proceeding from the Bayes theorem: 

P(𝑦|𝑥1, … , 𝑥𝑛) =
𝑃(𝑦)𝑃(𝑦|𝑥1, … , 𝑥𝑛)

𝑃(𝑥1, … , 𝑥𝑛)
 

and the independence assumption, we obtain: 

𝑃(𝑥𝑖|𝑦, 𝑥1, … , 𝑥𝑖−1, 𝑥𝑖+1, … , 𝑥𝑛) = 𝑃(𝑥𝑖|𝑦),  

that can be rewritten: 

    

P(𝑦|𝑥1, … , 𝑥𝑛) =
𝑃(𝑦) ∏ 𝑃(𝑥𝑖|𝑦)𝑛

𝑖=1

𝑃(𝑥1, … , 𝑥𝑛)
, 

and get the resulting classifier-function �̂�: 

�̂� = 𝑎𝑟𝑔 max
𝑦

𝑃(𝑦) ∏ 𝑃(𝑥𝑖|𝑦)

𝑛

𝑖=1

. 

and use the a posteriori maximum estimate to estimate 𝑃(𝑦) and 𝑃(𝑥𝑖|𝑦). 

Naive Bayesian classifiers differ, mainly, by the assumptions they make about 𝑃(𝑥𝑖|𝑦). 

In this paper, the densities used are the Gaussian case, which is based on the use of the probability density of the form: 

𝑃(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2

𝑒
(−

(𝑥𝑖−𝜇𝑦)2

2𝜎𝑦
2 )

, 

where 𝜇𝑦 and 𝜎𝑦
2 are the mathematical expectation and the correlation matrix. 

5.2. KNeighbors  

The nearest neighbor's algorithm 𝑘 refers to metric classification algorithms with training sample ΩO. Such algorithms refer 

object 𝑢 to that class 𝑦 ∈ Y, for which the total weight of the nearest objects from the training sample is maximal: 

𝑎(𝑢, ΩO) = 𝑎𝑟𝑔 max𝑦∈𝑌 Γ𝑦(𝑢, ΩO), и  Γ𝑦(𝑢, ΩO) = ∑ [𝑦𝑢
(𝑖)

= 𝑦] 𝜔(𝑖, 𝑢)K
𝑖=1 . 
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Where the weight function 𝜔(𝑖, 𝑢) estimates the degree of importance of the 𝑖-th neighbor for the classification of the object 

𝑢. The function Γ𝑦(𝑢, ΩO)is an estimate of the closeness of the object 𝑢 to the class 𝑦. The importance function is chosen to be 

non-negative and not increasing in 𝑖. The selection criteria are due to the fact that the smaller the distance between the sampled 

objects 𝑢 and 𝑥𝑢
(𝑖)

, the greater the probability of a correct classification. In the algorithm 𝑘 of the nearest neighbors, the object 𝑢 

is referred to a class with more elements among the 𝑘 nearest neighbors 𝑥𝑢
(𝑖)

, 𝑖 =  1, 𝑘: 

𝜔(𝑖, 𝑢) =  [𝑖 ≤ 𝑘]𝜔𝑖, 𝑎(𝑢, ΩO, 𝑘) =  𝑎𝑟𝑔 max𝑦∈𝑌 ∑ [𝑦𝑢
(𝑖)

= 𝑦]𝑘
𝑖=1 𝜔𝑖. 

As a metric, the Euclidean metric is most often chosen because of its simplicity and comprehensibility. Three metrics are 

studied: Euclidean, Minkowski and Manhattan distance.   

The Euclidean distance between two points 𝑥, 𝑦 is defined in Euclidean n-dimensional space as: 

𝑟(𝑥, 𝑦) = √(𝑥1 − 𝑦1)2 + (𝑥2 − 𝑦2)2 + ⋯ + (𝑥𝑛 − 𝑦𝑛)2 = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

. 

The Manhattan distance is defined as the sum of the moduli of the coordinate differences: 

𝑟(𝑥, 𝑦) = ‖�⃗� − �⃗�‖ = ∑ |𝑥𝑖 − 𝑦𝑖|𝑛
𝑖=1 . 

Another metric on the Euclidean space, which is investigated in the paper is the Minkowski metric. It can be regarded as a 

generalization of the Euclidean and Manhattan distances. For the parameter 𝑝 = 2, the Minkowski distance is generalized to the 

Euclidean distance, and for p =  ∞- to the Chebyshev distance. This metric is defined by the following formula: 

𝑟(𝑥, 𝑦) = (∑ |𝑥𝑖 − 𝑦𝑖|𝑝𝑛
𝑖=1 )

1
𝑝⁄ . 

The drawbacks of metric algorithms include storage of the entire training sample. 

5.3. Decision Tree (C4.5, CART) 

A decision tree is a structure of a hierarchical type, in which branches a partition of the feature space is defined, and the 

sheets are elementary classification functions. There are various methods for constructing trees. In this paper, the algorithms 

C4.5 [6] and CART [7] will be considered. 

C4.5, receiving the input sample ΩO, builds the source tree, based on the following rules. If all objects in the sample belong to 

the same class or the sample is small, then the tree is a sheet marked with the most common class in the sample. Otherwise, a 

split criterion is selected that divides the sample into two or more samples. Then the criterion is chosen for the obtained 

partitions. This procedure is recursively applied for each sample received. One of the criteria is used to minimize the entropy 

value of the obtained sample partitions. The resulting source tree is then trimmed to avoid retraining. Based on the received tree, 

a decision function is constructed for classifying objects. 

In the CART algorithm, a binary decision tree is recursively constructed. The tree is created to the maximum size without 

using the stopping rule, and then it is clipped. The algorithm builds not one but a sequence of nested truncated trees. The best 

division is selected based on the sliding control. The partition criterion is based on the Gini index. 

5.4. SVM  

The support vector machine is one of the most reliable methods among all known algorithms and is most often used for 

comparison with new algorithms. The function separating the classes is a separating hyperplane. The algorithm maximizes the 

shortest distance between the points closest to the points on the hyperplane [8]. In this paper, the linear separating function and 

the radial basis function are used as the separating function. 

6. Experimental research 

All the experimental studies were conducted on a PC Intel Core i5-4460, 16 GB RAM. All classification algorithms were 

written in the programming language Python 3.6. Also used were frameworks and libraries scikit-learn, openCV, numpy. As 

objects of classification, samples of military equipment from the public database of radar images MSTAR, presented in Figure 1, 

served.  

For recognition, the magnitudes of the images of BMP-2, BTR-60, BTR-70 and T-72 were used. As preprocessing of images, 

the orientation of objects on centered images was normalized and cropped from 128 × 128 to 60 × 60 pixels. The resulting 

images are shown in Figure 2. 

The target shooting angle is 15 and 17 degrees. The initial sample consists of 3438 images of different classes of objects. The 

number of images of each class is shown in Table 1. 
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Fig. 1. Images of MSTAR objects. 

 

Fig. 2. Processed MSTAR images. 

Table 1. Number of classification objects. 

Object / Angle 15° 16° 

BMP-2 587 698 

BTR-60 195 256 

BTR-70 196 233 

T-72 582 691 

For all images from the general sample, the dimension was reduced. The list of investigated classifiers is given in Table 2. 

Table 2. Investigated classifiers. 

GaussianNB Naive Gaussian Bayesian classifier 

KNeighbor_1 Nearest neighbor method, Euclidean metric 

KNeighbor_2 The nearest-neighbor method, the Manhattan distance 

KNeighbor_3 The nearest-neighbor method, the Minkowski distance 

CART The decision tree based on the CART algorithm 

C4.5 The decision tree based on the C4.5 algorithm 

SVM_1 The method of support vectors for a linear separating function 

SVM_2 The method of support vectors for a radial basis function 

The value of the classification quality will be calculated as the average relative number of correctly classified objects from the 

test sample ΩT. For the sliding control method, we specify the number of partitions and the number of iterations N = 10, K =
6 and L = 4, dividing the total sample in the ratio 6: 4. The method of the main components will reduce the dimension to 20 

eigenvectors, retaining a significant part of the radar image information necessary for the classification of objects. Detailed 

classification results are presented in Table 3. 

Table 3. Results of classification. 

 BMP-2 BTR-60 BTR-70 T72 Avg. 

GaussianNB 0.10895 0.62011 0.78899 0.74476 0.56570 

KNeighbor_1 0.98156 0.95438 0.98680 0.97407 0.97420 

KNeighbor_2 0.98586 0.95476 0.98721 0.97448 0.97558 

KNeighbor_3 0.98152 0.96915 0.98481 0.97208 0.97689 

CART 0.85964 0.78115 0.77543 0.86927 0.82137 

C4.5 0.87424 0.75564 0.85257 0.87975 0.84055 

SVM_1 0.92018 0.66914 0.89281 0.87513 0.83932 

SVM_2 0.96351 0.96602 0.95939 0.99392 0.97071 
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The support vector machine with a radial basis function and the k nearest-neighbor method (with Minkowski distance) 

showed the best result of the classification of radar images. 

6. Conclusion 

It can be seen from the results of the conducted research that the best indicators of the classification of radar images of the 

MSTAR base are given by the method of the nearest neighbors, and by the support vector machine. In subsequent studies, it is 

planned to apply boosting algorithms, such as AdaBoost [9], and neural networks. Over the past few years, there have been 

many publications using neural networks [10] for the classification of radar images, so their study and comparison of 

classification results with the results obtained in this paper is of great interest. 
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Abstract 

Spatio-temporal analysis is a process for city development with growing population and economy for better implementation of planning 

policies with advance technology. In this research work, three dates (1995, 2005 & 2016) satellite images were used to mapping and 

monitoring of Moscow region, Russia. This study focuses on the further classification of the study area into different categories on the basis of 

use and association by implementing a rule-based classification system on remotely sensed data. This research provides useful and up-to-date 

information to local land use planners, managers and policy-makers to step up towards sustainable development in Moscow region, Russia.  
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1. Introduction 

Planning is a widely established approach for managing resource and decision making. It includes the use of collective 

intelligence and knowledge of future requirements and need to improve environment in which people work and spend their 

leave time [1]. Hence studying the spatial and temporal LULC changes might provide a prominent basis for more effective land 

use planning that would keep the ecosystem in balance. At this time research on urban growth has become a very important 

factor for the interpretation of global environmental changes it has effects on the local environment and the economy growth can 

be defined as the spread of new developments in urban areas to the surrounding land [2].  Urban growth is responsive for the 

disorganized use of land resources and energy intrusion into agricultural land. Unplanned urban growth has been responsible for 

many problems such as poor quality of life, polluted drinking water noise pollution, air pollution etc. The combination of spatial 

data and analytical methods will provide support to city planners, ecologists and resource managers in their planning and 

decision making [3-4]. Dynamic spatial urban models provide an enhanced capability for evaluating future development and 

generating planning. 

The technology of remote sensing and GIS includes both aerial and satellite based examination with high resolution and high 

temporal frequency [5-6]. In this research an attempt has been made to diction the spatio-temporal urban growth dynamics of the 

Moscow region.  To achieve this Landsat satellite data from 1995, 2005 and 2016 for the month of February were analyzed for 

land use mapping. The urban expansion of Moscow over all 15 years period 1995-2016 was mapped using remote sensing and 

GIS images.  

2. Study area 

Moscow region is the one of the most densely populated regions in the country and is the second most populated federal 

region.  The Oblast has no official administrative center, it is public authorities are located in Moscow and across other locations 

in the oblast. As of the 2010 Census, its population was 7,095,120 and 7,231,068 recorded in the 2015 Census. The latitude of 

the city is 55° 45’ 7” N and longitude is 37° 36’ 56" E.  The region is highly industrialized, such as metallurgy, oil refining, 

mechanical engineering, food, energy and chemical industries [7].  

The climate of Moscow region is humid continental, short but warm summers and long cold winters. The average temperature 

is 3.5 °C (38.3 °F) to 5.5 °C (41.9 °F).The coldest months are January and February average temperature of −9 °C (16 °F) in the 

west and −12 °C (10 °F) in the east. The minimum temperature is −54 °C (−65 °F). Here are more than three hundred rivers in 

Moscow region. The first largest river is Volga, most river belong to the basin of the Volga. Which itself only crosses a small 

part in the north of Moscow Oblast. They are mostly fed by melting snow and the flood falls on April-May. The water level is 

low in summer and increases only with heavy rain. The river freezes over from late November until April.  

3. Material and methods 

The Landsat program is a series of Earth-observing satellite mission jointly managed by NASA and the U.S. geological survey 

[8]. The first Landsat satellite was launched in 1972 and the most recent one Landsat 8 was launched on February 11, 2013. 

Data from Landsat 8 has eight spectral bands with spatial resolutions ranging from 15 to 60 m. The Landsat satellite data of 

1995, 2005 and 2016 have been used in this study with a spatial resolution of 30 m. The satellite data were checked completely 

before classification into land use groups [9-10]. There are many techniques available for detecting and recording differences, 
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ratios and correlation. The data used in this paper were divided into two categories first satellite data and second ancillary data. 

Satellite data for the other hand consisted of multi- spectral data acquired by Landsat satellite provided by USGS gloves [11]. 

Ancillary data include ground truth data for the land use/cover classes and topographic maps. Spectral charts were prepared to 

distinguish and find out the difference in pixel values of different land use/cover classes in different bands. Primary land use 

classes were defined, such as agriculture, barren land, forest, settlements, scrubland, water body and wetland. The land use 

classes are defined in Table 1. 

 
Fig. 1. Location map of the study area in Moscow Region, Russia. 

Table 1. Land use classes definitions. 

LULC Classes Definition of Land Use Classes 

Agricultural Cultivated areas, crop lands, grass lands, vegetables, fruits etc. 

Barren land This contains open lands mostly barren but also small vegetation. 

Forest Small trees and shrub vegetation area except for vegetation. 
Scrubland Scrub is a plant community describe by vegetation shrubs, often also including grasses and herbs. 

Settlements Includes construction activities along the coastal dunes as well as sporadic houses within the local village and some 

governmental buildings. 

Water body All the water within land mainly river, ponds, lakes etc. 

Wetland A wetland is a land area with standing water and low soil fertility. 

 

3.1 Database preparation 

 

Any study of land use changes will involve the analysis of both conventional and remotely sensed data. Conventional data is 

more accurate and site specific, but its collection is time consuming, manpower hungry and difficult to extrapolate over a larger 

area. Remotely sensed data, on the other hand, has several advantages due to its repetitive and synoptic coverage of large and 

inaccessible areas in a quick and economical fashion. In the present study both conventional and remotely sensed data were 

used. The specific satellite images used were Landsat ETM+ (Enhanced Thematic Mapper plus) for 1995 and 2005, Landsat 

OLI (Operational Land Imager) for 2016, an image captured by a different type of sensors at a resolution of 30m were used for 

land use/cover classification. These data sets were imported in ArcGIS 10.2 software. Satellite images were making by 

processing software to create composites. A Trimble hand-held GPS with an accuracy of 10 meters was used to map and collect 

the coordinates of important land use features during pre- and post-classification field visits to the study area in order to prepare 

land-use and land-cover maps. 

3.2 Image classification  

Land cover classes are typically mapped from digital remotely sensed data using some sort of supervised, digital image 

classification. The overall objective of the image classification procedure is to automatically categorize all pixels in an image 

into land-cover classes or themes and the maximum likelihood classifier quantitatively evaluates both the variance and 

covariance of the category’s spectral response patterns whenever it classifies an unknown pixel. This is why it is considered to 

be one of the most accurate classifiers - it is based on statistical parameters. Supervised classification was performed here using 

ground checkpoints and digital topographic maps 

3.3 Land use/cover change detection and analysis 

Land use maps shows in figures 2, were prepared using Landsat data. The accuracy of these classified maps was checked 

using the GIS tools. The accuracy for these periods is 90% respectively. There is a big change in land use during this time 

period. To order increase the accuracy of the land use mapping of the two images, ancillary data, and the result of visual 
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interpretation was integrated with the classification results using Arc GIS [12, 13]. The classification of imagery from each 

individual year, a multi-date, post-classification comparison, change-detection algorithm was used to determine changes during 

two intervals from 1995-2005 and 2005-2016. This is perhaps the most common approach to change detection. The post-

classification approach provides ‘from-to’ change information which facilitates easy calculation and mapping of the kinds of 

landscape transformations that have occurred [14]. Accuracy assessment was then carried out at 85 points, 65 from the field data 

and 20 from existing topographic maps and the land cover map. Specification of these 85 points used a stratified, random 

method so that all of the different land-cover classes would be represented. In order to increase the accuracy of the land-cover 

mapping of the two images, ancillary data as well as the result of visual interpretation was integrated with the classification 

results using GIS [14]. The aim of this was to improve the classification accuracy of the classified image.  

 
02/1995 02/2005 

02/2016 

                     

 

 

Fig. 2. Land use of Moscow Region, Russia; (a) in 1995, (b) in 2005 and (c) in 2016. 

4. Results and Discussion 

Figure 2 shows land use image after supervised classification. These images provide pattern of land use/cover of the study 

area. The green color represent agricultural, yellow color barren land, red color forest, gray color settlements, brown color 

shows the scrubland, blue color shows water body and purple  color shows wetlands. All land cover class maps were compared 

with reference data. Over all classification accuracy of the study area was more than 90% all three dates.  

There is a big change in land use during this time period, as show in the graphical representation of the data in figure 2. 

Classification maps were generated for all of the sixteen years shown in figure and the individual class area and change statistics 

are summarizes in table 1. In 1995 the urban area covered 3898.31 km
2
 (8.34 %), but by 2005 it had increased to approximately 

4361.75 km
2 

(9.33 %) and in 2016 had increased to 5852.00 km
2
 (12.51). The agricultural area first half decreased from 

13673.51 km
2
 (29.24 %) in 1995 to 6504.00 km

2
 (13.91 %) by 2005 and then increased to 13403.62 km

2
 (28.66 %) by 2016. 

The forest area increased from 1995 21135.18 km
2
 (45.19 %) to 24671.31 km

2
 (52.75 %) by 2005 and then it was decreased 
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from 2016 to 19896.64 km
2
 (42.54 %). The barren land area was 3802.63 km

2 
(8.13 %) in 1995, in 2005 had increased 4717.74 

km
2
 (10.09 %) and then it had decreased 2993.18 km

2
 (6.40 %) by 2016.  

All the urban categories increased continuously, with the urban area increasing by 1953.69 km
2
 (4.17%) since 1995. Results 

show that forest area has been most dominant class in the study area for all three dates. The land use transition during the 1995-

2016 periods is shows in table 2. 

Table 2 shows both positive and negative land use/cover changes in the study area from 1995 to 2005, the major change was 

in agriculture and forest area. Forest was increase 3,536.13 km
2 

(7.56) and agriculture was decrease 7169.51 km
2
 (15.33%) of 

the total study area due to hares climatic conditions. From 2005 to 2016 total agriculture area was increase from 6,899.62 km
2
. 

In the same time period other classes such as barren land, scrubland, settlements, water body and wetland increase respectively. 

From 2005 to 2016 total agricultural area was increase from 6,899.62 km
2
and other classes settlements and waterbody were 

increased.  

Table 2. Area and amount of change in different land use categories in the study area during 1995 to 2016. 

1995 2005 2016

Class Area KmSq % Area KmSq % Area KmSq %

Agriculture 13673.51 29.24 6504.00 13.91 13403.62 28.66

Barren land 3802.63 8.13 4717.74 10.09 2993.18 6.40

Forest 21135.18 45.19 24671.31 52.75 19896.64 42.54

Scrubland 1268.97 2.71 3791.82 8.11 3377.49 7.22

Settlements 3898.31 8.34 4361.75 9.33 5852.00 12.51

Water body 408.96 0.87 430.13 0.92 449.45 0.96

Wetland 2580.57 5.52 2291.37 4.90 795.75 1.70

Total 46768.12 100.00 46768.12 100.00 46768.12 100.00  
 

Table 3. Land use change showing land encroachment of the study area. 

1995-2005 CLASS AGRICULTURBARREN_LANFOREST SCRUBLANDSETTLEMENTWATER_BODYWETLAND Total

Agriculture 3820.91 2119.56 4633.85 1396.83 1318.99 15.29 503.14 13808.57

Barren land 867.28 1091.05 910.37 215.43 522.59 1.39 127.87 3735.99

Forest 990.98 583.75 15982.20 1517.75 605.99 44.48 1384.32 21109.46

Scrubland 198.75 244.62 365.54 205.70 82.00 20.85 125.09 1242.55

Settlements 458.66 276.59 1178.62 198.75 1599.75 13.90 151.50 3877.76

Water body 8.34 4.17 41.70 22.24 40.31 293.26 2.78 412.79

Wetland 150.11 418.35 1662.29 137.60 122.31 2.78 87.56 2581.00

Total 6495.04 4738.09 24774.56 3694.29 4291.94 391.95 2382.25 46768.12

2005-2016 CLASS AGRICULTURBARREN_LANFOREST SCRUBLANDSETTLEMENTWATER_BODYWETLAND Total

Agriculture 3926.40 622.67 1067.43 137.60 717.18 1.39 40.31 6512.97

Barren land 2711.65 964.57 414.18 27.80 528.15 2.78 88.95 4738.09

Forest 4401.14 480.16 15697.28 2155.70 1798.50 41.70 69.49 24643.96

Scrubland 1129.97 500.88 906.20 915.93 300.21 38.92 29.19 3821.29

Settlements 1099.39 291.30 451.71 43.09 2354.45 27.53 45.87 4313.33

Water body 59.75 0.00 16.68 11.12 36.14 326.62 0.00 450.30

Wetland 220.88 116.75 1238.38 193.19 230.72 12.13 276.12 2288.17

Total 13549.18 2976.32 19791.85 3484.42 5965.35 451.06 549.92 46768.12
 

The results show that from1995 to 2005, 3820.91 km
2
 agriculture areas was stable but 990.98 km

2
 areas converted from forest 

to agriculture (table 3). In the same time period 15982.20 km
2 

forest areas was stable but 1662.39 km
2 

wetland area was 

encroached by forest. Maximum stable class was water body, where 293.26 km
2
 areas were stable from 1995 to 2005. In second 

half from 2005 to 2016 3926.40 km
2
 agriculture area was stable and 2711.65 km

2
 barren land, 4401.14 km

2
 forest and 1129.97 

km
2
 scrubland area converted into agriculture land due to increase of market demand. In this time period there is a not a big 

change in wetland and maximum bare land area 276.12 km
2
was stable. Scrubland 906.20 km

2
 and wetland 1238.38 km

2
 area 

was converted into forest area which shows governmental protection from 2005 to 2016.  Since 2005 to 2016, 2354.45 km
2
 

settlements area was stable but 1798.50 km
2
 forest area was converted into settlements. In the second half again water body area 

was highly stable area around 326.62 km
2
.  

 

As show by our study, land –cover change is mainly driven by the expansion of socio-economic activities. The increase of 

agricultural areas, if poorly managed has impacts above those previously mentioned changes in the soil water cycle, nutrient 
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depletion and an increased risk of soil erosion and land degradation even though the expansion of croplands leads to a growth in 

agricultural outputs like food and fibers to positively impact on the country’s economy and human well- being. 

 

As well as the huge increased in agricultural area there has also been a considerable increase in urban settlements. Such changes 

require rapid adjustments to land management in order to avoid crises in food. From a socio-economic point of view this means 

not only a loss of ecosystem services, but also a decline of earn money and cultural values, not to mention a subsequent  

reduction of income from tourism. A consequence of this is to make protected areas some of the few remaining zones where fuel 

wood, rich pastures and game resources are left and so they attract more and more legal activities.  

5. Conclusion 

In this new period of globalization cities should have quality infrastructure, energy and environment condition to sustain 

growth and attract foreign investment. The planning authorities should adopt new technologies such as remote sensing and GIS 

to address these issues. Remote Sensing and GIS are adequate of providing the necessary information and intelligence for 

planning proposal.  In this research remote sensing and GIS have been unified to exhibit the changes in urban development and 

its future growth trends. This study focus on discover the expansion of the urban area of Moscow region. A large percentage of 

barren land was transformed into urban area during the study period. The urban growth shows maximum detail on the outskirts 

of the region. This expansion also indicates of industrial growths. Only remote sensing data can provide complete spatial 

information for the efficient assignment of urban growth in developing countries over the time period. 
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Abstract 

One of the most important tasks being solvable on the aircraft board is a task of imposition of real images and images synthesized according to 

the digital terrain map. Complex of auxiliary tasks and actual imposition task should be solved on a real time basis (with frequency 25 frames 

per second) and with strict requirements to accuracy of the heterogeneous image imposition. Traditional correlation-extremal methods of 

imposition ensure a necessary accuracy but require unacceptably high expenditures of computer time. The paper describes an algorithm of 

imposition based on affine transformations of the synthesized image to the plane of a real video image and also algorithms for solution of 

auxiliary tasks. 

Keywords: preprocessing; skeleton; image enhancement; affine transformations; projective transformation; image imposition 

1. Introduction 

Necessity to improve aircraft flight security, to ensure safety of landing requires a development of new methods for 

integration and interpretation of information obtained from onboard technical vision systems (TVS) of various spectral ranges 

and also from navigation devices and digital terrain map (DTM) [1,2]. Video information obtained from TVS together with the 

synthesized image of terrain relief, cartographic and navigation information obtaining in real time help the crew to pilot and land 

under conditions of low visibility. Onboard TVS can contain a television (TV) camera, infrared imager, lidar and radar which 

form TV, thermal imaging (TI) and location images of the underlying surface respectively. 

2. Object of research 

Object of the research is a process of imposition of a real television (TV) image obtained from the television camera installed 

on an aircraft board and a synthesized image in onboard TVS. Synthesized image is formed into an onboard calculator according 

to the digital terrain map. Imposition of real and synthesized images in onboard TVS is one of the most important and 

complicated tasks being solvable into the onboard computer complex. Issues occurring under its solution are caused by several 

reasons. One of the main reasons is errors in detection of current coordinates of an aircraft as a material point in the air space 

(latitude  , longitude   and height h) and also errors in determination of aircraft orientation as an extended object in the space. 

Errors in measurement of parameters of the yaw  , pitch   and roll  also belong to them. Errors can be in the digital terrain 

map (DTM). Also another source of errors can be sensors forming images. Different nature of real and synthesized images is one 

more reason complicating solution of the image imposition tasks. Positioning errors can be added by geometrical distortions 

appearing on processed images at stages of the boundary detection of brightness jump and formation of closed circuits. 

3. Methods of research 

Widely known correlation-extremal methods of image imposition, as practice of their application shows, ensure enough good 

quality of imposition [3]. However, in the present case search of a global extremum of the objective function is joined with 

formation of 10
6
 angles (sets of 6 numbers - vector coordinates   ,,,,, hyxν  of navigation parameters) and, as a 

consequence, with unacceptably high expenditures of computer time. There are known approaches to reduce a spatial dimension 

due to usage of the extended angle under formation of the synthesized image and application of a pyramid of different-scaled 

images for consecutive refinement of a point of the objective function global optimum under the correlation-extremal approach 

to image imposition [4]. Such modernization of correlation-extremal methods of imposition leads to reduction of computation 

efforts but does not solve the issue up the end both regarding time and accuracy of the task solution. 

Limiting values of errors in determination of navigation parameters set a corresponding parallelepiped in the 6-dimensional 

space of parameters. Within this parallelepiped, a grid with nodes is formed. A synthesized image is constructed by values of the 

vector of parameters at each node. This image is overlapped onto a real image; a value of the objective function being a measure 

of the imposition quality is calculated and stored. After enumeration of all nodes the objective function global extremum and 

vector of navigation parameters optν  where this optimum is achieved are found. 

Alternative method to impose images is reduced to a search of the same objects on a pair of heterogeneous images, their 

comparison, calculation of the geometrical transformation of one image to the plane of other one and imposition of images for 

representation to a pilot. Algorithms based on the geometrical transformation of the synthesized image to the plane of a real one 

require less computation efforts for their implementation than correlation-extremal methods and provide acceptable quality of 

image imposition. However, these methods are applied only in cases if contours of continuous presence objects (water objects, 

roads, large buildings etc.) are stably distinguished on the underlying surface. Besides, bottleneck of these methods is a search of 
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key (corresponding) points onto a pair of imposed images by means of which transformation of the synthesized image is 

constructed to the plane of a real one. Correctness of selection of key points determines a degree of precision of “imposed” 

images, i.e. quality of image imposition [5]. Methods for enhancement of image imposition by means of projective 

transformations under presence of less informative areas on the image and, as a consequence, presence of incorrect pairs of key 

points are suggested in papers [6,7]. Alternative and widely spread method for construction of a qualitative projective 

transformation under presence of some subset of incorrect pairs in a set of pairs of key points is a usage of the algorithm 

RANSAC [8]. 

Imposition algorithm considered below is based on analysis and comparison of contours on a pair of images. Its basis is 

affine transformations of the synthesized image to the plane of a real video image. Affine transformations do not take into 

consideration projective distortions which inevitably appear under aerial photography [9]. Their advantage is simplicity of 

implementation, low computational efforts providing functioning in real time and satisfactory quality of image imposition. 

Suggested algorithm holds an intermediate position between correlation-extremal methods of imposition and methods of 

projective geometry. This algorithm is a certain compromise under conditions when mentioned methods cannot be implemented 

in automatic mode with acceptable accuracy and time characteristics.  

Although imposition of images is a final and very important procedure but possibility and quality of image imposition 

significantly depend on how successfully auxiliary tasks are solved. These tasks include tasks of detection of contours on 

images, enhancement of images, identification of contours and setting of one-to-one correspondence between contours on a pair 

of heterogeneous images, formation of a set of pairs of key points. 

3.1. Imposition algorithm on the basis of transformation in the complex plane 

For realization of the algorithm it is necessary to have contours of continuous presence objects both on a real image and on a 

responding synthesized image. Specific requirements are imposed on quality of contours used in the algorithm. They are 

considered below. 

Algorithm is based on an affine transformation of points on the complex plane according to formula 

iyxzzzz
s

knр
r

k
 ,

)()(
, where 

)(s
k

z  – a point on the synthesized image contour, 
)(r

k
z  – a result of transformation to the 

real image plane, прпрnр iyxz   – a complex number providing transformation of points of one image to the plane of other 

one. It is required to find a pair of corresponding (key) points on the first and second contours in order to determine a complex 

number nрz . 

Let’s D  be some area on the image with boundary D . Suggested variant of the algorithm takes points belonging to ends of 

the area diameters as corresponding points. i.e.    ji
DjMiM

MMMM ,maxarg,
,

21 


 . Such points are found for corresponding 

objects both on the real and responding synthesized images. Vectors );( 12121 yyxx a and );( 12121 yyxx a are 

placed in correspondence with found points  111 , yxM  and  222 , yxM  on the real image and responding points  111 , yxM  , on 

the synthesized one. Complex numbers  12121 yyixxz   and  yyixxz  2121 respond these vectors on the 

complex plane. Complex number nрz  executing transformation of all points of the virtual image to the plane of the real one is 

determined according to formula 
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Algorithm for detection of points M1, M2 belonging to ends of the diameter is the following. Let’s take a random point M on 

the contour, choose a direction of the contour tracing and a near point M
~

 is found in this direction where local maximum is 

realized 

   j
DjM

MMMM ,max
~

, 


   (1) 

Then point M
~

 is taken as initial one and here the following point is found for it where the local view maximum is achieved 

(1). After full contour tracing in the chosen direction a global maximum is separated from a set of local maximums and, as a 

consequence, unknown points M1, M2 are found. Large volume of experimental researches of the algorithm for determination of 

points M1, M2 belonging to ends of some contour diameter confirm its correctness. For search of points M1, M2 belonging to 

ends of the diameter of a certain contour it is required that the contour should be closed. Contours of the real image obtained as a 

result of the algorithm for separation of boundaries of brightness jump can contain breaks. On the basis of information from the 

digital terrain map we know a type of the object and in particular it is clear that contours of its boundaries should be closed. 

Algorithm for formation of contours and additional processing is described below. The algorithm is aimed at enhancement of the 

contour image and, in particular, removal of breaks of small length which contours should be closed. 
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а                         b 

        

c                         d 

Fig. 1. Images at various stages of the technological chain execution:  а – original TV image; b – boundaries separated using Canny detector; 
c – improved contour image; d – synthesized image constructed by the digital terrain map. 

Quality of image imposition by means of the described algorithm depends on quality of separation of brightness jump 

boundaries. As a rule, skeletons obtained as a result of separation of brightness jump boundaries contain a great number of short 

lines. They significantly complicate a search of interested objects and determination of one-to-one correspondence between such 

objects (between object contours) on real and responding virtual images. For elimination of these disadvantages the algorithm of 

additional processing of contour images has been developed. It allows eliminating both closed and unclosed lines of short 

length. The algorithm is described in [10]. Fig.1 shows the original TV image, boundaries separated using Canny detector [11] 

and enhanced contour image, and also synthesized image responding to the original TV image correspondingly. 

After achievement of the enhanced image of boundaries (Fig.1c) it is necessary to obtain a description of contours as a 

connected set of points. This procedure is realized as following: 

1) pixels of the bitmap black-and-white image obtained as a result of the previous processing is looked through; 

2) if black pixel is found, it is taken as a start of the contour and marked by the current pixel for analysis; iterative execution 

of steps 3-4 starts. Black pixels previously included into content of some contour is removed from consideration.  

3) pixels adjoining the current one are looked through according to the order shown in Figure 2. In the case of detection of a 

neighbor in positions 1-8 it is added to the contour and marked as current one; operation is repeated; 

4) if there are no black pixels in positions 1-8, contour tracing is stopped and return to step 1 occurs; 

5) if all pixels of the image are looked through, algorithm operation completes. 

5 1 6
3 Х 4
8 2 7

 
Fig. 2. Order of point review under contouring. 

In practice, there are often cases when contour of the extended object contains insignificant breaks. For this purpose, 

operation of additional combination is applied to contour descriptions obtained by the above-mentioned approach if distance 

between end points (the beginning and the end) of a certain pair of contours does not exceed a threshold value (threshold value 

is accepted as 7 pixels). Operation of additional combination is addition of pixels of one contour to list of pixels of another 

contour if above-mentioned condition is met. It allows removing small breaks and increasing quality of following procedures of 

imposition. 
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As a result, after processing of the whole image we have a set of connected contours. It is natural and logical to remove 

contours of short lengths, i.e. contours where a number of pixels is less that the threshold value (experimental researches have 

determined that for images having resolution 704×576 pixels, contour length should be more than 120 pixels). Finally, we obtain 

connected contours of long length corresponding to extended objects on the original image. In addition to checking for 

exceeding of the minimum threshold length, we examine satisfaction to a range of additional conditions (these values will be 

described below in details): 

– coordinates  yx ,  of the object «center of mass» should be located on some surrounding of even one of objects from the 

virtual map, otherwise correspondences are not found for the mentioned object that negatively influences on the final result of 

image imposition; 

– length d of the contour diameter should be not more than 2/3 of its length L; 

– width w of the contour is not less than 12 pixels. 

Execution of mentioned conditions guarantee that only contours of extended closed objects which can be used for following 

imposition will be on images. 

3.2. Automatic identification of contours and match making between them on real and virtual images  

Digital terrain map contains information on object types which contours are reflected on the synthesized image. This 

information allows identifying corresponding objects on the synthesized image. Contour analog of the real image may not 

contain contours of some objects which, nevertheless, are present on the synthesized image. And otherwise contours can be 

present on the real image which contain specific distinctions from the corresponding contours on the synthesized image. 

Distinctions can be explained both by outdated state of the digital terrain map and disadvantages of algorithms of contour 

separation at all stages of the real image processing. 

At the visual level, one-to-one correspondence between object contours is determined enough easily. Task to determine such 

correspondence by a computer in automatic mode is enough complicated. For solution of the present task we suggest the 

algorithm based on usage of some numerical characteristics. They are calculated for each contour on the real and synthesized 

images: 

- coordinates  yx ,  of the object «center of mass»; 

- length L of the contour; 

- length d  of the contour diameter; 

- width w of the contour. 

Let’s designate     JjIiyxMyxM s
j

s
j

s
j

r
i

r
i

r
i ,1,,1,,,,   object centers of mass which contours are selected on real and 

synthesized images correspondingly. Here i - a number of the object on the real image and j - a number on the synthesized one. 

Coordinates of “centers of mass” are found as mean values according to the corresponding coordinate by all pixels of the 

contour. Matrix of distances between centers of mass of the size JI   is constructed for a set of objects on real and virtual 

images, i.e.  
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Distances are located in the Euclidean metric. 

Analysis of correspondences between object centers of mass is based on enough really supposition that shift of the object on 

the synthesized image with regard to the object responding to it on the real image does not exceed a certain limiting value T. So, 

if in some line 0i  of the distance table all distances are longer than this value then no object on the synthesized image 

corresponds with the object with number 0i  on the real image. Correspondingly, if such situation has a place in 0j -column 

then no object on the real image corresponds with the object with number 0j  on the synthesized image. Such objects will not 

further participate in the procedure for determination of correspondences between objects. 

After removal of objects not having a corresponding object on other image from the matrix, procedure for determination of 

correspondences between objects begins. Let’s 11 , JI  be numbers of residual objects on real and synthesized objects 

correspondingly. For all residual objects, both on real and virtual images the following is calculated: 

- lengths 11 ,1,,1,, JjIiLL s
j

r
i   of contours; 

- lengths 11 ,1,,1,, JjIidd s
j

r
i   of diameters; 
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a                             b 

Fig. 3. Contours of objects selected on real (a) and synthesized (b) images. 

 

 

- values of object width 11 ,1,,1,, JjIiww s
j

r
i  . 

In this algorithm, a contour length is considered as a number of pixels in the contour. Area width is considered as a length b  

of the vector 21NNb  with ends on the contour in its average part and orthogonal to the vector a – an area diameter. 

After all numerical characteristics of all objects are found, a chain of computational procedures and comparisons is 

performed. Sequentially, in the cycle by i from 1 to the end of the real object list, objects are chosen and following actions are 

performed for each of them: 

1) in the cycle by i  execution of inequality   TMM s
j

r
i ,  is checked. Objects kjjj ,,..., 21 which this inequality is 

fulfilled for, participate in the following comparison, the rest ones – not; 

2) by each of three parameters wdL ,,  for i - contour on the real image, the nearest “neighbor” is searched on the 

synthesized image 
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Nearest “neighbor” in each of three conditions in (2) should comply with inequality 

ijiijiiji wwwdddLLL   
321

,, . Here 3,1 . These inequalities are based on suppositions that values 

of each of three parameters for corresponding objects on real and virtual images cannot differ more than 1  per unit. 

If   jjjj
321

, then the decision is made that the object with number j  on the virtual image corresponds to the 

object with number i  on the real image. Even if all values 
321

,, jjj   are different then we make a decision that the responding 

object on the virtual image is not found for the object with number 
321

,, jjj  on the real image. 

4. Results 

Fig. 3 shows contours of objects selected on real and synthesized images after the stage of image enhancement. 

Distances between each object on the real image and all objects on the virtual images are calculated according to the 

algorithm for determination of correspondence on a pair of images. These distances are shown in Table 1. 

Object SI-0 (object with number 0 on the synthesized image) should be removed from the procedure for determination of 

correspondence between objects because distance from it to each of four objects on the real image is longer than the threshold 

value T (T=100 was set as a threshold value for this experiment). Analysis of data from Table 1 allows supposing that by 
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a)                          b) 

minimum criterion of distances between objects on real and synthesized images (Fig.3) there are the following correspondences: 

10  SIRI ; 21  SIRI ; 32  SIRI ; 43  SIRI . 

Table 1. Distances between objects on the real and synthesized images. 

Object RI-0 RI -1 RI -2 RI -3 

SI-0 187 233 196 376 

SI -1 42 80 130 307 

SI -2 152 39 82 200 

SI -3 234 145 63 134 

SI -4 371 266 208 35 

SI -5 408 297 253 62 

SI -6 411 299 259 69 

However, control of determined correspondences by other parameters of objects according to algorithm (2) leaves only three 

correspondences for the final imposition that are: 10  SIRI ; 21  SIRI ; 32  SIRI . 

Now we can perform the final stage of processing – imposition of contours of the synthesized image on the real TV-image. 

Fig.4a shows a result of simple overlapping of the synthesized image on the real one. We can see significant discrepancies 

between contours which are expressed by the shift of the synthesized image in relation to the real one and by contour 

dimensions. Fig. 4b shows a final result of imposition performed according to the algorithm. At the visual level, we can estimate 

quality of imposition as satisfactory. 

Fig. 4. а – result of overlapping of real and suntesized images, b – result of imposition. 

  Imposition of each eighth frame of the video sequence responding to imagery within 4 sec of flight has been performed to 

estimate algorithm efficiency. Results of imposition quality estimation by 13 pairs of real and synthesized by DTM frames from 

this video sequence are shown in Table 2. Imposition quality estimation has been performed using index  introduced in paper 

[7]. 

Main idea of the suggested method is the following. Image is divided into square blocks (cells) of the specified size, e.g. 

100х100 pixels. It provides a possibility to obtain not only integral estimation of imposition quality but also local estimations in 

each of separated square blocks. In each cell for all informative (other than background color) points of one of images, 

informative points of other image locating in certain square surrounding of size )12()12(  kk having its center in the 

processed informative point is searched. As a rule, 1k  or 2k . Value 1k  is equal to thickening of the thin line in one 

pixel of the first contour up to two pixels, and 2k  – up to three pixels. 

Sliding window of the chosen size ( 55 in the considered experiment) is moved along lines of the image. As soon as an 

informative point of the first image gets into the center of this surrounding then informative pixels of the second image getting 

into this surrounding and not marked at the previous stages are searched and marked. After scanning of the whole image is 

completed, in each square blocks a number of im   marked points of the imposed (second) contour is calculated and we found a 

ratio of this number to the total number of informative points of the first contour iM , i.e. 
i

i
i

M

m
 . Let’s call coefficient i  as 

an index of the imposition quality in i -block of the image and coefficient 






i
i

i
i

M

m

 – an integral index of the whole contour 

imposition quality. 
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Results of imposition quality estimation by 13 pairs of real and synthesized by DTM frames from this video sequence are 

shown in Table 2. Within processing of the first frame there was an imposition disruption because correspondence between 

contours on real and responding synthesized images could not be determined. Enhancement of the imposition quality was not 

achieved in two frames. Imposition quality increased within the range from 24% to 108% in 10 frames. 

In paper [12] imposition of heterogeneous images on these 13 frames was performed using broken-linear transformations 

which allow taking projective distortions into consideration. This paper achieved higher indices of the image imposition quality. 

Technology of the image imposition described in [12] requires greater computational efforts and it has not yet been automatized 

up to the end. 

Table 2. Results of the image imposition estimation. 

Number of a pair  

of frames 

Index α before imposition Index α  

after imposition 

Change of index α 

Absolut. /percent. 

Expert estimation of image 

imposition  

1 0.281 ---  Imposition disruption  

9 0.282 0.402 0.12/ 42.6% enhanced 

17 0.247 0.421 0.174/ 70.4% enhanced 

25 0.231 0.481 0.25/ 108.2% enhanced 

33 0.232 0.418 0.186/ 80.2% enhanced 

41 0.334 0.236 -0.098/ -29.3% worsened 

49 0.300 0.389 0.089/ 29.7% enhanced 

57 0.313 0.241 -0.072/ -23.0% worsened 

65 0.229 0.364 0.135/ 59.0% enhanced 

73 0.324 0.426 0.102/ 31.5% enhanced 

81 0.279 0.381 0.102/ 36.6% enhanced 

89 0.261 0.362 0.101/ 38.7% enhanced 

97 0.194 0.240 0.046/ 23.7% enhanced 

Mean values 0.268 0.363 0.095/ 35.4%  

Algorithm was also examined on real video sequences obtained from a TV camera consisting of OVS within long time 

interval. Fig.5 shows a diagram of quality estimation for 900 frames (36 sec flight). Estimation of mathematical expectation of 

the imposition quality in the mentioned video sequence was 0.27, estimated variance – 0.004. Research of influence of the scene 

nature on results of the imposition quality estimation has been performed. It determined that quality estimation of the imposition 

algorithm results based on transformation in the complex plane exceeds the index before imposition on the same fragments 

where we can separate and determine correspondence as minimum between two objects. For the frames where correspondence 

was not determined, quality estimation remains invariable. 

5. Description of the program-algorithm complex 

Program-algorithm complex of the image imposition in aviation vision systems which constituent is an algorithm for the 

image imposition based on transformation in the complex plane contains the following main blocks: 

1) block for registration of images obtained from a vision sensor (in the case of program realization on a bench – frame 

capture from the video sequence); 

2) block for construction of a virtual image by the virtual terrain model; 

3) block of pre-processing of real and virtual images; 

4) block for imposition and removal of geometrical mismatch of real and virtual images between each other; 

5) block for visualization of the imposition result. 

Blocks 2, 3 and 4 are most important for the whole complex and complicated from the point of view of their construction.  

Construction of the virtual terrain model is realized by the separate software module in the developed realization of the image 

imposition complex. Its main functions are positioning of the virtual camera according to specified position coordinates and 

construction of the image by the available digital map in format sxf. It is possible to receive a frame both in thin lines and with 

overlapped textures. 

Block of preprocessing realizes auxiliary operations required for execution of the geometrical imposition: separation of 

boundaries, removal of low informative lines, obtaining of connected contours – for real images; removal of lines of short 

extension and obtaining of connected contours – for virtual images. Quality of preprocessing greatly determines effectiveness of 

the following imposition. 

Key element of the program-algorithm complex for image imposition is a block of geometrical imposition. The algorithm of 

imposition based on transformation in the complex plane as enough fast and reliable approach is suggested to be applied as one 

of algorithms for removal of geometrical mismatch. High-speed performance of the algorithm of image imposition based on 

transformation in the complex plane is the following: total costs for preprocessing do not exceed 0.3 sec per frame, for 

procedures of imposition – 0.05 sec. Calculations are performed using a computer equipped with processor Intel i7-3630QM, 
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2.40 GHz, random-access memory 8 Gb, realization of algorithms for preprocessing and algorithm for imposition is performed 

in the C ++ programming language. Circuit of the program-algorithm complex organization is shown in Fig.6. 

 
Fig. 5. Diagram of quality estimation for the video sequence. 
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Fig. 6. Circuit of the program-algorithm complex organization for image imposition. 

6. Conclusion 

As it was mentioned before, correlation-extremal methods of imposition provide the necessary accuracy but require 

unacceptably high costs of computer time. Broken-linear transformations of the synthesized image to the plane of real video 

image are vulnerable because of issues with search of a set of key point pairs in the automatic mode [9]. Suggested algorithm is a 

certain compromise between requirements to accuracy of algorithms for imposition of heterogeneous images and requirements 

for their implementation in the automatic mode and in real time.  

Considered algorithm can operate under large errors of navigation parameters only if similarity of contours of corresponding 

objects on real and synthesized images is saved. 

Developed algorithm can be applied independently for imposition of images and it can be used in combined schemes with 

algorithms of a higher level for pre-imposition. 
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Abstract 

Methods of the steganography are characterized by such efficiency rates as invisibility, robustness and capacity. There is considered the 

maximum capacity support of the information embedding into the DCT-domain. It is investigated the known algorithm that realizes the 

adaptive information embedding into the digital images frequency domain. The adaptivity is reached due to the image partition into the 

unequal blocks using a quad-tree. There is received the improved modification of the algorithm based on the reference point variation in case 

of the image partition into the blocks. The received modification allows to provide the better invisibility at the same capacity. 

Keywords: digital steganography; data hiding; digital images; DCT; optimization; differential evolution 

1. Introduction 

Digital steganography is one of modern directions of the informational security. Steganographic methods of protection of 

information allow one to solve such problems as the organisation of safe transmission of classified information and protection of 

copyrights of digital objects [1]. There is a common feature of all steganographic methods: hidden embedding of additional 

information in digital objects through embedding some modifications in the data elements composing a digital object. The 

properties that are required for the given process depend on a specific task. 

The methods and algorithms of digital steganography are characterized by the following indexes of embedding efficiency: 

invisibility, robustness and capacity. A separate steganographic algorithm cannot ensure the maximum values of all specified 

parameters. The ratio between them can be described by the scheme presented on Fig. 1. 

 

Fig. 1.  Ratio between parameters of steganographic embedding efficiency. 

Providing of an acceptable level of invisibility of embedding is the mandatory requirement to all steganographic methods and 

algorithms. Therefore it is possible to consider the contrast of two indexes of embedding effectiveness instead of three: capacity 

and robustness. The given contrast corresponds to the separation of methods of information embedding in digital objects into 

methods of arbitrary message embedding and methods of digital watermark embedding. 

The methods which refer to the first class correspond to the classical concept of steganography and are designed for providing 

of confidentiality of the embedded information. In the second case, it is a question of copyright protection of digital objects. 

Digital watermarks represent special marks which contain information on the owners of the given objects. Digital watermarks 

are used for authentication of owners of digital objects, as well as for authentication of digital objects themselves including 

detection of falsifications. 

It is necessary to note, that often embedding of digital watermarks does not refer to digital steganography and is not 

considered as a separate direction in the field of data hiding. However, such division is not always appropriate. Many methods of 

embedding of digital watermarks can be also used for embedding of limited capacity arbitrary messages into digital objects. 

Besides, there are methods enabling the control of the ratio between capacity and robustness of embedding. Therefore, further, 

we will equate methods of data hiding and methods of digital steganography. 

Apart from tasks being solved, methods of digital steganography are classified according to the types of digital objects they 

process. Mainly, they are audio and video data and digital images. In the given paper we consider digital images as digital objects. 

The methods of digital steganography operating with digital images divide on two big groups on domain of data embedding: 

embedding in the spatial domain and embedding in the frequency domain. The pixel matrix of a digital image is named as the 

spatial domain, and the frequency domain is the matrix of values received from a digital image by application of any frequency 

transform. The given data are also named as coefficients of frequency transform. In digital image processing including the 

embedding information into images the following transforms are used: discrete Fourier transform (DFT), discrete cosine 

transform (DCT), Walsh-Hadamard transform (WHT), various versions of discrete wavelet transform (DWT). 

  

Invisibility

Capacity Robustness
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In the present paper, providing the maximum capacity of embedding in the frequency domain of discrete cosine conversion at 

maintenance of comprehensible quality of the cover image is considered. The known algorithm of high-density embedding is 

investigated and a new improved algorithm is offered. 

2. 2. Methods of embedding information in the frequency domain of digital images 

There exist many algorithms where information embedding is carried out in the frequency domain of digital images. 

Frequency transforms associate the matrix of pixels of a digital image with the matrix of frequency coefficients. Frequency 

coefficients can be divided on significant (carrying the basic information of a source image), and insignificant (that can be 

discarded or modified without any noticeable distortions in the initial image) [2]. Therefore frequency embedding allows to 

better choose data elements which can be used for not noticeable recording of additional information. 

Let us note some research papers of last years. 

Algorithms based on DFT are mainly used for embedding of digital watermarks. It is connected to properties of the given 

transform which do not permit to ensure the high capacity of embedding; however, they ensure resistance against some types of 

attacks on cover images. The majority of such algorithms operate with elements of the amplitude Fourier spectrum. 

In the algorithm presented in [3], space of hiding is formed of the middle frequency elements with values in the set range. For 

embedding of one bit of a digital watermark a pair of symmetrically allocated elements varies so that the difference between 

them accepts certain value depending on the embedded bit. 

In paper [4] a digital watermark is formed as the amplitude Fourier spectrum with elements accepting values from set  1,0 . 

Significant elements form a circumference in the area of middle frequencies. It ensures stability in case of geometry attack like 

“turn of image”. 

In [5] for formation of the binary digital watermark with circle symmetry, log-polar mapping is used. When being embedded 

those elements of the peak Fourier spectrum of the digital image that correspond to elements of the digital watermark with 

values 1 are converted by averaging over neighborhood 3×3 with multiplication by the coefficient of amplification. 

Another large class of steganographic algorithms works with DCT frequency domain. This class contains both algorithms of 

digital watermark embedding and algorithms of arbitrary message embedding. Besides, all algorithms of embedding of 

information into compressed JPEG images also operate with DCT coefficients because the given frequency transform is the 

basis of an appropriate compression method. 

The papers [6, 7] can be considered as instances of classical papers in the given field. Paper [6] presents a resistant method of 

digital watermark embedding. The resistance is attained due to small capacity of embedding. One block of DCT coefficients of 

the size of 8×8  contains one bit of a digital watermark. Embedding consists in determination of certain ratio between the pair of 

DCT coefficients depending on the value of the built-in bit. 

The QIM method presented in [7] has capacity. It operates with low-frequency DCT coefficients. The given method uses two 

different quantizers for embedding zero and on-bits of the secret message into DCT coefficients of the cover image. 

Paper [8] presents an instance where the increase of the effectiveness of digital watermark embedding is considered as an 

optimisation problem. The genetic algorithm is applied to its solution. It is used for sampling of an optimal order of embedding 

of parts of a digital watermark into DCT coefficients of the cover image. 

Papers [9–11] present algorithms based on discrete wavelet transform. 

Paper [9] considers embedding of biometric data of the owner into a digital image. The digital watermark represents a picture 

of a retina of an eye. Details wavelet coefficients are used for embedding. The digital watermark is converted to a character 

sequence existing in alphabet  1,1 , and embedding is carried out in an additive way. The choice of certain coefficients for 

embedding is carried out by means of a key. 

Paper [10] presents the algorithm of embedding of semi fragile digital watermarks. Such digital watermarks are used for 

protection of images against falsification. They are resistant to usual processing of images (compression, resizing, filtering), but 

are destroyed in the case of modification of the image content, for example, when adding or removing of objects. The algorithm 

presented in [10] divides the image into blocks of an equal size, transfers them in the frequency domain by means of DWT, then 

low-frequency components of certain blocks are embedded in the high-frequency components of other blocks. The 

recombination of blocks is carried out by means of the generalized cat map. In [10] an elementary representative of DWT set — 

Haar transform — is used as frequency transform. 

The algorithm of embedding presented in [11] is based on block quantization of DWT coefficients in the quadrant middle-

frequency sub-band LH2. One bit of the message is built in into the block of k  DWT coefficients. Embedding consists in the 

modification of summarised energy of coefficients of the block so that depending on the value of the built-in bit, it meets certain 

condition. The modification of value k changes the ratio between capacity and robustness. If k  is increased, the built-in message 

obtains properties of a digital watermark. 

In paper [12] embedding is carried out in the WHT frequency domain. For this purpose the image is divided into blocks by 

4×4 pixels; and WHT is applied to each block. The algorithm of embedding is built using a linear predictor function. Values of 

AC-coefficients of WHT of each block are predicted on the basis of DC-coefficient values of 8 adjacent blocks. The message 

bits are built in prediction errors according to the LSB method. To determine the weighting coefficients of the linear predictor 

function the neural network is used. 

A series of publications [13–15] represents results of research directed on reaching the maximum capacity of embedding in 

the frequency domain of discrete cosine transform. 
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In paper [13], the cover image is divided into non-overlapping blocks by the size of mm  pixels; DCT is applied to each 

block. For embedding, a part of the DCT-coefficient block is used, that forms a square in the right lower angle. This square 

corresponds to the least significant high-frequency coefficients and has a different size for different blocks. The size of 

embedding area is defined by the quantization matrix. Embedding consists in replacement of DCT-coefficients in the area of 

embedding by elements of the secret message. The secret message is also a digital image; and pixels of this image are exposed to 

additional quantization before embedding. 

The given approach is developed in papers [14, 15]. The algorithm presented in [14] represents a different method of the 

secret image processing before embedding it. In [15], the cover image is divided into homogeneous blocks of pixels having 

unequal size by using quad-tree, that allows to raise the efficiency of embedding. 

The present paper develops the offered in [13–15] approaches to high-capacity embedding of information into the frequency 

domain of discrete cosine transform. In the following section of the paper a more detailed description of algorithm [15] is given; 

probable ways of its improvement are defined and a new more effective algorithm is offered. 

3. New algorithm on the basis of the approach to high-capacity embedding of information into the frequency domain of 

discrete cosine transform 

3.1. Adaptive algorithm of embedding using a quad-tree 

Let's consider the QTAR embedding algorithm presented in article [12] in more details. 

Input: 

Square cover image I ; secret image S ; homogeneity threshold of block Th ; minimum block size m ; square matrix of 

quantization of a size 8×8 Q ; scale factor k . 

Output: 

Cover image containing a secret image I  . 

Step 1. To execute recursive partition of each inhomogeneous square pixel block of the cover image into four equal sub-

blocks. The cover image is taken as an initial block. The block partition stops if its size (the square side) is less or equal to m  or 

if it is homogeneous. The block is recognized as inhomogeneous if the difference between the maximum and minimum values 

of pixels is higher than Th255  value. 

Step 2. To execute the scaling of the secret image pixels by formula ii sks
255

~  . 

Step 3. For Nj ,1 , where N  — is amount of blocks in the quad-tree to execute as follows: 

Step 3.1. To execute two-dimensional DCT of the j-th block of pixels of the size jj mm  . 

Step 3.2. To expand matrix Q  to the extent of jj mm   using interpolation and to divide the DCT-coefficients of the block 

into elements of the given matrix with the subsequent round-off. 

Step 3.3. To select a square area of the greatest possible size jj nn  , consisting only of nulls in the right lower angle of each 

block of the quantized DCT-coefficients. 

Step 3.4. In the initial block of DCT-coefficients (before quantization) to substitute area of embedding 
2
jn  with pixels of 

modified secret image S
~

. 

Step 3.5. To execute inverse two-dimensional DCT. 

Step 4. To return stego image I   and key sequence  Nnnn ,,, 21  and complete the algorithm. 

The algorithm of extraction of the secret message is as follows. 

Input: 

stego image I  ; key sequence  Nnnn ,,, 21 ; threshold of block homogeneity Th ; minimum block size m ; scale factor k . 

Output: 

extracted secret image S  . 

Step 1. To represent the stego image in the form of a quad-tree out of N blocks with the size not less than mm  pixels with 

the threshold value Th . 

Step 2. For Nj ,1  to execute as follows: 

Step 2.1. To execute two-dimensional DCT of the j-th block of pixels with the size jj mm  . 

Step 2.2. To select in the right lower angle of the received block of DCT coefficients a square block of embedded data 

elements with the side jn . 

Step 2.3. To execute an inverse scaling of the selected block elements using the formula pp s
k

s ~255 , 2,1 jnp  , to derive 

the block of pixels of the secret image. 

Step 3. To restore secret image S   from separate blocks of pixels. 

Step 4. To return the extracted secret image S   and to complete algorithm. 

Generally, extracted image S   does not coincide with initial secret image S . The pixels of the secret image are restored 

inaccurately because of the round-offs originating at the scaling, but these distortions do not lead to considerable losses of 



Image Processing, Geoinformation Technology and Information Security / O.O. Evsutin, A.O. Osipov 

3rd International conference “Information Technology and Nanotechnology 2017”     58 

quality. 

Here it is necessary to note that the use of not compressed digital image as an secret message is an atypical solution because 

digital images differ with high redundancy. However, in the case of QTAR algorithm, the given solution is reasonable as the 

mentioned redundancy of images allows one to avoid considerable distortions during the scaling. Besides, restoring of the cover 

image from the modified DCT spectrum requires a round-off at the transition from real values to integer pixels, which leads to 

additional distortions of the embedded data. 

Fig. 2 shows the partition of image “Lenna” onto homogeneous blocks with a quad-tree and the selection of embedding areas 

for various values of the threshold of homogeneity Th . It is accepted that the minimum block size in each case equals to 8. 

 

Fig. 2.  Partition of the image “Lenna” on blocks: a) Th = 0,4; a) Th = 0,6; a) Th = 0,8. 

The increase of the homogeneity threshold of the block leads to quad-tree simplification. Thus, the capacity decreases. In the 

instances presented in Fig. 2, the image capacity “Lenna” equals to 5,77, 5,76 and 4,86 bits per pixel accordingly. 

3.2. Possible ways of QTAR algorithm improvement 

The QTAR algorithm considers the cover image as the initial square block of pixels.Coordinates of the top left corner of the 

given initial block are named as an index point and designated as  yx, . In the initial algorithm the given point has coordinates 

 0,0  and cannot be changed. However, if the digital image is presented in the form of torus, for example as in cellular 

automata models [16], it is possible to choose any point of the cover image as an index point. The index point modification will 

change the form of the quad-tree and will affect the distribution of parts of the secret image on the cover image blocks. 

The example is shown in Fig. 3. The index point is marked white. Other parameters of the algorithm of quad-tree 

construction in the above-mentioned example coincide with the analogous parameters of the example shown in Fig. 2a. 

 

Fig. 3.  Partition of the image “Lenna” on blocks with the modified index point (x = 412; y = 412). 

  

    

a)                              b) 

  

               c) 
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It is possible to see that the index point modification changes the quad-tree form, and it leads to the modification of indexes 

of capacity and quality of embedding. 

Fig. 4 shows the modification of the given indexes at the index point modification by the example of four various images: 

“F15”, “Clouds”, “Jellyfish”, and “House”. The image “Baboon” was a secret image in each case. The parameters of algorithm 

of quad-tree construction were set as follows: 4,0Th , 8m . The embedding quality index is the peak signal-to-noise ratio 

(PSNR). The index of embedding capacity is the bits per pixel amount (BPP).  

It is possible to see that the maximum capacity for the image “F15” is by default given by the index point, but the PSNR 

value can be increased approximately by 1,0 dB when maintaining capacity, which is essential. The capacity of embedding 

distinct from the maximum is given by the index point for the images “Clouds” and “Jellyfish”. Besides, in the case of the image 

“Clouds” the appropriate PSNR value is close to greatest possible one for the given capacity, and in case of the image 

“Jellyfish” the PSNR value can be essentially increased. The image “House” represents a cover image instance where the index 

point by default gives the greatest possible capacity and the PSNR value which is the greatest possible for the given capacity. 

However, in this case, it is possible to obtain quality improvement of embedding by 0,5–1,0 dB at the expense of insignificant 

decrease of capacity. 

 

Fig. 4.  Modification of PSNR and BPP at modification of the index point: a) for the image “F15”; b) for the image “Clouds”; c) for the image “Jellyfish”; d) for 

the image “House”. 

The presented instances show that the index point modification allows us to increase value PSNR at equal or comparable 

BPP value, and on occasion to raise both given indexes. 

The second possible approach to improvement of QTAR algorithm is connected to selecting of the threshold value. Since the 

brightness of an image makes essential impact on perception of the given image by human sight, in the present paper it is 

offered to introduce different threshold values for blocks of the image with different brightness. For this purpose, let us divide 

all brightness range of pixels on three equal sub-bands        255,170170,8585,0255,0   define the threshold value of 

block homogeneity for each part and designate them as 1Th , 2Th , 3Th  accordingly. 

The instance is shown in Fig. 5. For the cover image “House” and the secret image “Baboon” the introduced threshold values 

were set as follows: 9,01 Th , 1,02 Th , 4,03 Th . The graph shows the modification of PSNR and BPP indexes at the index 

point modification by analogy with the previous instances. It is possible to see that the given graph differs from the graph shown 
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in Fig. 4d and is obtained for the same pair of images. Pareto frontier was displaced: the range of capacity values slightly 

displaced towards decrease, and maximum PSNR value increased. 

 

Fig. 5.  Modification PSNR and BPP at an index point modification (Th1 = 0,9; Th2 = 0,1; Th3 = 0,4; m = 8). 

Thus, all given instances obviously confirm that the parameters introduced in the present paper make essential impact on 

effectiveness of embedding process. Besides, the given parameters can be used as the additional key information. 

3.3. The offered improved algorithm 

Exhaustive search of every possible value of an index point and homogeneity threshold of blocks is inconvenient, since it 

requires a great number of calculations. Therefore in the present research differential evolution (DE) is used for the solution of 

the given problem. It is the known metaheuristics widely used for solving the problems of optimization in various application 

areas, including digital steganography [17]. It allows to optimize sets of real heterogeneous parameters. 

Since DE is a well-known optimization method, it is not described in the present article. Let us only mention that the DE 

algorithm operates with the following parameters: the size of population N , mutation coefficient F , probability of crossing 

over CR , number of calculations of objective function K . 

Objective function is defined by the following formula: 
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where 
QTARPSNR  and 

QTARBPP  are values of efficiency indexes at embedding according to the initial QTAR algorithm. 

Then the new algorithm of high-capacity embedding of the information in the frequency domain of discrete cosine transform 

of digital images on the basis of algorithm QTAR can be represented as follows: 

Input: 

Square cover image I ; secret image S ; minimal block size m ; matrix of quantization  of the size 8×8 Q ; scale factor k ; 

parameters of DE algorithm. 

Output: 

Cover image containing the secret image I  . 

Step 1. To execute the scaling of the secret image pixels by formula ii sks
255

~  . 

Step 2. To build in the secret image S  into the cover image I  being the QTAR algorithm. To record the received values of 

quality indexes and embedding capacity as 
QT ARPSNR  and 

QTARBPP . To calculate the value of objective function by formula 

(1) and to record it as 
maxf . 

Step 3. To generate N  vectors of form  321 ,,,, ThThThyxi x , Ni ,1 . 

Step 4. For Ni ,1  to execute the following: 

Step 4.1. To represent the cover image in the form of a quad-tree consisting of 
iM  blocks of pixels, using the vector of 

parameters  321 ,,,, ThThThyxi x . 

Step 4.2. For iMj ,1  to execute the following: 

Step 4.2.1. To execute the two-dimensional DCT of the j-th block of pixels with the size jj mm  . 
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Step 4.2.2. To expand the matrix Q  to the extent of jj mm   using interpolation; and to divide the DCT-coefficients of a 

block into elements of the given matrix with the subsequent round-off. 

Step 4.2.3. To select a square area of the greatest possible size jj nn  , consisting only of nulls in the right lower angle of 

each block of quantized DCT-coefficients. 

Step 4.2.4. In the initial block of DCT-coefficients (before quantization) to substitute the area of embedding 2
jn  with pixels 

of the modified secret image S
~

. 

Step 4.2.5. To execute the inverse two-dimensional DCT. 

Step 4.3. To calculate values of quality indexes and capacity of embedding iPSNR  and 
iBPP , and to calculate the value of 

objective function 
if  by formula (1). 

Step 4.4. If 
maxff i  , then to assign 

iff max
 and to record the vector 

i
x  as the best solution 

best
x . 

Step 5. To renew the population by rules of differential evolution. 

Step 6. If the amount of evaluations of objective function does not exceed K , then to pass to step 4. Otherwise to pass to step 7. 

Step 7. To build in secret image S  into cover image I  using the vector of parameters 
best

x , then return stego image I   and 

key sequence  32121 ,,,,,,,, ThThThyxnnn M  and complete the algorithm. 

The extraction algorithm of the secret message is as follows. 

Input: 

stego image I  ; key sequence  32121 ,,,,,,,, ThThThyxnnn M ; minimum block size m ; scale factor k . 

Output: 

extracted  secret image S  . 

Step 1. To represent the stego image in the form of a quad-tree out of M  blocks of pixels with the size not less than mm  

pixels with the index point  yx,  and the threshold values 1Th , 2Th , 3Th . 

Step 2. For Mj ,1  to execute the following: 

Step 2.1. To execute two-dimensional DCT of  j-th block of pixels with the size of jj mm  . 

Step 2.2. To select in the right lower angle of the received block of DCT factors a square block of embedded data elements 

with the side jn . 

Step 2.3. To execute an inverse scaling of the elements of the selected block using the formula pp s
k

s ~255 , 
2,1 jnp   in 

order to derive the block of pixels of the secret image. 

Step 3. To restore secret image S   from separate blocks of pixels. 

Step 4. To return extracted secret image S   and to complete the algorithm. 

In the following section of the present article, the results of computing experiments with the given algorithm and its 

comparison to the QTAR algorithm are presented. 

4. Results of experiments and their discussion 

Computing experiments with the QTAR algorithm and the offered algorithm were carried out on the test sampling including 

19 grey-scale and 3 full-color images with the resolution of 512×512 of pixels. The given sampling was formed from base of 

images [18]. The examples of test images are shown on Fig. 6. 

 

Fig. 6.  Examples of test images. 
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Fig. 7 shows the results of three experiments with the obtained algorithm for various values of embedding parameters. The 

images have the following order in each line: 

 the cover image; 

 the cover image divided into square homogeneous blocks; 

 the stego image; 

 the secret image extracted after embedding. 

It is possible to see that stego image does not contain appreciable artefacts of embedding in each case. The secret image 

contains some distortions with the level comprehensible to human perception. 

 

Fig. 7.  Experiments: a) the image “Peppers” is embedded in the image “Boat”, m = 32; k = 10; (x, y) = (269, 0); Th1 = 0,41; Th2 = 0,42; Th3 = 0,28; b) the image 

“Jellyfish” is embedded in the image “Cat”, m = 16; k = 10; (x, y) = (96, 400); Th1 = 0,02; Th2 = 0,11; Th3 = 0,26; c) the image “Baboon” is embedded in the 
image “Clouds”, m = 16; k = 4; (x, y) = (17, 192); Th1 = 0,07; Th2 = 0,13; Th3 = 0,38. 

Table 1 shows the results of the efficiency estimation of our algorithm in comparison with the initial QTAR algorithm. For 

each image, the optimal parameters of embedding are specified, which were found by means of differential evolution. 

Parameters of differential evolution were set according to the guidelines presented in [19] for the optimization problem of 

dimensions 5. Last three table lines correspond to full-color images; the rest of the images are grey-scale. 

One can see that in most cases our algorithm surpasses the QTAR algorithm and only on occasion shows comparable results. 

For example, it refers to images “Arctichare”, “Clouds”, “F15”. In those cases the proposed algorithm cannot reach substantial 

improvement. Also, if one parameter increases, other parameters decrease. It is possible to explain in the following way: the 

point by default  0,0  for the given images gives the solution that belongs to Pareto-frontier. For images “Cat”, “Peppers”, 

“Baboon” the proposed algorithm noticeably surpasses QTAR in terms of BPP at the comparable value of PSNR. But for the 

majority of images the proposed algorithm surpasses the QTAR algorithm in terms of both considered indexes. As a result, the 

maximum advantage of PSNR over the best value of BPP is 1,07 dB, and the maximum advantage of BPP over comparable 

value of PSNR is 1,1 bits, which is significant improvement. 

Regarding the stability against steganalysis, the offered algorithm also surpasses the QTAR algorithm, since the embedding 

operation in both cases is the same, but additional parameters used by the offered algorithm increase the private key size. 

    

a) 

    

b) 

    

c) 
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Table 1. Comparison of the proposed algorithm and the QTAR algorithm. 

Image title 
QTAR Proposed algorithm 

PSNR, dB BPP PSNR, dB BPP Index point Th1 Th2 Th3 

Arctichare 41,63 5,85 44,02 4,02 (184, 40) 0,48 0,66 0,94 

Baboon 32,99 3,02 33,00 4,11 (129, 88) 0,97 0,23 0,21 

Barbara 26,86 5,03 27,06 5,11 (455, 448) 0,34 0,16 0,12 

Boat 33,11 4,88 33,11 4,98 (448, 313) 0,23 0,18 0,84 

Cameraman 37,58 5,53 37,72 5,62 (335, 402) 0,10 0,05 0,44 

Cat 34,20 4,34 35,27 4,38 (192, 128) 0,16 0,89 0,34 

Clouds 37,53 5,64 38,46 4,57 (432, 123) 0,78 0,84 0,07 

Darkhair 37,16 5,94 37,21 5,99 (284, 256) 0,14 0,65 0,47 

Fruits 34,59 5,16 34,61 5,31 (160, 178) 0,89 0,12 0,43 

House 42,37 5,80 42,76 5,80 (384, 256) 0,90 0,40 0,20 

Jellyfish 36,92 5,80 37,31 6,26 (480, 384) 0,07 0,79 0,94 

Jetplane 36,15 5,03 36,23 5,36 (124, 208) 0,39 0,60 0,11 

Lake 33,86 4,67 33,92 4,83 (5, 275) 0,00 0,54 0,14 

Livingroom 34,51 4,52 34,60 4,74 (455, 185) 0,08 0,18 0,72 

Peppers 33,99 4,33 34,00 5,43 (402, 234) 0,63 0,18 0,15 

Pirate 33,24 4,81 33,25 4,88 (131, 112) 0,20 0,38 0,52 

Sails 30,62 3,85 30,64 3,89 (208, 446) 0,14 0,35 0,69 

Tiffany 32,01 5,21 32,09 5,36 (497, 317) 0,11 0,24 0,16 

Walkbridge 31,16 3,85 31,19 3,89 (288, 152) 0,53 0,04 0,16 

F15 38,59 17,64 39,69 14,65 (193, 353) 0,42 0,70 0,84 

Lenna 33,37 16,00 33,39 16,69 (191, 384) 0,26 0,21 0,22 

Tiger 36,26 17,01 36,76 17,72 (263, 304) 0,93 0,72 0,07 

5. Conclusion 

The given paper presents the new algorithm of high-capacity embedding of the information into the frequency domain of 

discrete cosine transform received on the basis of known QTAR algorithm [15]. The QTAR algorithm ensures high capacity of 

embedding at the expense of representation of the cover image in the form of a quad-tree of homogeneous blocks of pixels. The 

frequency spectrum of such blocks contains a small number of significant elements and high number of insignificant elements. 

Replacement of insignificant frequency coefficients with data elements of the secret image does not lead to appreciable 

distortions of the cover image. 

A distinctive feature of the offered modification of the QTAR algorithm is a new approach to representation of the cover 

image in the form of a quad-tree of homogeneous blocks of pixels. New parameters are introduced into algorithm of quad-tree 

construction. The cover image is represented in the form of torus which allows one to arbitrarily choose an index point that 

corresponds to the left top angle in the initial algorithm. Besides, for blocks of pixels with various levels of brightness, the 

different threshold values defining the homogeneity criterion are set. 

Deriving of optimal parameters for each concrete cover image is carried out by means of differential evolution. 

Computing experiments have shown that the offered algorithm differs with greater effectiveness on quality and embedding 

capacity in comparison with QTAR algorithm. 

Development of the given paper will consist in the search of new approaches to partition of the cover image into 

homogeneous blocks of pixels and synthesis of new algorithms of embedding. 

Besides, the transfer of the initial approach to the achievement of high-capacity embedding on other transforms applied in 

digital image processing, except discrete cosine transform, is interesting. 
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Abstract 

The paper presents a new model for unified description of any information hiding systems which include both stegographic and watermarking 

systems. The model is based on considering three possible representations of information being embedded: a binary vector, a digital signal, 

and a feature matrix. Also we introduce a parametric description for information hiding systems according to the proposed model which 

completely defines all valuable algorithms used at the embedding and the extraction stages, as well as its parameters. Some examples of such 

descriptions a number of existing systems are presented. 

Keywords: information hiding; data hiding; digital watermarking; watermarking system; steganography; steganographic system 

1. Introduction 

The paper is devoted to the development of a model for the unified description of information hiding systems (also called data 

hiding systems). Such systems embed secret or protective data into a digital signal (image, video, audio etc.) and include 

watermarking and steganographic systems [1]. Information hiding techniques were investigated by Ingemar Cox [1-3], Jessica 

Fridrich [3,4], Mauro Barni, Franco Bartolini [5], Fabien Petitcolas [6,7], Stefan Katzenbeisser [6], Eric Cole [8], Birgit 

Pfitzmann [9] and others. They defined a common terminology, described the basic structural components and properties of 

information hiding systems. However, we can note the lack of a generally accepted model for a unified description of such 

systems. As a result, it is difficult to compare different systems and select the most appropriate system for a particular task. 

Earlier, several models were proposed in papers [1, 3, 5, 6, 10-20] but each of them has a number of shortcomings, which do 

not allow them to be used for a complete description of information hiding system processes: 

1. All the cited models except [16, 17] can describe either watermarking systems or steganographic systems. The more 

general case is not considered. 

2. The models [1, 3, 6, 10-16, 18-19] do not determine such important details as analysis of the host asset, information 

encoding and decoding and others. 

3. The models [1, 3, 5, 10-15, 17] do not take into account all possible inputs and outputs of the information hiding system. 

4. The models [6, 10, 11, 15] are limited to the description of internal processes and do not allow to determine the external 

properties of systems. 

5. Some models [11, 18-20] are intended only for media of a certain type (usually, for audio signals or images). 

6. None of the above models have become a universally recognized standard. 

In this paper, we propose a universal mathematical model for information hiding systems, which can describe all components 

of information hiding systems, and which is free of the shortcomings listed above. 

2. The proposed model of information hiding system (MIHS) 

2.1. Basic concepts 

In the proposed model, we define information hiding system (IHS) as a set of data and processes (functions) of their 

processing. One of the most important concepts in this model is internal information that is the information embedded in the 

host asset. 

In our model, we introduce three equivalent forms of internal information: a binary vector, a digital signal, and a feature 

matrix. The first form corresponds, for example, to a message transmitted via a steganographic channel, or to a digital code of a 

protective watermark. The second form coincides with the traditional form of the host asset (digital audio, image, video, etc.). 

The embedding itself proceeds in the third form, which is individual for each system. In each particular IHS, the internal 

information can be converted from one form to another. 

We will use the following designations: 

 𝔹𝑛 = ℕ0 ⋂[ 0.2𝑛 − 1] is a set of n-bit nonnegative integers. A special case is a set 𝔹 = 𝔹1 = {0.1}. 

 𝕊[𝑁1×𝑁2×…×𝑁𝑚]
𝑚  is an m-dimensional matrix of size 𝑁1 × 𝑁2 × … × 𝑁𝑚 сomposed of elements of a certain numerical set 𝕊.  

 𝕊𝑚is an m-dimensional matrix of unknown size сomposed of elements of a certain numerical set 𝕊 (used when the matrix 

sizes are not important in the current context). 

The introduced sets allow us to define the sets corresponding to the three above-mentioned forms of internal information. 

Thus, the first form of a binary vector corresponds to the set 𝔹[𝑁𝑏]
1 , where bN  is a vector length. Then, a multidimensional 

digital signal will be defined as 𝑋 ∈ 𝕏𝑚 that is an m-dimensional matrix сomposed of elements of a set 𝕏 ⊆ ℝ. The set 𝕏𝑚  
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will be called as the set of digital signals. Finally, a feature matrix 𝑦 ∈ 𝕐1 is an m-dimensional matrix сomposed of elements of 

a set 𝕐 ⊆ ℂ. 𝕐1 will be called as feature set. 

2.2. Main elements of the model 

Let 𝐶 ∈ 𝕏𝑚  be a host asset and 𝐶𝑊 ∈ 𝕏𝑚  be an information carrier (an asset with embedded information). After its 

transmission, it can change due to distortions in the channel and possible attacks. Therefore, we will use another notation for the 

received information carrier -𝐶𝑊 ∈ 𝕏𝑚̃ . 

The next important element of any system is the composite key 𝐤 ∈ 𝐾. It comprises the secret key𝑘𝑠 ∈ 𝐾𝑠 ⊆ 𝔹[𝑁𝑘]
1 , which 

provides security of the system, and public parameters 𝑘𝑝 ∈ 𝐾𝑝 of functions and algorithms: ( ),s pk k=k . We will not specify 

the structure of the set pK  for the general model. It can be defined for particular systems. 

For internal information, the following designations will be used: 𝐛, 𝐛𝑹 ∈ 𝔹[𝑁𝑏]
1 (in the form of a binary vector); 𝑊, 𝑊𝑅 ∈

𝕏𝑚(in the signal form); Ω, Ω̃ ∈ 𝕐1(in the form of feature matrix). The names of these and other structures are given in Table 1. 

Also, it is necessary to define the concept of initial form of internal information that is either 𝔹[𝑁𝑏]
1  or 𝕏𝑚 depending on the 

particular system. 
Table 1. List of notations used in the model of information hiding system. 

 
We will use the three following functions to describe possible transformations of the internal information: 

 encoding function in signal space 

 

 encoding function in feature space 

 

 signal-to-feature transformation function, which most often has the form 

 

along with the inverse functions 1 1 1,   ,f

- - -P P F . The relationship between the various internal information forms is 

shown in Fig. 1. 
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Fig. 1.  The relationship between the various internal information forms. 

Table 2 shows, which forms of internal information can be used at the particular stages of system operation. The presence of 

various options in some rows of Table 2 is explained by the differences in the systems. For one particular system, only one form 

is possible at each stage. It should be noted that in the last row one more option of the system output is possible: a binary value  

reflecting the result of internal information detection. We will consider this case later in more details. 

Table 2. Possible forms of internal information. 

 

Internal information form 

Binary vector  

from𝔹[𝑁𝑏]
1  

Digital signal 

from 𝕏𝑚 

Feature matrix 

from 𝕐1 

Data 

processing 
stage 

Input    

Internal information embedding    

Information transmission within an asset    

Internal information detection    

Output    

 

As noted above, the form of feature matrix is defined for all information hiding systems because it is used at the embedding 

stage. But this form is not used at the input. Therefore, at least one of two other forms should be determined. Some systems 

operate all three internal information forms. In order to define the used internal information forms, we use the following binary 

predicates: 

 

The first one defines the initial form, while the other one defines the encoding method. 

Fig. 2 shows the general flowchart of information hiding system according to the proposed model. The flowchart highlights 

the embedding and extraction subsystems, as well as the data transmission channel. Here and later (in Fig. 3-5), arrows indicate 

data streams, and rectangles indicate data processing processes. Solid arrows indicate mandatory data streams existing in all 

systems, and dashed – the optional ones. Circles mark merging data streams, while rhombuses mark branching ones. Rectangles 

with double borders mark processes consisting of several subprocesses. 

Fig. 3 describes subprocesses of the composite embedding information process outlined in the general flowchart in Fig. 2. 

Similarly, Fig. 4 describes the contents of the composite information extraction process and Fig. 5 s the block of internal 

information processing. 

 

Fig. 2.  The general information hiding system workflow. 
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Fig. 3.  Details of the composite process of information embedding. 

Let us describe the general flowchart of IHS (Fig. 2). The input of any system includes a host asset C , an internal 

information in the form of b  or W , as well as a key k . Then, at the preliminary stage (before embedding), the internal 

information is transformed into a feature matrix Ω . The obtained matrix along with the host asset is fed to the input of the 

composite process of information embedding resulting in the information carrier 
WC . Then, it is transferred to the extraction 

subsystem with possible distortions Further, the received information carrier 𝐶�̃� enters the input of the composite information 

extraction process (along with it, the original container transmitted through any closed channel can also be used in this block). 

The result of this stage is Ω̃. Finally, the system output is generated, which can be the extracted information b
R

, the extracted 

signal 
RW , or the detection result : 

 

The diagrams in Fig. 2-5 allow us to easily determine the form of the functions corresponding to individual processes. For 

example, according to the general flowchart (Fig. 2), the composite process of information embedding can be described by 

functions of the following types (depending on the use of the key): 

 
2.3. Specification of the composite processes 

As shown in Fig. 3, the composite process of information embedding includes the following subprocesses: 

 Optional signal analysis function A  aimed to estimate host asset parameters, 

 Transformation function F and its inverse function 𝐹−1, 

 Information embedding in feature space 𝓔. 

Signal analysis refers to the process of evaluating some numerical characteristics 
Ck  of the host asset. For example, analysis 

of the image asset can consist in finding the coordinates of its feature points, carried out with a corner detector.  

Processes F and 𝐹−1  mentioned above, are designed respectively to convert signals to feature matrices for reverse 

transformation. The peculiarity of these processes is the possible use of a value   that is a part of the function F result and 

an additional argument of the function 𝐹−1. We will call this value as the feature matrix complement. It is not used for data 

embedding but allows to perform the inverse transformation. If F is reversible (i.e., it is DFT or DWT transform) than   is not 

defined. 

The last process in Fig. 3 𝓔 involves the actual information embedding, that is the merging of the matriсes f  and Ω in a 

single matrix Wf . 
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The details of the composite information extraction process are easily understood by Fig. 4. We only note that the signal 

analysis at the extraction stage can be performed either by the host asset (if it is known in a particular system) or by the received 

information carrier 𝐶�̃�. In the latter case, it results in a vector of estimated characteristics 𝑘�̃�. The actual information extraction 

is performed in the process D resulting in the feature matrix of extracted information Ω̃. 

 

Fig. 4.  Details of the composite process of information extraction. 

Finally, the internal information processing block, shown in Fig. 5, includes the processes of its transformation from one 

form to another in both subsystems. For this, the previously introduced encoding-decoding functions P, 𝑃𝑓 , 𝑃−1, 𝑃𝑓
−1 are used, 

and the particular configuration is determined by the two above mentioned predicates 𝜋𝑏𝑤 and 𝜋𝑝. 

In addition to these processes, this block also includes a detection function R  operating in the extraction subsystem, which 

can have one of the following forms: 

 
where x  and 

Rx  denote embedding and extracted information in the form used for the detection, 𝑇𝑝 ∈  ℝ is the threshold, and 

𝑝(𝑥, 𝑥𝑅) is a function of the proximity of x  and 
Rx  determined individually for each particular system. 

 

Fig. 5.  Internal information processing. 
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The function r  and the threshold 𝑇𝑝 are determined at the system design. However, we can list general patterns: 

 For systems resulting in 
R

b  or 
RW , the detection form is the same as the initial form. 

 For systems with the detection form 𝔹[𝑁𝑏]
1  the following function r  is usually used: 

 
 For systems with the detection form 𝕏𝑚, any conventional quality measure can be used as the function 𝜌.For example, for 

grayscale images belonging to the set 𝕏𝑚 = (𝔹8)[𝑁1×𝑁2]
2 , PSNR values of two signals can be used [21]: 

 

where ( )2 , R

кв W We  is a mean-square error. 

 For systems with the detection form𝕐1, r  essentially depends on the structure of the set 𝕐1 itself. For instance, often the 

features reflect the energy characteristics, and therefore matrix elements with different indices can have different 

significance, in contrast to the pixels of digital signals. 

3. Parametric description of information hiding systems 

The developed model allows to make a unified description of any information hiding system by defining 14 parameters 

presented in Table 3. Moreover, this list can help for developing new systems by adopting some parameters from existing ones. 

Also, in Table 3 we illustrate the ability of the proposed model to describe different systems. For that, we consider two 

examples of information hiding systems, which differ from each other in a number of components. 

System 1: steganographic embedding into the least significant bits (LSB) of audio signals 

In this system, a simple replacement of the lower bits of the signal is performed, according to the key and the bits of the secret 

message. For information extraction, the least significant bits are read at the specified positions. The system description is given 

in Table 3. 

System 2: Phase image spectrum watermarking 

In this simple system, the input data include a halftone host image and a watermark image with values { }0, 1±  and the same 

size. Next, phase Fourier spectrum of the host image is calculated. Then, the phase components are replaced by non-zero values 

of the watermark pixels, previously mixed according to a secret key. For simplicity of the description, we define the mixing 

method as a cyclic shift to a vector ( )1 2,k k=k . After the replacement, inverse Fourier transform is performed. When extracting 

information, the same transformations are performed to estimate the embedded watermark. Finally, the obtained estimation is 

compared with the initially embedded watermark in order answer the question of its presence in the given image. The description 

of this simple system is also provided in Table 3. 

4. Conclusion 

In this paper, we proposed a novel model designed for unified description of arbitrary information hiding systems, which 

include steganography systems and digital watermarking systems. It is based on the separation of the forms of internal 

information carried within the digital media. We described internal IHS processes, and also introduced a parametric description, 

which completely determines the existing watermarking and steganography algorithms, and also facilitates the synthesis of new 

systems. The applicability of this model is shown to describe two completely different information hiding systems. 
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DPCM with an adaptive extrapolator for image compression 
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Abstract 

The method of image compression based on differential pulse-code modulation (DPCM) with an adaptive extrapolator is investigated. This 
extrapolator automatically adapts to local features of contours (boundaries) in the image. The issue of the negative effect of quantization on the 
result of optimizing the adaptive extrapolator is investigated. It is experimentally proved that, despite this effect, the adaptive extrapolator has 
the advantage over prototypes. Also, an experimental research of the considered method is carried out as a whole; a comparison is made with 
the JPEG method with respect to the maximum error in a half-tone Waterloo set of natural images. 

Keywords: image compression; DPCM; extrapolation; quantization; entropy coding; compression ratio, maximum error 

1. Introduction 

Images have extremely large data sizes. The growth of data storage capacity does not solve this problem. First of all, this 
applies to multi- and hyperspectral images [1]. Due to the limited available resources, this problem is especially important for 
on-board image observation systems located on satellite and other aircraft, including atmospheric drones. So we have to use 
effective, often specialized, methods of image compression. 

The number of approaches to image compression is very large [2-6]. Fractal compression methods [15] have the highest 
compression ratio, but they have not been widely used because of their computational complexity and unnatural distortion of the 
images. Methods based on wavelet transforms [8] are most preferable in the "efficiency/complexity" coordinates and have the 
widest possible scope. The method JPEG-2000 [9] is the most common of the wavelet compression methods. Methods based on 
two-dimensional discrete orthogonal transformations [10] have similar advantages. The method JPEG [11] is the most common 
of these compression methods. The JPEG method loses [12] a wavelet method in terms of efficiency, but JPEG significantly 
exceeds JPEG-2000 prevalence due to a lot of software and hardware in use. 

However, all transformation-based compression methods require a lot of computing resources. Therefore, these methods are 
difficult to use in real-time systems, including on-board systems. In addition, such systems usually impose increased 
requirements for the control of the compressed data quality. But this is very problematic for the mentioned compression 
methods, because of the difficulties of controlling the compression error in the space of transformation coefficients. 

Thus, in the situation of strictly quality control of compressed data and the restrictions on available resources, we need 
compression methods that do not use any spectral spaces. So these methods have to produce all the processing in the source 
brightness space. This allows providing low computational complexity and providing quality control of compressed information.  

Such methods include differential compression methods [2-3], which decorrelate the signal by using the difference 
representation of this signal. This class of methods includes hierarchical methods of compression [13-14], which have a number 
of important advantages when used in on-ground image processing complexes. However, with on-board processing the 
hierarchical methods have no special advantages, but they have a high structural complexity. Therefore, in the opinion of the 
author, difference methods based on differential pulse code modulation (DPCM) [2-3] are the most preferable for on-board 
systems. In addition, the scope of DPCM method is not limited to real-time systems. For example, DPCM is included in other 
compression methods, such as JPEG. Thus, the task of research and increasing the effectiveness of compression methods based 
on DPCM is still relevant. 

DPCM compression is based on extrapolation (prediction) of image pixels and coding of the difference between the original 
and extrapolated values of pixels. In [15], a compression method based on DPCM with an adaptive extrapolator is proposed, 
which is optimized on the basis of the minimum absolute value of extrapolation error. However, the paper [15] does not close 
a number of important issues related to the investigation of this compression method.  

First of all, the effect of quantization on the optimizing the parameters of the adaptive extrapolator is not taken into account. 
In addition, the results of the extrapolator research are not given, and the conclusion about its effectiveness is made on the basis 
of research of the compression method as a whole. The present work aims to close these gaps in the research of this compression 
method, to draw substantiated conclusions about its effectiveness and to develop recommendations for its use. 

2.  Image compression based on differential pulse code modulation 

Here is a brief simplified description of the image compression method based on DPCM. Let the non-negative integer pixels 
 ,x m n  of the original digital image be processed line by line. Let's designate  ,x m n  the pixels of the decompressed 

(restored after compression) image. We calculate these values already at the stage of compression when processing the 
corresponding pixels for organizing the feedback. For each pixel  ,x m n , we calculate its extrapolated value  ˆ ,x m n  using an 
extrapolator  ...P

 
based on the restored values  ,x m n  of the already processed pixels: 
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    ˆ , , :x m n P x i j i m or i m and j n    . (1) 

Then, an extrapolated value  is subtracted from the original pixel value  to calculate the difference signal
 ,f m n . Then, the difference signal  ,f m n  is quantized  Q f , the result of this quantization is a quantized difference 

signal  ,f m n . This signal is encoded and transmitted through a communication channel or sent to an archive file. The 
quantized signal  ,f m n  is immediately used to calculate the corresponding recovered pixel value : 

     ˆ, , , ,f m n x m n x m n        , , ,f m n Q f m n        ˆ, , , .x m n f m n x m n   (2) 

The restored pixel value  is used to extrapolate (1) the next pixel. 

3. Extrapolation for image compression based on DPCM 

The requirement of low computational complexity makes it necessary to apply in DIKM only the simplest [16] extrapolators 
of the form: 

   (0)ˆ , 1, ,x m n x m n 
  (3) 

      (1) 1
ˆ , 1, , 1

2
x m n x m n x m n   

,  (4) 

   (2)ˆ , , 1 .x m n x m n 
  (5) 

These linear extrapolators work worst on contours (object boundaries). As an answer to this problem, extrapolators that are 
invariant to contours are considered, for example Greham's extrapolator [3], which is invariant to vertical and horizontal 
contours: 

 
 
 

(0)

(2)

ˆ , , ( , ) ( , );
ˆ ,

ˆ , , ( , ) ( , ),

m nG

m n

x m n if m n m n
x m n

x m n if m n m n

    
  

 (6)
 

где  

     , , 1 1, 1 ,m m n x m n x m n             , 1, 1, 1 .n m n x m n x m n       (7) 

The smaller difference from the differences (7) gives the direction of the contour in a small neighborhood of the current 
image pixel. The relation (6) provides extrapolation "along" this direction. Such an extrapolator is more accurate on the 
contours, but on flat sections it loses to the extrapolator (4), which is more stable to noise due to averaging. 

The advantages of the "contour" extrapolator (6) and the "averaging" extrapolator (4) are combined by an adaptive 
extrapolator: 

 
 
 
 

(0) ( )

(1) ( ) ( )

(2) ( )

ˆ , , ( , ) ;

ˆ ˆ, , , ( , ) ;

ˆ , , ( , ),

A

x m n if m n

x m n x m n if m n

x m n if m n



 



   
     
   

 (8) 

where  ,m n  is a «contour direction feature»: 

     , , ,m nm n m n m n    ,  (9) 

( ) ( ),    are parameters of the adaptive extrapolator, which are selected in the ranges: 

( ) ( )
max max0x x        ,  (10) 

where maxx  is the maximum brightness in the image. If the feature (9) is close to zero (the current pixel is in a flat image 
area), then the averaging extrapolator (4) is used, but if the feature (9) has a large value (positive or negative), then 

 ˆ ,x m n  ,x m n

 ,x m n

 ,x m n
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extrapolation (6) "along the contour" occurs. The extrapolator (8) adapts to each particular image: if the contours in the image 
are small, then the parameters  are set far from zero, but if there are many vertical and/or horizontal contours, the 
corresponding parameter must have a large absolute value. 

The parameters ( ) ( ),    are automatically calculated before the actual DPCM processing for each particular image. 
A special optimization procedure for the adaptive extrapolator is used for this (see below). Then the parameters ( ) ( ),    are 
placed in the archive, because they are also necessary for decompression. 

4. Optimization of the adaptive extrapolator for image compression based on DPCM 

Optimization of the adaptive extrapolator (search of parameters ( ) ( ),   ) is based on minimizing the sum of the absolute 
values of extrapolation errors over the set  { , }m n  of coordinates of all image pixels: 

     
 

( ) ( )

( ) ( )

,
,

ˆ, , , min .
m n

x m n x m n
 

 

 

       (11) 

The error (11) can be divided into three component parts corresponding to different ranges of the "contour direction 
feature" (9): 

     ( ) ( ) ( ) ( ) (0) ( ) ( ),                 . (12) 

where 
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( ) (0) ( ) ,         ( ) , : , 0 ,m n m n        (0) , : , 0 ,m n m n        ( ) , : , 0 .m n m n     

As a result, the two-parameter optimization problem (11) is decomposed into two one-parameter problems that are solved 
independently of each other: 

 ( ) ( )arg min , 


     ( ) ( )arg min . 


     (13) 

To solve these problems, a special matrix is filled in the preliminary pass through the image 

     
   

,
,

ˆ, , ,i
i

m n

x m n x m n
 

   max max0 2, .i x x       (14) 

Each element i,  of this matrix contains the sum of extrapolation errors of extrapolator number i (3-5) for all pixels for 
which the value of feature (9) is equal  . For the filled matrix (14), a one-dimensional array of extrapolation error values ( )
is filled using a recurrence procedure: 

 
max

max

( )
max 1,

0

,
x

xx



      ( ) ( )
2, 1, max1 , 0 .x 
             (15) 

The computational complexity of this procedure does not depend on the image size. Optimal value ( ) can be found in this 
array ( ) ( )( )    by an exhaustive search (the length of this array is only xmax+1). Analogously ( )  is calculated. 

5. Quantization for image compression based on DPCM 

For quantization in DPCM, the Max scale [5-6] is usually used, which provides the minimum relative root-mean-square error 

    
 

2 2
2

,

1
, ,rel

m nx x

x m n x m n
D MND 


    ,  (16) 

where  ,x m n  is the original image,  ,x m n  is the restored (decompressed) image, xD  is the image variance, MхN are 
image sizes. 

( ) ( ),  
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For unique data, more strong error control [17] is necessary. For example, it is necessary for compression of hyperspectral 
images [18-20]. In this case, a quantizer with a uniform scale [3] can be used for DPCM. This quantizer provides maximum 
error control: 

 
   max

,
max , ,
m n

x m n x m n


   .  (17) 

6. The effect of quantization on the adaptive extrapolator optimization 

It should be noted an important nuance that occurs when optimizing an adaptive extrapolator. The optimization procedure 
described above for the adaptive extrapolator can be performed only in the absence of quantization (when the quantizer is 
"switched off"). In this case, the original  ,x m n

 
and recovered  ,x m n  values of the image pixels are equal, the difference

 ,f m n  and quantized difference  ,f m n  signals are also equal. The "activation" of the quantizer at the stage of extrapolator 
optimization would lead to the impossibility of calculating the restored values of the pixels, since they, through the chain of 
transformations, depend on the parameters ( ) ( ),    of the extrapolator, which at this stage are still unknown. 

Thus, the general scheme of DPCM compression with an adaptive extrapolator is as follows. First, to optimize the 
extrapolator, a preliminary pass through the image with the "switched off" quantizer (i.e., zero-error) is performed. In this case, 
the extrapolator parameters ( ) ( ),    are calculated. After that, the DPCM-compression itself is made, in which the quantizer is 
"switched on" again, and the parameters ( ) ( ),    found on the preliminary pass are used for extrapolation. 

As a result, the parameters of the extrapolator, optimal by criterion (11) with zero error, are used in compression with 
nonzero error. In this situation, these parameters are no longer optimal, and the question of how far from the optimum they are, 
requires additional research, which can only be experimental. Computational experiments were carried out on the so-called set 
of halftone images "Waterloo" [21], which is traditionally used for the research of compression methods. Typical results are 
shown in Fig. 1-2. 

The investigation was carried out for one-parameter problems (13). The quantities ( ) , ( ) , introduced by the relation (12), 
which are calculated with zero quantization error, will be referred to below as the "estimative total error". The quantities ( ) ,

( ) , calculated with a non-zero quantization error, will be referred to below as the "true total error". Thus, it is necessary to 
answer the question of how closely the minimum of the true total error and the minimum of the estimative total error are located. 

The dependence of the total error ( )  on the extrapolator parameter ( )  is shown in Fig. 1. The value of the second 
parameter ( )  was fixed (it was chosen in the optimal way). Then the same research was performed for total error ( ) . The 
dependence of the total error ( )  on the extrapolator parameter ( )  is shown in Fig. 2. Thus, accordingly, the value of the 
parameter ( )  was fixed.  

 

Fig. 1. Dependence of the extrapolation total error ( ) , corresponding to positive values of the contour direction feature (9), from the extrapolation parameter

( )  for a fixed ( ) 19    (the vertical line shows the position of the minimum of the estimative total error). 

 

Fig. 2.  Dependence of the extrapolation total error ( ) , corresponding to negative values of the contour direction feature (9), from the extrapolation 

parameter ( )  for a fixed ( ) 7   (the vertical line shows the position of the minimum of the estimative total error). 

These researches allow drawing the following conclusions: 

1.5
0 64

(+)

(+)

2.5

32 96 128 192 224

3.5

160

Estimative  errortotal
Total extrapolation error

Total extrapolation error
for uniform quantizer 

for Max’s quantizer

1.5
-255 -191

(-)

(-)

2.5

-223 -95 -127 -63 -31

3.5

-95

Estimative  errortotal
Total extrapolation error

Total extrapolation error
for uniform quantizer 

for Max’s quantizer



Image Processing, Geoinformation Technology and Information Security / M.V. Gashnikov 

3rd International conference “Information Technology and Nanotechnology 2017”     76 

1. Quantization affects the results of optimization of the adaptive extrapolator, since the minimum of the true total error 
and the minimum of the estimative total error may not be equal 

2. When using the Max quantizer, the values found for the parameters of the adaptive extrapolator are closer to the 
optimum. 

3. It is necessary to carry out a research of the extrapolator's efficiency for estimating the effect of a mismatch between the 
optimums of the true total error and estimative total error. 

7.  Research of the effectiveness of the adaptive extrapolation algorithm 

To evaluate the effectiveness of the adaptive extrapolator for compression, this extrapolator was compared with other 
extrapolators. The comparison was produced by the entropy Hq of the quantized difference signal. This entropy is a good 
estimate of compressed data size. The results are shown in Fig. 3-4. 

 

Fig. 3. Dependence of the entropy Hq of the quantized difference signal on the maximum error  max when using a uniform quantization scale. 

 

Fig. 4. Dependence of the entropy Hq of the quantized difference signal on the number L of quantized levels when using Max's quantization scale. 

Conclusions: 
1. The adaptive extrapolator has the advantage over prototypes over the entropy of the quantized signal. 
2. Consequently, the negative influence of the quantizer described in the previous section does not have a determining 

value (at least for small extrapolation errors). 
3. With increasing maximum error, the negative influence of the quantizer on the efficiency of the adaptive extrapolator 

increases. With a maximum error of more than six, adaptive extrapolator loses the advantage. 

8.  Experimental research of DPCM with an adaptive extrapolator for image compression 

To evaluate the efficiency of the image compression method based on DPCM with the adaptive extrapolator, it was compared 
with method JPEG in the coordinates "error-compression ratio" on the set of images "Waterloo" [21], which is traditionally used 
for comparison of compression methods. The results obtained, averaged over all images of the set, are shown in Fig. 5. The 
results of the experiments demonstrate a significant gain (up to two times) of DPCM with an adaptive extrapolator for the JPEG 
method with respect to the maximum error. 

 

Fig. 5. The dependence of the maximum error max on the compression coefficient Кс  when comparing DPCM with an adaptive extrapolator versus the JPEG 
compression method. 
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9. Conclusion 

The significant influence of quantization on the optimization of the parameters of the adaptive extrapolator is described and 
experimentally confirmed. It has been shown experimentally that, despite this negative effect of quantization, the adaptive 
extrapolator within the DPCM compression method still has an advantage over prototypes with a small error. Also, 
computational experiments were carried out to research the efficiency of the DPCM compression method with an adaptive 
extrapolator and showed its advantage over the JPEG compression method with respect to the maximum error. Based on the 
obtained results, it can be concluded that the considered method is promising for image compression systems and image 
transmission systems. 

Further research will be aimed at eliminating the need for a preliminary pass through the image when optimizing the adaptive 
extrapolator, which is necessary to simplify the use of the method of image compression for real-time systems, including on-
board systems. The possibility of such an improvement is based on the admissibility of estimating the distribution of 
extrapolation errors during the actual DPCM processing. The question of the quality of such a "consistently refined" assessment 
requires additional investigation. 
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Abstract 

We developed an intelligent geoinformation platform for transport process analysis. The paper describes a purpose and functions of the 

synthesized platform as well as its structure including components and tools. We used the intelligent transport geoinformation platform for 

solving problems of acquisition, storage, processing and analysis of objects, processes and phenomena of urban transport infrastructure. The 

paper presents results of simulation and full-scale experiments. 
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1. Introduction 

Improvement of economy, comfort and traffic safety is promoted by the use of modern systems for transport processes 

analysis, including [1,2]: information systems of Vehicle-to-Infrastructure class, automated traffic control systems and intelligent 

transport systems. These systems are based on modern achievements and innovations in the field of transport management [3,4]: 

information support for traffic participants, transport detectors and radars, meteorological information systems and video 

surveillance systems, traffic lights, which include intelligent neural networks [5] and genetic [6] algorithms, intelligent 

pedestrian crossings and information displays on road forks. 

In terms of complex intelligent transport systems development, information sources determine the heterogeneity of transport 

processes data. These information sources also cause heterogeneity of both hardware and software platforms, which leads to 

significant reduction in the efficiency and relevance of the data and decision-making procedures [7, 8]. All the factors mentioned 

above ensure consistency and relevance of developing special means for transport process analysis that makes it possible to 

compensate the heterogeneity of information spaces. 

High efficiency in the study of transport processes can’t be achieved without the spatial reference of numerous static and 

dynamic objects that compose the transport infrastructure [9,10]. Storage and manipulation of geospatial and attribute data that 

describe the objects, processes and phenomena of the transport infrastructure can be implemented with a high degree of 

efficiency in the environment of the geoinformation system [11,12]. Geoinformation system allows constructing a 

geoinformation model of the transport network in an urbanized area reflecting all changes in the real world transport 

infrastructure [14]: 

 changes in the infrastructure component of the street-road network: overlapping lanes, narrowing the roadway when 

performing road works, reconstruction, construction of new residential areas, shopping and entertainment centers 

and other points of attraction; 

 changes in the deployment of traffic management facilities: implementation of temporary schemes of traffic 

management, modernization of traffic lights, installation of new traffic lights and road signs, introduction of 

dedicated lanes for public transport. 

Thus, the goal of this work is to develop intelligent algorithms and software that form an integrating platform based on the 

geoinformation system that allows solving heterogeneous tasks of transport process analysis in a single operating environment: 

 monitoring the characteristics of traffic flows, street-road network, traffic management facilities, environment; 

 organization of freight and passenger transportation: analysis of transport demand, construction of traffic routes, 

reduction of resources spent, increase in profits; 

 optimal management (local and global): development of the transport network of regions and megacities, interaction 

of various modes of transport, reducing transport delays, necessary and sufficient deployment of traffic management 

facilities; 

 safety improvement: pre-crash restraint, risk of accidents reduction, accident incidence rate decrease. 

2. Purpose, capabilities and structure of the platform 

Functional capabilities of the transport analysis platform cover the whole range of tasks posed in the management of transport 

processes [15,16]: 

 monitoring of objects, processes and phenomena of transport infrastructure; 

 organization of freight and passenger transportation; 

 optimal management of transport infrastructure and traffic flows; 

 safety. 

The platform is built on a modular principle: each task or part of it is implemented as a subsystem (module). All subsystems 

are implemented on the basis of a single tool environment – the core of the system. The core is a universal software 

infrastructure that includes a set of software components, modules and a georeferencing database. 
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Functional specification of the core includes: 

 formation, processing and storage of a database; 

 multithreaded processing of data by algorithms; 

 ensuring interaction with the geographic information system; 

 provision of interaction with subsystems and between them, other systems; 

 provision of platform integration capabilities in various public and network services (internet portals); 

 import of static data from other formats and systems; 

 export data to external formats; 

 providing information to the operator in a graphic form for decision making [17]. 

Functional specification of the monitoring subsystem includes: 

 obtaining information from assessment, measuring, meteorological information systems and processing of survey 

data; 

 transfer of operational attribute information to the georeferencing database; 

 definition of parameters of fundamental diagrams for sections of the road network, characteristics and composition 

of traffic flows; 

 calculation of the forecast of the development of the situation [18]; 

 response to the results of self-diagnosis of technical monitoring and management tools; 

 formation and transmission of events to the control subsystem. 

Functional specification of the control subsystem includes: 

 reception and processing of events coming from the monitoring subsystem; 

 the definition of the management and information scenario; 

 transformation of the control actions generated by the control subsystem into the format of actuators (traffic light 

controllers, variable information signs); 

 transmission of control signals to actuators. 

Functional specification of the subsystem of information support of the traffic participants includes: 

 conversion of the control actions developed by the control subsystem to the format of the information support 

facilities for the traffic participants (web service, SMS-distribution); 

 providing access to public elements of visualization and information services platform through the website; 

 ensuring the functioning of the Internet services of the platform on mobile devices. 

The territorial remoteness of platform users, the interest in different functional components, the use of their own data 

warehouses determine the distributed architecture of the platform [19, 20], in which the interaction is carried out by means of 

local computer networks or the Internet using a central server (Fig. 1). Access of interested persons (users) to data is limited by 

their spheres of influence [21]. 

 
Fig. 1. Scheme of interaction between platform users. 

The platform includes: 

 database server with a database management system supporting geospatial objects; 

 application server; 

 client applications. 

The database management system provides secure storage and manipulation of data, maintaining their integrity, replicating. 

The server is a host for hosting platform services and their business logic, provides multi-user work, authorization and 

delineation of access rights for clients and subsystems, compression and encryption of data, maintaining connections with 

customers. Client applications provide end-user access to platform services. Subsystems that perform a task are embedded in the 

database, application server, and client applications using the developed methods for securely connecting / disconnecting 

subsystems. 

The georeferencing database is built on the basis of the “Virtual Database” pattern and is an integrated repository of attribute 

and geospatial data, including: 
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 electronic basis of the map of the urbanized territory; 

 directories and registers; 

 geoobjects of transport infrastructure, implemented by connected subsystems. 

The virtual database of the platform supports topological relationships in queries, ensures execution of both SQL and LINQ. 

The requirement of interaction with third-party subsystems and data sources dictates the need to apply open standards in the 

database used for storage, processing and transmission of geospatial information. As such standards, the platform uses OGC 

specifications and standards [22]. 

The PostgreSQL database management system with the PostGIS geospatial extension used to store geospatial and attribute 

information. The extension defines a special type of spatial data – a full set of functions and indexes for working with them. The 

introduction of additional relational tables into the database is provided by the version subsystem of database structure 

migration: when adding tables, a transaction is created that makes changes to the existing data schema and updates the version of 

the schema; when you remove the tables, the reverse transaction is executed. 

One of the functional components of the platform is the ITSGIS geoinformation system. ITSGIS provides a platform for 

analyzing transport process with tools for viewing an electronic map with applied objects with the ability to connect / disconnect 

map layers, scale, and select geodata. 

The reference of transport infrastructure objects to an electronic map is determined by the “Geometry” entity that migrated 

from the ITSGIS core as an OGC geometry in the Well-known Binary format. Geometry is equipped with a description of the 

visualization style and has a reference 

 to the layer of the electronic map (for example, for the “Road Sign” object, this layer is the “Posts” layer.  

The transport infrastructure objects reference is defined by the “Geometry” entity, migrated from ITSGIS’ core and 

represented by OGC-geometry in the format of “Well-known Binary”. Geometries possess visualization style descriptions and 

are bound to an electronic map layer (for example, a “Road sign” object is bound to the “Posts” layer). 

Objects can possess a description of geometry’s address ing, describing such address components as “Country”, “Region”, 

“City”, “District”, “Street”, “Highway”, “Landmark”. A “Landmark” is commonly represented by a house number, a picketage 

or a verbal description. 

Requirements for security, reliability and interoperability of the application server platform lead to the need to build a cross-

platform unified transaction model. In the developed platform, this model provides a set of technologies Windows 

Communication Foundation. The application server delineates the access rights of users of the system based on the geo-role 

subsystem: the right to view / modify information is determined both by taking into account the layer of the electronic map and 

the polygonal area on the map. Additional services and their business logic are connected to the application server during the 

configuration of the server using the IoC container. The container registers all additional services, models, data access layers, 

domain and auxiliary objects. When the application server is started, dependencies between objects are automatically resolved, 

additional services are created and launched. 

Client applications are implemented as “thick” (Microsoft .NET application with WinForms and WPF interfaces for the CLR 

runtime) and “thin” (web application on the Yii2 platform with an interface implemented in the browser environment using 

HTML, CSS and JavaScript) clients. All client applications provide the connection of additional modules (subsystems) and 

flexible configuration of the user interface. The client consists of freely connected modules that are dynamically detected and 

compiled into a single unit at runtime. Modules contain both visual and non-visual components, representing different vertical 

layers of the platform. 

3. Toolware of the platform 

Based on the tasks to be solved, the software modules of the platform for transport process analysis, built using the 

“Embedded extension” pattern, are implemented for the C # and XAML runtime CLR. 

Modules (subsystems) are aimed to solve monitoring tasks: 

 PluginYamgis – module “Monitoring”; 

 PluginIntensity – module “Characteristics of traffic flows”. 

Modules (subsystems) are aimed to solve the problems of freight and passenger transportation: 

 PluginUds – the module “Street-road network”; 

 PluginRoute – the module “Routes”. 

Modules (subsystems) are aimed to solve management problems: 

 PluginPassport – module “Management of transport infrastructure”; 

 PluginSimulation – module “Modeling”. 

Modules (subsystems) are aimed at solving security tasks: 

 PluginDTP – module “Road accidents”; 

 PluginFirecenter – module “Accident clusters”. 

The following modules (subsystems) have been developed for storage, processing and analysis of data on transport 

infrastructure objects: 

 PluginInfo – module “Organizations on the map”; 

 PluginPetrolstation – module “Gas station”; 

 PluginRWC – module “Railway crossings”; 

 PluginPost – module “Road signs and traffic lights”; 
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 PluginRoadmarking – module “Road marking”; 

 PluginBarricado – module “Fences”; 

 PluginBusStop – module “Public transport stops”; 

 PluginCablenetwork – module “Artificial lighting”. 

To obtain primary cartographic information about the transport infrastructure, the ITSGIS geoinformation system [23] and the 

cartographic service Open Street Map [24] are used. Data on the transport infrastructure in ITSGIS are presented in the form of 

detailed layers of the electronic map with exact geometric parameters of the street-road network and are used to form the model 

of the graph of the street-road network. Geoobjects are stored and processed in a format and according to requirements that 

conform to the OGC specifications [22]. Each class of objects that have a spatial reference has its own layer of the electronic 

map. The Open Street Map data is stored as OSM format files with a description of the road segments [24] that are used to 

compile the cartographic base in ITSGIS. ITSGIS includes the program module ITS.MapConverter, which converts data of 

various formats (including OSM) to the form used by ITSGIS, and vice versa. 

The web application for the provision of traffic information for the Yii2 platform with an interface implemented in a browser 

environment using HTML, CSS and JavaScript was developed. ITSGIS provides access to the geodata for the Web application 

in the form of XML documents and tiles, which are displayed by the OpenLayers 2 module. 

Features of the physical implementation of the system are described by the component diagram shown in Fig. 2. 

 
Fig. 2. Component diagram of the platform. 

To represent the topology of the developed transport analysis platform, a deployment diagram was constructed (generally, 

Fig. 3). At the heart of the system is a multi-level architecture in which levels are distinguished: data processing (database 

server), business logic (application server based on the WCF technology) and presentation to the user (clients). 

Modified deployment method provides access to the system through the site-geoportal from the web browser. In this case, the 

system nodes are: 

 “app.itsgis server” – the server on which the application server and the geoserver are deployed; 

 “web-portal server” – the geoportal application server on which Apache and MySQL components are deployed; 

 “client” – the end-user computer on which the web browser is installed. 

4. Deployment of the platform for solving problems of transport process analysis 

4.1. Transport management tasks 

The task of studying local control in conjunction with a point zone (Fig. 4) is associated with the method of local control of 

transport flows at a separate intersection. 
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Fig. 3. Deployment diagram of the platform. 

 
Fig. 4. Functional zone of local control. 

Co-ordinated control methods involve the optimization of transport processes on the highway, the control zone will be 

defined in this case by linear decomposition. 

System zonal management affects several classes of transport infrastructure objects, united by the task being solved, and 

therefore spatial zoning will be defined by the polygon (Fig. 5). 

A lot of sections of the street-road network contain subsets of distances, intersections, pedestrian crossings, railway crossings, 

overpasses and tunnels for solving the problems of studying traffic flows in these sections when describing them by a planar 

graph. Fig. 6 shows a multi-level transport interchange. 

4.2. Traffic flow intensity research 

The layer of the electronic map showing the intensity of traffic flows contains the mean annual daily intensity at intersections 

(Fig. 7). 

The graph of the street-road network of the local intersection is characterized by the intensity of traffic flows (Figure 8). The 

color indicates the power intensity on this arc of the graph of the street-road network. The platform uses the “Divergent color 

scheme” pattern to visualize the intensity of traffic flows. For the central value of the intensity of the traffic flow, the capacity of 

the section of the road network is assumed. The intensity values above the center value are displayed in shades of red, values 

below the central level are displayed in shades of green. The use of a non-standard color scheme for geoinformation systems is 

conditioned by the specifics of the subject area and the following analogies: the green signal of the traffic light allows movement 

– low intensity will allow the road network to pass freely, the red signal of the traffic light prohibits traffic – a high intensity 

value will not allow the passage without forced stops. 
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Fig. 5. Functional zone of system control. 

 
Fig. 6. Multi-level road junction. 

 

Fig. 7. Annual average daily intensity of transport flows. 
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Fig. 8. Intensity of transport flows of a local crossroad. 

5. Results and Discussion 

The expected results from the implementation of the platform for transport process analysis for the cities of Surgut, 

Trekhgorny, Oktyabrsk and the rural settlement of Kinel-Cherkasy (Russia) are shown in Fig. 9 and Fig. 10. 

The number of accident clusters (Fig. 9) is calculated using the developed PluginDTP and PluginFirecenter subsystems. 

 

Fig. 9. Number of accident clusters. 

The effect of reducing the transport delay will be obtained by reducing the time of movement of vehicles along sections of the 

street-road network. The data were obtained as a result of modeling the transport situation in the developed mesomodeling 

subsystem in the ITSGIS environment (Fig. 10). 

 

Fig. 10. Average carrying road capacity. 
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The main result of the research is the introduction of the developed algorithms, tools and software into the practice of 

transport process management on an urbanized territory. Theoretical and practical results of the work related to the creation of 

the intelligent geoinformation platform for transport process analysis were applied in the following works at the science and 

production center “Intelligent Transport Systems” in 2011-2016: “Establishment of the municipal geoinformation system of the 

Samara City Administration in the part of creating an applied GIS of the Department of Improvement and Ecology”, 

“Development of the road traffic management project in Oktyabrsk”, “Preparation of initial data for creating an electronic 

transport model of Samara”, “Preparation of initial data for calibration of the transport model of Samara”, “Adjustment of the 

road traffic management project on the roads of Surgut”, “Development of road traffic management project in Trekhgorny 

(Chelyabinsk region)”, “Development of an integrated scheme for traffic management in the rural settlement of Kinel-

Cherkasy”. 

The validity of the work results is confirmed by the correct use of theoretical and experimental methods, basing on the 

fundamental works of domestic and foreign scientists, approbation of research results in practice, deployment in the science and 

production center “Intelligent Transport Systems” and in the Samara University. 

6. Conclusion 

We developed the software and algorithms based on intelligent models and modern approaches to the distributed 

geoinformation systems creation in order to improve efficiency of transport process analysis. Adequacy of the developed 

algorithms is confirmed by the results of applying an intelligent geoinformation platform for the investigation of transport 

processes in Surgut (Khanty-Mansiisk autonomous district) State Traffic Safety Inspectorate of the Ministry of Internal Affairs, 

in Trekhgorny (Chelyabinsk region), Oktyabrsk (Samara region), Kinel-Cherkasy (Samara region) administrations. 
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Abstract 

Different methods of feature selection are used to improve the performance of remote sensing images classification. In this work two methods 
of feature selection are examined. The first one is based on the discriminant analysis, and the second one rests on building the regression 
model. Histogram and textural features are considered as characteristics of an image. The experiments on the remote sensing dataset UC 
Merced Land Use show the effectiveness of these methods. As the result, the largest fraction of correctly classified images accounts for the 
95%. Dimension of the initial feature space consisting of 18 features has been reduced to 3 features.   

Keywords: Feature selection; classification; remote sensing images; discriminant analysis; regression analysis 

1. Introduction 

Remote sensing images are a huge storage of data, which have become readily available lately. The analysis of such images 
allows us not only to enrich human’s knowledge about the Earth but also to solve large number of applied problems. For 
example, to control the cultivation of croplands, trace the spread of crop pests, prevent forest fires, etc. To solve the outlined 
problems the high-level and effective methods of image processing should be developed. 

The dimension reduction, or feature selection, is a crucial step in performing the classification task. This fact may be 
explained by the following reasons. 

1. An image is described by various features, however their extraction requires large amount of resources. The more features 
are extracted, the more challenging the task is. Therefore, choosing the most informative features makes the classification 
cheaper and faster.   

2. Each feature influences the object discrimination differently. Moreover, the classifier is not ideal, therefore it includes 
some error, which depends on the quality of feature space. Thus, uninformative and noise descriptors may complicate the process 
of building a prediction model. 

There are a large number of feature extraction methods, which guarantee good performance. For instance, in [1] the 
combination of various descriptors was used to divide images into 19 classes. The mean portion of the correctly classified objects 
was 93.6%, in some classes it peaked at 100%. The problem of reducing the number of features for the purpose of pattern 
recognition was investigated in [2]. The feature space included several hundred thousand characteristics (pixels of the initial 
images), and its dimension was reduced to several dozens of features. 

Various approaches for feature selection are widely used in the analysis of biomedical images. In [3] the group of 5 significant 
features was extracted from the set of 169 properties, which characterize the progress of  the chronic obstructive pulmonary 
disease (COPD). The classification error rate of 0.11 was obtained using this reduced feature space. 

In this work it is proposed to examine the histogram and textural features. The images for classification were received from 
the available UC Merced Land Use dataset, including aerial optical images, belonging to different classes (agricultural field, 
forest, beach, etc.). The two approaches of feature selection were proposed. The former was based on the discriminant analysis, 
the latter – on the regression model. To assess the performance of the proposed methods the nearest neighbor algorithm of object 
classification was applied. 

2. The object of the study 

The object of the study is the set of features, characterizing an image, and methods of selection the most informative subset of 
features, which has the strongest discriminatory power.  

The histogram and textural image characteristics and a degree of their influence on the performance of dividing images into 
two classes are analyzed.  

The first method of feature selection is based on the maximization of the discriminant analysis criterion and a greedy strategy 
of adding a feature to the informative subset. In the second method we propose to assess the importance of a feature according to 
its coefficient in the regression model. The greedy strategy of removing a feature with the minimal coefficient from the 
informative subset is used in the implementation of this method.  

The set of image characteristics that should be considered to get accurate classification results was extracted via the use of 
these two methods. The k-nearest neighbors algorithm was implemented to perform the classification task. 
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3. Methods 

3.1. Feature extraction 

An image is represented by its intensity matrix ( )M NI  , where  M N  is an image size. The intensity of each pixel of image 
(RGB color space) is defined as follows: 

( , ) ( , ) ( , )
( , )

3

R m n G m n B m n
I m n

 
 , 1,m M , 1,n N ,    

where , ,R G B  is an intensity of red, green, and blue component of the image resolution cell having coordinates ( , )m n  
respectively.  

( , )I m n  ranges in value from 0  to 1L  , where L  is a maximum gray level.  
There are a large number of different features, which can characterize an image. In this work we use the histogram features 

that describe the spatial distribution of gray values. If the discrete image is considered as a two-dimensional stochastic process, 
we can estimate its spatial distribution of gray values and, therefore, raw (2) and central moments (3).  

1 1

1
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M N
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k
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   .   (2) 

  1
1 1
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i j
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  .     (3) 

The calculated features are: 

 mean intensity: 

1I  , and also ( , ,R G BI I I – mean intensity of red, green, and blue component respectively); 

 second raw moment (mean energy): 

2s  ; 

 standard deviation: 

2  ; 

 skewness: 

3
1 3





 ; 

 kurtosis (a measure of the “tailedness” of the probability distribution): 

4
2 4

3





  . 

The autocorrelation matrix (4) describes dependence among the pixels of an image [4]. 

2

1 1

1
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M N

i j

I i j I i m j n
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R m n
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.   (4) 

Two textural features are presented by the average of four values of the function (4) for two distances: 

         1

1
0, 1 0,1 1,0 1,0

4
r R R R R      ; 

         5

1
0, 5 0,5 5,0 5,0

4
r R R R R      . 

Another type of textural characteristics is the widely known Haralick’s features. Let  
1

,dP i j  be a frequency with which two 

pixels of image, separated by distance 1d  in direction  , occur on the image with the intensity i  and j  respectively. Then the 

gray-level spatial dependence matrix can be build according to the following rule [5]: 
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1 2 1 2, , 1,2,..., 1,2,..., | , , ,d dP i j m n M N I m n i I m d n d j       , , 0, 1i j L  .  

Textural features are extracted from the spatial dependence matrices, which are calculated for eight different distances 

 1 2,d d :  1,0 ,   0,1 ,   1, 1 ,   2,0 ,   0, 2 ,   2, 2 . To get the invariant under rotation features, they are extracted from the 

average matrices. Thus, eight more textural features can be defined as follows: 

 angular second moment: 
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1 1

1
0 0
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;  

 contrast: 

 
 1 1 2
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   ; 

 entropy: 
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f
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; 

 correlation: 

 1 1
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D D

 

 
 

 , 

where  ,P i j  – an element of averaged over the four dimensions      1,0 , 0,1 , 1, 1  and       2,0 , 0,2 , 2, 2 . 
R – a number of neighboring pixel pairs; 

XM , YM  – the row and column means; 

XD , YD  – the row and column variance. 

3.2. Feature selection methods 

Let Ω  be a set of objects for recognition. In this work a feature vector x RK
k  , where K  is a number of features,  is 

considered as the element of this set. The set is divided into two classes  2

1j j
Δ Ω

 
with the following properties:   

1) 0 1 Ω Ω Ω ; 

2) 0 1 Ω Ω . 

Let ( ) :k x Ω Δ  be the ideal operator that puts an object in correspondence with its class. As long as the ideal operator is 

unknown, another operator ( ) :xk Ω Δ  can be created. ( )xk  tries to predict a class of input object, according to the 

information got from a training set of data U  Ω , in which the outcome of object is observable. 
As the features can be measured in varied units, firstly, they should be standardized to get zero mean and unit variance. For 

this purpose the expected value: 

1

1
( ) ( )

U

k
k

M i x i
U 

  , 1,i K , KM R  

and variance: 

 2

1

1
( , ) ( ) ( )

U

k
k

R i i x i M i
U 

  , 1,i K , K KR R  

should be estimated for each feature. 
Therefore, the feature vectors can be standardized by applying the formula (5).  

( ) ( )
( )

( , )
k

k

x i M i
x i

R i i


 , 1,k U , 1,i K .   (5) 

To extract the subset of informative features two methods were examined. The former belongs to the discriminant analysis 
theory. According to this method, we choose the set of features that provides the largest value of the criterion ( )J Q  [6]: 
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1

tr

P trj j
j

R
J Q

R





, 

where  Q  – current set of features; 

R  – mixture covariance matrix; 

jR  – within-class covariance matrix; 

 P jΩ  – prior probability of class jΩ , there   1
P

2j Ω . 

Thus, the stronger the scattering between two classes exceeds the average within-class scattering, the better selected set of 
features is. 

To form the set of the most informative descriptors a greedy strategy of adding a feature was applied. Let the initial feature 

set be empty –  0Q   . In step i  we consider all the sets, like      , 1i j iQ Q j  , and calculate the criterion   , ,i j i jJ J Q . 

Then choose the set that maximizes the criterion: 

   
   

 
   

    ,1 1 1
1; \ 1; \1 1

arg max arg maxi ji i i i
j K j Ki i

Q Q J Q J Q j  
    

             
      Q QZ Z

. 

These steps are iterated until a required number of features are obtained. 
The second approach is based on the regression analysis. The regression analysis estimates the relationships among the 

dependent variable and one, or more, independent variables. 
We propose that the number of class, which xk  can belongs to, is an independent variable  xky . This implies that the 

feature vector xk  influences  xky , and the regression model (6) can be built as follows: 

y X   ,   (6) 

where  
1 2

( )T

n
y y y y  – output vector; 

X  – feature matrix; 

 0 1

T

Q
    – regression weights; 

 
1 2

T

n
     – error vector. 

The unknown coefficients belonging to the vector   are determined from the training set data via the ordinary least squares 
method: 

    min
T

y X y X


    . 

The value of each feature is directly related to its weight in the regression equation (6). According to this proposal, the greedy 
strategy of removing a feature can be applied to forming the set of the informative descriptors.  

Let the initial feature set  0Q Q
 
contain all the analyzed features. In each step i  the linear regression model      i i iy X   

is built in the corresponding feature space. Then a feature with the minimal coefficient is removed from the set according to the 
following rule:  

   
   

   1
1;

\ arg min
i

i i i
j K Q

Q Q j
  

    
  Z

. 

As in the previous case these steps are iterated until a required number of features are obtained. 
To estimate the classification power of the obtained feature subsets the nearest-neighbor classification is carried out. The 

Euclidean distance in feature space is defined as follows: 

   2

1
, ( ) ( )x y

K

i
x i y i


  . 

The classifier assigns the class of the vector x  to the class of its closest point in the training set. In terms of the 
computational complexity, this method is rather simple in comparison with others. Since this classifier is memory-based, if the 
number of objects in the training set becomes large, this computational requirement may become excessive. The nearest-
neighbor misclassification rate is no more than twice larger than the Bayes error rate [7]. 
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The nearest-neighbor error rate is assessed as follows:  

    |x x xk k k


   


U

U
, 1,k  U ,    

where U  – test set. 

4. Results and Discussion 

To assess the performance of the proposed approaches two image sets from the remote-sensing UC Merced Land Use dataset 
were used. This dataset includes aerial optical images, belonging to different classes (agricultural field, forest, beach, etc.), 100 
for each class. Each image measures 256×256 pixels (RGB color space). There are two classes of images (agricultural fields and 
forest) being examined in this work. Figure 1 illustrates sample images belonging to the two classes. 

 

 

 
 
 
 
 
 
 

 
Fig.1. Sample images from UC Merced Land Use dataset (a – agricultural field, b - forest). 

To carry out the experiments we used 5-fold cross-validation. The results obtained with the discriminant and regression 
analysis methods are shown in tables 1 and 2 respectively.  

Table 1. Groups of the first 8 informative features selected with the discriminant analysis. 

Features   

RI  0.5 

,RI I  0.075 

, ,RI I s  0.05 

, , ,R GI I s I  0.075 

, , , ,R G BI I s I I  0.225 

1, , , , ,R G BI I s I I r  0.175 

1 5, , , , , ,R G BI I s I I r r  0.175 

1 5 1, , , , , , ,R G BI I s I I r r 
 

0.2 

Table 2. Groups of the first 8 informative features selected with the regression analysis. 

Features   

RI  0.5 

,R GI I  0.075 

, ,R GI I I  0.2 

, , ,R G BI I I I  0.175 

5, , , ,R G BI I I I r  0.075 

5 1, , , , ,R G BI I I I r r  0.1 

5 1, , , , , ,R G BI I I I r r s
 

0.1 

5 1 22, , , , , , ,R G BI I I I r r s f
 

0.275 

Table 3 shows a so called confusion matrix for the group of three features, extracted by the discriminant analysis method and 
performed best on this task. Table rows show the real classes of objects, while the columns indicate the predicted ones. The 
fraction of objects that were predicted correctly is represented by the diagonal cells.  

a)   b)  
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Having analyzed the results, we can conclude that the discriminant analysis method performed best on this classification task. 

The lowest classification error rate of 0.05 was achieved in three-dimensional feature space, consisting of , ,RI I s . The studied 

textural features have no significant effect on the quality of this classification. The inclusion of more textural characteristics, 
considering the correlation of features on various distances, may provide a better performance of this feature group.  

Table 3. Confusion matrix. 
 Predicted class  

True class agricultural forest  

agricultural 100% 0%  
forest 10% 90%  

   95% 

5. Conclusion 

Thus, for the task of the remote sensing images classification the subset of informative features was extracted. On the images 
from the UC Merced Land Use dataset, the histogram features produced the best outcome. It should be mentioned that the 
images were represented in RGB color space; hence the mean intensity of these three components appeared to have considerable 
impact on the discriminatory power.  

The feature vector, selected with the discriminant analysis method, produced the best classification performance (using the 
nearest-neighbor classification method) on the images from the UC Merced Land Use dataset. The minimal classification error 
rate made up 0.05, therefore the proportion of the correctly classified images was 95%. This rate was achieved in the reduced 

three-dimensional feature space, consisting of the descriptors , ,RI I s . 

Thus, applying the feature selection methods leads to improving the image classification performance. In this study, the 
combination of three of the 18 initial descriptors appeared to be informative, while the other features increased the 
misclassification rate.  

The method based on the discriminant analysis criterion provided good results and can be applied to fulfill the task of feature 
selection. Overall, in the future work we are interested in considering more features, which can characterize an image, and 
multiclass classification that can enable us to get more universal results. 
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Abstract 

Estimation of the geometric parameters of blood vessels is an important stage in the diagnosis of many cardiovascular diseases. In this work, 

we describe a method for estimating the diameter of blood vessels based on a modified local fan transform. We present experimental results 

that show in which way the accuracy of blood vessel estimation is affected by the noise-to-signal ratio in the image under analysis, vessel 

curvature radius, and the number of points and angles over which the averaging is done. The method is experimentally shown to be immune to 

various types of noise, structural complexity of the object, and variations in the vessel curvature radius.  

Keywords: local fan transform; eye fundus; vascular image processing; local parameter estimation 

1. Introduction 

Early detection, analysis, and timely treatment of eye pathologies are critical in the prevention of eye-sight loss.  Automatic 

detection and classification of eye diseases have recently become an important area of research, showing a tremendous potential 

for the early treatment of eye diseases [1, 2].   

Glaucoma is a severe pathology of the eye which can be diagnosed by analyzing the state of the optic disk, or more precisely, 

the relationship between vascular parameters of different areas. By studying the derived information, the eye image can be 

classified as normal or containing a pathology. In a most quick way, the pathology can be detected by estimating the blood 

vessel width [3, 4]. According to modern data, the deviation of the diameter of a pathological vessel from a normal one is just 

about 20%. This fact is a major motivation behind the development of most precise methods for estimating the retinal arterioles.   

The vascular disease is diagnosed using diagnostic features based on the geometric parameters of vessels. Among most 

important parameters are the vessel's diameter and direction.  

Recent years have seen the development of many image processing algorithms aimed at analyzing both the vascular system in 

general and the optic disk, in particular. The algorithms use different approaches and have their benefits and shortcomings [5-

12]. The algorithms based on a complex continuous wavelet-transform [12] are best suited for describing the structure of lines in 

different directions. A method for estimating vascular parameters proposed in [13] relies on mathematical morphology as an 

instrument for extracting image fragments suitable for the description of boundaries and skeleton of a vessel. The method 

utilizes a sparse representation of signals. In [13], each signal is assumed to be composed of a linear combination of several 

morphologically different components. The final map of a vessel is constructed using an adaptive threshold method. The method 

was shown to perform well in detecting anomalies and pathologies in the retina image. When used on their own, a major 

disadvantage of the morphological techniques is that they disregard the information on the vessel profile shape. Besides, while 

searching just for elongated structures, heavily twisted vessels can be missed out.   

A method for estimating the vessel diameter using an algorithm based on a parametric model of an arbitrarily complex-shaped 

vessel was reported in Ref. [14]. The automatic algorithm is capable of segmenting the entire vascular tree, calculating vessel's 

diameter and direction in a digital ophthalmologic image. An algorithm that utilizes a new parametric surface model of the 

vessel intensity profile was described in Ref. [15]. Compared to other methods, the said method offers an advantage of 

robustness, whereas, as the authors mention, on the negative side is the dependence of the results on the test data and 

experimental conditions. If vessel diameters in the test data vary in a wide range, the measurement accuracy significantly 

deteriorates. Other approaches to measuring the diameter of vessels rely upon the approximation of the vessel brightness profile. 

With the vessel brightness normally having a Gaussian  profile, a Gaussian curve is often used to approximate the vessel cross-

section [16, 17]. However, with the diseased vessels tending to have well pronounced boundaries, their profile looks like a 

combination of two Gaussians, making it difficult to measure their diameter in an automatic mode and creating a possibility to 

falsely recognize a single vessel as two ones.   

In this work, we propose a method for estimating local parameters of a fundus vascular system that exploits a modified fan 

transform, which is more noise-immune thanks to the additional filtering and noise averaging. Another advantage is that the 

method can perform a high-efficiency analysis of bifurcations, crossovers, and termination of vessels in the presence of 

interfering factors, such as close vessels.   

2. A modified local fan transform 

We introduce a modified local fan transform (MLFT) intended to operate with real-life low-quality vascular network 

imagery, which is well suited for processing images characterized by spots and closely spaced vessels.. 

With this method, the brightness distribution function is analyzed sector-wise depending on the sector's radius, size, and 

rotation angle (Fig. 1а) [2]. For each sector's position, the following local parameters are calculated: the average value and 
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variance of the brightness function  ,f x y . By analyzing these parameters as a function of angle, it is possible to detect the 

vessel in a given point, estimating its width and direction. 

A modified LFT  is defined by the following formulae: 

2

0 0 0 0

2 0

1
( , , , , ) ( cos , sin ) ,

r

F x y r f x t y t dtd
S

a q

q a q

a q j j j
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= + +т т
   (1) 
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2 0
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D x y r f x t y t F x y r dtd
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a q

q a q

a q j j a q j

+

-

= + + -т т    (2) 

where ( )0 0,x y  is a point of measurement, a is a polar angle, q  is a solid angle of the sector, r is the radius, and 2 2S R  is 

the sector's area. 

       

Fig. 1. A circular region with differently oriented sector. 

3. Estimating the local direction of a vessel 

 The MLFT-aided method enables a local vessel direction to be evaluated. When compared with the LFT-aided approach, the 

MLFT method enables the radial profile with more pronounced minima to be obtained, with the local minima corresponding to 

bifurcation directions (Fig. 2). 

 

Fig. 2. Vessel fragments with corresponding radial profiles. 

Thus, for a vessel direction to be identified, an optimization problem of searching for minima needs to be solved for each 

angle-dependent radial profile for a specific radius [2]. The algorithm operates by analyzing a list of directions, which represents 

a vector for each radius, with its length being equal to the number of directions and its magnitude taking a unit value if a 

bifurcation is detected and being zero otherwise. The list of directions may contain regions of constant values equal to unity. 



Image Processing, Geoinformation Technology and Information Security / N.Yu. Ilyasova, A.S. Baisova, A.V. Kupriyanov 

3rd International conference “Information Technology and Nanotechnology 2017”      94 

This is the indication of detecting a bifurcation with larger-than-pixel width. In this case, the unit value is taken just at the 

central region's pixel. 

4. Estimating the vessel width 

The vessel width will be evaluated using an LFT and on the assumption that the vessel is in parallel with the OX-axis (Fig. 3). 

                          

а)                                                                                                      b) 

Fig. 3. Horizontal vessel section. 

The fan transform of Eq. (1) can be analytically calculated at point ( 0x , 0y ) at 0   (Fig. 3а): 

    

where
0f is the background brightness, 

1f  is the vessel brightness, 1d , 2d  are width components with respect to the axis, 

. In the general case: 

    

Let us analyze a set of equations (Fig. 3b): 

 

Here, the angle a  is such that the interval of integration intersects both boundaries of the vessel. Hence, the diameter can be 

evaluated as 
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   (3) 

In practice, diameter components 
1 2,d d often need to be evaluated. Given a circular window of radius r  and a horizontal 

vessel, the terms 1d and 2d can be described by similar sets of equations: 
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With a real vessel having an arbitrary direction, the algorithm for width estimation is, at first, given the vessel direction 

defined by an angle sa , which is preliminarily calculated by the direction algorithm. With a specific value prescribed to the 

angle, the diameter components are evaluated as 

1
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To enhance the accuracy of estimating the diameter components, a value averaged over N


different angles will be 

considered. Below, an estimate for a single diameter component is given: 
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If Eqs. (3) and (5) are employed in a straightforward manner, the components of the ray and fan transforms ( , )F ra [2,7,9] 

taken for a heavily noised vascular image can be calculated with an error, resulting in an incorrectly evaluated vessel's diameter.   

To avoid this in this work, the values of the LFT are averaged over points located uniformly on the perpendicular line of 

integration. Figure 4 illustrates the process of averaging three ray transform components. 

 

              

Fig. 4. An example of calculating a LFT using point-wise averaging. 

5. Experimental study  

We analyzed in which way the accuracy of estimating the vessel diameter depends on the noise-to-signal ratio for additive 

white noise.  Figure 5 shows the relative diameter estimation error as a function of the noise-to-signal ratio: 
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N




  , where  d̂  is the evaluated diameter, d is the real diameter measured on a test image, and r is supposed 

to be not smaller than  sin 3d  . 

 

Fig. 5. Error of width estimation vs. the noise-to-signal ratio. 
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The study conducted on synthetic images has shown the method for estimating local parameters to be immune against the 

additive noise. For instance, the error of estimating the local diameter was found to be not larger than 8% given the noise-to-

signal ratio under 0.25. 

 

a)                                                                                                            b) 

Fig. 6. (a) Evaluated width and (b) estimation error against the curvature radius. 

The average vessel diameter estimate as a function of vessel curvature is shown in Fig. 6а. As test vascular images, we 

utilized the images of an annular sector 11 pixels in width and inner circle radius ranging from 20 to 60 pixels. A same-width 

straight-line segment (of infinite curvature radius) was also analyzed in order to determine an "estimated width". From the above 

plots, the error of width determination is seen to increase with increasing vessel curvature. Figure 7 depicts in which way the 

average vessel diameter estimate depends on the number of averaging points (see section 4, Fig. 4), given the signal-to-noise 

ratio equal to 25. The experimental results have shown that with the number of averaging points increasing to 13, the error falls 

from 0.1 till 0.02. 

 

Fig. 7. The error of width estimation against the number of averaging points for the signal-to-noise ratio of 25. 

 

Fig. 8. The error of width estimation against the number of averaging angles given the signal-to-noise ratio of (a) 25 and (b) 15. 
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Figure 8 shows the diameter estimation error against the number of averaging angles (scanning sector size) with the r.m.s. 

signal-to-noise ratio, respectively, equal to 15 and 25. The experimental study showed that the greater is the volume of data used 

for averaging, the more reliably is the width estimation due to additional filtering of noise. 

The experimental study showed that the estimation error can be essentially reduced by performing the averaging over a 

designated circumference sector of a local fan transform. As a disadvantage, we can mention that this approach is sensible to the 

highly curved vessels and the inability of the algorithm to be adjusted to the vessel and background brightness. 

The directions were evaluated in a noisy 1024 x 1024 image (Fig. 9) with bifurcations uniformly located along the x-and y-

axes. The general number of objects was 2,304. 

 

 

Fig. 9. Noisy test image. 

A comparative study of the following methods for vessel direction and bifurcation identification was conducted:  a direct  

method for direction identification (KM method), a method of a local discrete Radon transform, a method of a local discrete fan 

transform (LDFT) and a modified LFT [2]. The worst results were demonstrated by the algorithm based on the Radon transform 

variance estimation, because a classical Radon transform is unable to discern two opposite directions, thus leading to numerous 

cases of false recognition and the increased number of missed-out objects. 

Table 1. Results of bifurcation detection using different techniques.  

Method Number of 
correctly 
recognized 
objects 

Number of 
missed objects 

Number of 
falsely 
recognized 

objects 

General number 
of falsely 
recognized 
objects 

KM method 2221 83 403 486 

Discrete LRT 2016 288 192 480 

LRT variance estimate 1812 492 235 727 

MLFT method   2257 47 65 112 

DLFT method  2240 64 222 286 

The analysis showed that compared to other methods, the MLFT provides the least error of bifurcation angle estimation and 

the least error of false bifurcation recognition, is able to recognize correctly a larger proportion of bifurcations and the most 

stable to white noise. 

6. Conclusion 

Estimation of local blood vessel parameters used to form diagnostic features is a major problem of modern medicine, 

enabling an early diagnosis of various vascular pathologies. In this work, we have proposed a method for vessel diameter 

measurement that exploits a local fan transform.  The method is based on the Radon transform, which is modified in such a way 

that bifurcations, crossovers, and terminations of vessels can be efficiently analyzed in the presence of interfering factors, 

including spots and close vessels. By analyzing the average brightness and variance of the radial function against the angle, 

vessel's width and direction can also be estimated and bifurcation points identified. To enhance the robustness, the transform is 

performed for a range of radii. The developed algorithm is stable to noise and disturbances, enabling bifurcations, crossovers, 

and terminations of vessels to be analyzed with high efficiency in the presence of interfering factors. The results of experiments 

have been discussed, showing in which way the accuracy of vessel width estimation is affected by the noise-to-signal ratio in the 

image under analysis, the vessel curvature, and the number of points and angles of averaging. The proposed method has been 

experimentally confirmed to be stable to various types of image noise. 

The worst results have been shown by the estimation technique based on the Radon transform variance estimation because a 

classical Radon transform is unable to discern between two opposite directions, leading to a large number of false identifications 

and increased number of missed objects.   
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Abstract 

The districts of Samara region are characterized by specific combination of orographic structure, hydrological regimes, soil and vegetation 

cover features, combined with a high level of anthropogenic pressure. The revealing of negative changes associated with the anthropogenic 

exploitation regimes  incliding salinization and waterlogging after irrigation, soil erosion,  transformation of non-cultivated fields into deposits, 

overgrowing of old quarries etc. seems to be a difficult task when carrying out by ground-based studies related to a large-scale land resources 

of the region. The use of remote sensing data, resulted by a time series of images for the same territory, opens up wide opportunities, on 

condition that the regional ground-based standardization is carried out. 

Keywords: anthropogenic exploitation of ecosystems; overgrowing of non-cultivated fields and quarries; ground-based ecosystem survey; 

remote sensing data 

1. Introduction 

The Samara region is characterized by a complex combination of of orographic, hydrological, soil and vegetation features, in 

combination with a high level of anthropogenic pressure. The share of agricultural land in the region approaches to the level of 

77% whereas for some administrative regions it exceeds 90% (Alekseevsky, Bolshechernigovskiy, Bolsheglushitsky, 

Krasnoarmeisky, Pestravsky districts, where the share of tillage lands is more than 70%) and has the minimum levels in 

Syzransky, Shigonsky , Stavropolsky administrative regions where more than 40…50% belong to agricultural lands [1]. The 

result of plowing was the loss of most of the steppe lands, their plots could be preserved in point unusable for plowing (steppe 

yards, steep slopes of hills) [2, 3]., These components of the landscape often are characterized by a high degree of erosion 

hazard. The territory of the region demonstrates is a tendency of the water logging processes intensification, especially for lands 

located in the zone of influence of the Kuibyshevskoye and Saratovskoye reservoirs and such large irrigation systems as 

Kutuluk, Vetlyanskaya, Spasskaya.  

The total area of waterlogged agricultural lands is 127.1 thousand hectares or 3.3%, of which not in river valleys are 70.5 

thousand hectares, including 53.4 thousand hectares of arable land, where water logging is mainly due to anthropogenic impact - 

[4]. Wetlands, mainly forage lands, occupy 25.7 thousand hectares or 0.7%, of which 0.4% are bogged up in an average degree. 

In recent decades, the formation of deposits (not cultivated for a long period of arable land plots) has been observed in the 

region. On the non-cultivated fields (deposits) the successive changes in the vegetation cover take place including stages as: in 

the first 2-3 years of idleness, the arable grows with annual and biennial plants, in the next 5-7 years rhizome plants dominate it, 

further vegetation develops characteristic of the steppe conditions. Further unused arable land in the forest-steppe zone 

overgrows with bushes and trees. The abandoned land is the source of the spread of weeds to active arable land [5]. The area of 

lands overgrown by shrubs and trees  on formerly agricultural land in 2015 in the Samara region was 18.7 thousand hectares. 

The total area of agricultural lands with saline soils is 110.1 thousand hectares or 2.9%, including arable land - 57.1 thousand 

hectares or 1.9%. According to the degree of salinity in the soil profile, slightly saline soils predominate with easily soluble salts 

exceeding the toxicity thresholds. As a result of the irrigation regime disturbance, for example, drainage lack in conditions of 

close saline groundwater bedding, 11.2 thousand hectares of secondary saline arable land were identified [4, 6]. Agricultural 

lands with solonetsous soils and solonetzes were found on an area of 156.1 thousand hectares, including arable land - 65.0 

thousand hectares (or 4/1 and 2.2% respectively). 

The identification of negative changes related to anthropogenic exploitation (soil erosion, salinization and waterlogging as a 

result of irrigation) and its cessation (conversion of non-cultivated fields into deposits, overgrowing of decommissioned 

quarries) presents a difficult task in carrying out ground-based research related to a large-scale land resources. The integrated 

terrestrial ecosystem surveys fulfillment, providing primary data for the subsequent remote sensing materials processing. Such 

materials seems to be presented by a temporary series of the same territory images, what opens up wide possibilities for 

monitoring the territory in aims of wide range of applied problems solving. 

The specialized satellite imagery of resource assignment (Terra, Aqua, Landsat, etc.) makes it possible to receive information 

for a certain time period and with a certain spatial resolution. For retrospective monitoring elaboration, it is necessary to select 

and catalog satellite data, as well as to fulfill their processing, with the formation of spectral indices reflecting the state of 

different natural environment components. The methods of estimating recreational resources adjusted in this way allow to study 

and indicate the most threatened territories where intensification of unfavorable natural processes occurs, also as landscapes 

undergoing destruction, areas of phyto- and biodiversity reduction, as well as areas of increased man-caused and anthropogenic 

load [7]. As for our country, the practice of use time series images in the analysis of changes already finds its application in the 
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monitoring of saline lands, technogenically violated forests, wetlands [8-10]. The experience of such researches abroad is also 

quite rich (see, for example, [11-15]). 

As applied to the tasks set by us, three objects of anthropogenically transformed ecosystems were proposed as control 

polygons for the detection of various stages of negative changes in time. For them, we had information on their state about 30 ... 

40 years ago). Specificity of selected polygons allowed us to assess among the negative changes in the dynamics: 1) the 

formation of pseudo-forest formations with different species composition on the deposited fields; 2) development of salinizated 

plots (solonetzes and solonchaks) under the influence of a closely located system of ponds (reservoirs); 3) the visualization of 

overgrowth stages on the bottom of the spent limestone quarry, which can be considered as model of the natural revitalization of 

the plant cover fully destructed by the open method extraction of mineral raw materials. 

2. Methods 

Three polygons were chose as models for the detection of various stages of negative changes in time, in which 2 - 5 reference 

plots were allocated (the total number of reference areas was 11):  

1. "Neighborhoods of the  Nizhnenikolsky village" (rural settlement Domashka, Kinel municipal district of the Samara 

region). The reference plots studied in 2016 are located 1.5 km to the north-north-west (reference plot 1) 2 km to the south-

south-west (reference plots 2-5) from the village of Nizhnenikolsky. 

2. "Neighborhoods of the Pekilyansky Reservoir" (in the valley of the Gusikha river, 3 km to the south-west from the 

village of Pekilyanka, Bolshekhernigovsky district, Samara region). Within the boundaries of the polygon, the solonets meadow 

and solonchak with yields of salt crystals on the soil surface were studied (reference plots 6, 7). 

3. The Ust-Soksky (Soksky, or Western) quarry is located on the northern macroslope of the western part of the Sokoliye 

Mountains, a few kilometers from the confluence of the river Sock in the Volga river (Saratov reservoir), in the Krasnoglinsky 

district of the Samara city (reference plots 8-11). 

For these objects, we had information relating to a retrospective assessment of their state (in particular, for Nizhnenikolsky 

and Ust-Soksky quarry - 30 ... 40 years ago).  

During the ground-based complex survey, the coordinates of the central points were determined using the GPS-binding using 

the GarminEtrex navigator, the soil and vegetation cover survey including projective covering of plants, the primary plant 

species lists were compiled. The data obtained were used to prepare brief ecological characteristics of the reference plots. 

The following images were used to identify the objects in polygon areas: 

1) "Geoton", spacecraft Resource-P, spatial resolution 0.8 m. To create a georeferenced image, panchromatic and 

multispectral images were used. The panchromatic image (black and white) has a resolution of 0.8 meters, the multispectral 

image is 2.4 meters and contains four channels: red, green, blue and infrared. To create a color image with a resolution of 0.8 

meters, a panchromatic image was used to enhance the spatial resolution of the multispectral image, after processing which 

resulted in a complex image. The image was then re-calculated from the standard WGS-84 coordinate system into the local 

system of the Samara region and superimposed on the region map. The image was tied with a precision of 2 pixels, that is, up to 

1.6 meters. For binding, a second-order polynomial transformation with support points and an accurate relief model was used. 

2) Spot-7, spacecraft SPOT-7, spatial resolution of 1.5 m. To create a multispectral image with a resolution of 1.5 meters, 

software was used to process data from SPOT6 / 7 satellites. The image was then re-calculated from the standard WGS-84 

coordinate system into the local system of the Samara region and superimposed on the region map. The image was attracted to 

within 2 pixels, that is up to 3 meters. For binding, a second-order polynomial transformation with support points and an 

accurate relief model was used. 

3) GoogleEarth. GoogleEarth data are freely available on the Internet. These images have a high resolution, but inaccurate 

binding (sometimes error of up to 50 meters). Before processing the image data, they were saved in the tiff format, then 

manually bound using the Raster Manager in the InGeo GIS. It was used to bind the projective transformation using five or more 

control points. 

Using the method of regression tree [16], classifiers were constructed for each polygons, which make it possible to extract 

territories with similar characteristics of soil cover in space images. As attributes for the classifier, brightness, red, green, blue, 

and near infrared spectral channels were used; the normalized difference The vegetative index (NDVI) based on NIR and G 

channels [17], the chlorophyll coefficient [18], the local average in the 3 × 3 window, variance, correlation coefficients and 

entropy, textural signs of Haralick  [19] and Gabor [20]. The resulting set of 41 traits using the principal component 

transformation led to reduced representation with a smaller number of features used for classification. 

The experiments included the training of the classifier and its verification on remote sensing images with different spatial 

resolution. Since the data in the infrared channel was available only for images of Spot-7 and Geoton spacecraft, it was for these 

photographs that experimental studies were carried out. The spatial resolution of the images was 1.6 m and 0.8 m, respectively. 

The purpose of the experiments was to determine the best number of main components N to construct a classifier. The 

evaluation of the classification error was performed by cross-validation for 100 launches of training and classification 

procedures. In all experiments, a lot of data with known results of ground surveys were divided into training and control samples 

in the ratio 75:25 respectively. 
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3. Results and Discussion 

The results of ground surveys allowed us to characterize the state of the parts of the polygon reference plots taking into 

account the specificity of the succession changes connected with the changes in anthropogenic exploitation state in past years. 

Polygon “Neighborhoods of Nizhnenikolsky”, located in the valley of the Samara river, demonstrates a leveled mesorelief 

with an absolute height of 45 ... 47 m above sea level. In general, the vicinity of Nizhnenikolsky village is confined to the valley 

of the Samara river (left bank), from the floodplain to the floodplain terraces and watershed. Steppe, meadow-steppe and 

ruderal-steppe plant communities, also as pseudo-forest plant communities at different succession stages, monocenoses of 

agricultural crops (in 2016 - sunflower fields, winter cereal crops, etc.) are represented here. The relief is mostly heterogeneous, 

with frequent depressions rounding lakes, altered with plane elevations. Until the 1990s, plains were almost completely used for 

agriculture, forests with the participation of various willows and poplars and an admixture of other tree species f filled the 

depressions along the channels of temporary watercourses and formed along the lakes shores. Later, the plowing of some of the 

lands ceased, and the development of deposits began on them, in recent years some fallow lands have been reintroduced into 

agricultural land. The reference plots laid in 2016 are represented by fallow areas (cessation of agricultural cultivation for more 

than 20 years), which are in the process of development of the steppe (reference plot 4), semi-shrub (reference section 3) and 

pseudo-forest communities (reference plots 1, 2 And 5). 

Reference plot 1 is a non-cultivated field on which a steppe community (mixed-grass-grass associations) was formed with 

Ulmus pumila L. (karagach), undergrowth of trees and shrubs. The occurrence of such communities with the participation of the 

U. pumila is observed in the steppe regions of the Samara region on elevated leveled relief forms in the absence of excessive 

moisture. The tree component of the non-cultivated field is characterized by a height of up to 8 m, a crown density up to 0.2 

(20%). The share of the open soil surface was less than 1%. The site shows fresh porpoises of wild boars. The reference plot 2 is 

a non-cultivated field transformed to a pseudo-forest community formed by Elaeagnus angustifolia L., aged over 15 years, with 

a height of 6-8 m, crown diameter from 3 to 5 m, an average crown density up 0.5 (50%). The grass cover is formed by herbage-

grass association. The open surface of the soil is not expressed. Harvesting of farmland by E. angustifolia is typical for the 

southern parts of the region in relief depressions with partial soil salinization. Reference plot 3 is a non-cultivated field, now 

transformed to a steppe community in the form of a wormwood-grass association with wormwood dominating. The height of the 

grass reaches 1 m with a projective covering is more than 80%. The open surface of the soil is not expressed. In the places where 

the cattle are run, the ruderal nature of plant cover is presented clearly. Reference plot 4 is a non-cultivated field, now turned into 

a steppe herbage-grass association with dominance of grasses. The height of the grass is on the average 30 cm, the projective 

covering is more than 80%. The open surface of the soil is not expressed. Reference plot 5 is a non-cultivated field, now is a 

steppe community in the form of a herbage-grass association on the initial stage of E. angustifolia overgrowth. The projective 

coverage of the grass stand is more than 80%. Young E. angustifolia trees have a height of up to 1.5 m with a crown density 

sometimes up to 0.6 (60%), and an average of 0.35 (35%). The open surface of the soil is also not expressed. 

Experiments on the classification of the Nizhnenikolsky areas showed that the lowest classification error is achieved with the 

use of the 9 main components of the system of characteristics under consideration, while the probability of correct classification 

for images of the Spot-7 was 78% and 74% for the “Geoton” data. The reduction of detection efficiency in comparison with a 

more coarse resolution image should be attributed to the use of small spatial windows to calculate texture attributes (3 × 3 pixels 

windows were used in the experiment). As a result, in a higher resolution image, a larger number of points were required for a 

single surface object of the same size, so larger windows should be used to characterize the intensity of brightness changes 

within a certain window. However, increasing the window size with a larger image size will significantly increase the processing 

time, therefore it is recommended to use the images of the Spot-7 with a resolution of 1.6 m. The study shows that the best 

imade identification was achieved for pseudo-forest communities. Steppe communities were classified the worst. Pseudo-forest 

communities according to subspecies (dominated by Ulmis pumila or Elaeagnus angustifola) can not be classified relative to 

each other. 

Table 1. Formalized results of classifier training and its verification on remote sensing images of 

reference plots. 

Criteria 
The results of image processing  

SC Spot-7 SC "Geoton" 

"Nizhnenikolsky" 

Optimum number of main components N 9 9 

Probability of correct detection 78% 74% 

"Neighborhoods of the Pekilyansky Reservoir" 

Optimum number of main components N 
3  

(from 3 to 12) 
9 

Probability of correct detection 99% 98% 

Ust-Soksky quarry 

Optimum number of main components N 9  9 (from 6 to 9) 

Probability of correct detection 92% 85% 

The classifier constructed for the plots 2-5 of the polygon "Nizhnenikolsky" was used for the plot 1. The classification results 

(N = 9) showed that the site number 1 is classified in the same group as the site number 2, that is, refers to the pseudo-forest 
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community. However, as was mentioned above, it was not possible to establish differences in the species composition of the tree 

layer of these pseudo-forest communities (overgrowing with Ulmis pumila or Elaeagnus angustifola) during the analysis of the 

plot images. 

The polygon "Neighborhoods of the Pekilyansky Reservoir" is confined to the southern part of the Samara Region, which is 

characterized by a high degree of plowing of the indigenous steppes. The reduction of the cultivated lands area in the late 1990s 

led to the formation of non-cultivated fields with various forms of ruderalized, steppe and meadow plant communities. Cattle 

grazing,  in some places haymaking are carried out.  

The formation of ponds and reservoirs in the damming of watercourses (for the considered landfill, the Gusikha River), which 

are used for water supply, irrigation and fish farming, is a characteristic feature of territory. The secondary salinization of the 

soil cover occurs in the adjacent areas of these ponds. The Gusikha river valley possessing solonets soils complex is used for 

hayfields and pastures. Reference plot 6 is located to the north-east of Pekilyansky reservoir, the creation of which resulted in 

soil cover secondary salinization. The vegetation is represented by a solonetz meadow, in the herbaceous cover with domination 

of  Artemisia pauciflora Web. and Atriplex verrucifera Bieb. The average projective coverage of the grass is 85%, the open soil 

surface is about 5%. The degree of salinity can be characterized as moderate, what is confirmed by the nature of the formed 

ecosystems. The reference plot 7 is also located to the north-east of the Pekilyansky reservoir. Its soil cover is characterized by a 

pronounced secondary salinity, that was clearly indicated by changing the color of the grass stand, manifested from the middle 

of the vegetative period. The soil is represented by a solonchak, with typical halophytes vegetation, where Suaeda corniculata 

(C.A. Mey.) Bunge and Salicornia europaea L. dominate. The average projective coverage of the grass is 45%, and areas with 

open surface soil - 55%. On the surface of the open soil there is a whitish-yellowish crust of salt deposits, extending from the 

surface to a depth of 5 mm. 

When working with Spot-7 images of the polygon "Neighborhoods of the Pekilyansky Reservoir", the previously described 

procedure was fulfilled and showed that 3 to 12 main components of the characteristics system can be used to classify the etalon 

areas, the classifier provides a correct classification probability of about 99% (See table 1). It should be noted that it is 

reasonable to select as few signs as possible to accelerate the calculations, therefore the optimal choice in this case can be 

considered 3 main components. The training and classification results for "Neighborhoods of the Pekilyansky Reservoir" 

according to the data of the “Geoton” showed that the application of 9 main components  led the best result, with the classifier 

providing the correct detection probability of the level of 98%. The images combination showed that the classifier error should 

be attributed to the displacement of the mask relative to the snapshot, which indicates the need for a very accurate snapping for 

the images that the classifier is trained on. The study showed that strong soil salinity points with 55% bare soil surface (plot 7 of 

the polygon "Neighborhood of the Pekilyansky Reservoir"), is well diagnosed from images. 

Ust-Soksky (Soksky, or Western) quarry is located on the northern macro-slope of the western part of the Sokoliye 

Mountains, a few kilometers from the confluence of the river. Sok in the Saratov Reservoir in the Krasnoglinsky district of 

Samara city. It represents the oldest site of the Soksky carbonate deposit, where industrial extraction of carbonate rocks was 

carried out for the production of building materials (crushed stone, quarry stone, construction mixtures). As a result on the 

northern slope of the Sokol'y Mountains, a large trough-shaped technogenic excavation arose having maximum length along the 

bottom from north to south about 1 km and from west to east more than 2 km. The relative height of the steep sides of the man-

made trench reaches tens of meters, in some cases - 100-150 m. Many times after the operation of the quarry the new dumps of 

household and construction debris (no more than 5% of the floor area) were created. This time, the sub-eastern side of the quarry 

is storing off-grade rock from the Central and Eastern sections of the Soksky deposit, which does not affect the bottom of the 

quarry, but is distributed only along its terraces. The recent years trend has been the use of the central and western parts of the 

bottom under the shooting range, as well as the organization of walking tours and quadrocycles to the local lake and entrances to 

the tunnel. Since the early 70's. XX century the industrial extraction of building materials in the Ust-Soksky quarry was stopped 

and the processes of natural self-growth and primary soil formation began to develop. The reference plot 8 (in the eastern part of 

the Ust-Soksky quarry) presents the forest amphicycenosis formed during 40 years overgrowth of trees of Populus nigra L., 

Betula pendula Roth. and Pinus sylvestris L. (1: 1: 1) on bottom of the quarry. The grass cover under the canopy of tree 

vegetation and on open positions practically is not expressed. The height of the tree layer is up to 8-10 m, the crown density is 

0.6 (60%), the share of the open rocky surface (dolomites, limestones) is 0.4 (40%). Reference plot 9 (in the central part of the 

quarry near the lake) cam be described as forest amphicycenosis, formed in the process of 40-year overgrowing by Populus 

nigra L. and Salix caprea L. in the ratio of 9: 1. The grass cover is almost indistinguishable, but on the stony substrate there are 

separate clumps of green moss. The height of the tree storey is 6-9 m, the crown density is 0.8 (80%), the share of the open 

rocky surface (dolomite, limestone) is 0.1 (10%). Reference plot 10 (in the central part of the quarry opposite the galleries) 

presents forest amphitocenosis formed in the process of 35 years overgrowing by Populus nigra L., Pinus sylvestris L. and 

Betula pendula Roth. in a ratio of 6: 2: 1 with an admixture of Populus tremula L. and various willow species. The grass cover is 

almost not expressed. The height of the tree layer is 3-5 m, the crown density is 0.3 (30%), the share of the open stony surface 

(dolomites, limestones) is 0.7 (70%). The reference plot 11 (in the western part of the quarry) was formed during 35 years of 

overgrowing as forest amphitocenosis with a stand represented by a Populus nigra L., Pinus sylvestris L. and Betula pendula 

Roth. in a ratio of 4: 4: 2. The grass cover is almost not expressed. The height of the tree layer is 1.5-3 m, the crown density is 

0.2 (20%), the share of the open rocky surface (dolomites, limestones) is 0.8 (80%). 

For the polygon Ust-Soksky quarry plots, according to the previously described methodology, it was obtained that 9 or more 

major components of the feature system provide a high quality of classification, while the probability of correct classification is 

approximately 92% (see Table 1 ). The results of training and classification of instrumentation and instrumentation "Ust-Soksky 

quarry" according to the GA "Geoton" allowed to conclude that here for the identification of plant communities can be used 
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from 6 to 9 main components of the characteristics system. The study showed that the parts of the Ust-Sok quarry can be 

classified using remote sensing data, while a smaller classification error is ensured by using images of the Spot-7 spacecraft with 

9 main components in the system of signs. 

4. Conclusion 

Thus, the results of complex field surveys on three test sites (polygons) in different parts of Samara region, integrated with 

the selection of RS data Spot-7, Geoton, GoogleEarth for this territory, were used for the development of in the assessing 

territorial resources methodology with geodata classifiers. The use of regression tree method based on textural features number 

showed the undoubted promise of this approach in identifying of regionally significant negative symptoms of land cover state. 

With the smallest error in sucession changes revealing in anthropogenically transformed ecosystems, it is advisable to use 

images of the SPOT-7 spacecraft with a spatial resolution of 1.5 m. It is important to develop this methodology for achieving in 

future a more detailed classification of regional vegetation types in photographs, in particular – different types of forest 

communities. 
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Abstract 

A method and algorithm for automatic detection of epileptiform seizures, sleep spindles, and other high voltage rhythmic activity were 

developed. They based on the analysis of the ridges of EEG wavelet-transformation. The uninformative points of the ridge are removed 

adaptively on the basis of power spectral density histograms analysis. 

Keywords: Traumatic brain injury; EEG; Wavelet; Spectrogram; Ridges; Epileptiform seizures; Sleep spindles; Event detection 

1. Introduction 

The study of long-term electroencephalographic (EEG) signals of patients who have suffered from traumatic brain injury 

(TBI) to detect markers of posttraumatic epilepsy (PE) [1] is an unsolved issue. Immediate and early seizures within the first 

week after PTI are important risk factors for appearance of late convulsive seizures, which are a manifestation of PE. Early 

seizures are associated with brain damage, while late ones are associated with the processes of restructuring the neuronal 

connections and many other changes called epileptogenesis. Late convulsive seizures can develop months or even years after 

TBI, as epileptogenesis proceeds extremely slowly and asymptomatically. At the moment there are no clear EEG criteria for this 

pathological process. Therefore, the detection of biomarkers of PE in the acute period of TBI is of great importance for timely 

diagnosis, as well as researches of new methods of preventing epilepsy. 

In the study of neurobiological mechanisms of epileptogenesis, animal models (rats) are widely used. The most adequate of 

these is the model of posttraumatic epilepsy caused by injury, resulting from lateral fluid percussion (LFP) [2,3]. The first 

unprovoked seizures in rats occur months after the injury. The appearance of epileptiform activity in the EEG signals in the early 

post-traumatic period (first week) can serve as a predictor of the PE development. For the detailed characterization of the early 

post-traumatic period, it becomes necessary to automatically detect epileptiform discharges (ED) in long-term (day, week) EEG 

records. 

In recent years, much attention has been paid to the automatic detection of epileptiform discharges in patients with confirmed 

diagnosis of epilepsy. This is due to several reasons. Among them: the need to predict the emergence of seizures in order to 

prevent them by use electrostimulation, difficulties in processing long-term EEG recordings, the need to classify the forms of 

epilepsy, and a number of other reasons [4]. 

A review of the works on automatic epileptic seizures detection is presented in [5, 6]. In [5], the EEG signal is decomposed 

into empirical modes, for which the standard deviation, the asymmetry coefficients and the kurtosis are calculated. These 

parameters were entered in the learning machine. Then the part of the signal is classified as a seizure activity or background 

activity. This method does not give knowledge about the threshold criteria by which epileptic discharges differ both from 

background activity and from other high-amplitude activity in the EEG signal (hereinafter we will call such activity an event). 

In [6], the parameters for the seizure classification are skewness and kurtosis coefficients, the Fourier peak frequency of the 

spectrum, the median of the frequency, entropy, correlation dimension, and variance of the EEG signals. However, as in [5], 

epileptic discharge is distinguished from the background activity, but other high-amplitude events present in the signal were not 

considered. 

In [7] studied sleep spindles (SS). To detect them, a method based on the analysis of the wavelet transform was used. The 

calculation of the mean value over the time-frequency rectangles of the instantaneous energy of the wavelet transform was 

carried out. After that, in comparison with the parameters inherent in EEG signal background activity, the conclusion was made 

whether this event is a sleep spindle or not. This method does not consider the presence in the EEG signals of such high-energy 

activity as epileptiform discharges. Although in works [8-10] it is said about the possibility of transformation the sleep spindle 

into the peak wave’s discharge. In long-term EEG records (day, week), in addition to epileptiform discharges, there are other 

high-energy activities that differ from the background EEG signal, such as sleep spindles. SS, as well as ED, belong to the group 

of high-amplitude brain rhythmic electrical activity. In humans and animals with absence epilepsy, the frequency range of SS 

and ED ranges from one to fifteen Hz [7,11-16]. 
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Automatic detection of sleep spindles and epileptiform discharges in the early post-traumatic period, in which the 

mechanisms of the occurrence of epileptiform activity differ from those that occur in epilepsy, is an unresolved task. 

As in [13-16], in order to investigate the time-frequency dynamics of the EEG, we use the ridges of the Morlet wavelet 

transform. However, in contrast to these works, when the beginning of epileptiform discharges was set by the expert manually, 

in this article we describe the method of automatically finding the beginning and end of high-amplitude activity, and calculating 

its parameters. 

2. The method of automatic detection of events containing high-amplitude rhythmic activity 

Long-term EEG records represent a large array of ~ 10
8
 numeric data. Typically, the EEG is measured at a sampling rate of 

250 Hz. EEG signals were divided into 10-minute intervals, as there is a limit to the amount of data that can be processed in the 

Matlab. 

To remove linear trends, power supply noise and low-frequency noise, daily fragments of EEG records were filtered by a 

16th-order Butterworth discrete filter with a bandwidth ranging from 2 Hz to 30 Hz. The bandwidth of the filter exceeds the 

frequency range typical for ED and SS. The signal is filtered in two stages. At the first stage, synthesis of 8th order discrete 

bandpass filter with a bandwidth ranging from 2 Hz to 30 Hz was realized by using function "butter". As a result, the transfer 

function H in decreasing order of powers of the variable z was obtained: 

𝐻(𝑧) =  
∑ 𝑏(𝑖)∗𝑧1−𝑖𝑛+1

𝑖=1

1+∑ ∗𝑧1−𝑖𝑛+1
𝑖=2

   (1) 

Where n = 8 is the order of the filter. 

In the second stage, the phase shift was compensated. By means of the "filtfilt" function, discrete filtering using the Fast 

Fourier Transform (FFT) is implemented in conjunction with the division of the signal into blocks. The signal is filtered from 

the beginning of record to its end, then obtained signal is filtered a second time - from the end to the beginning. Thus, the phase 

shifts were compensated, and the resulting filter order was doubled: n = 16. 

The result of filtration of 10-minute signal fragment is shown in Fig. 1.  

 

Fig. 1.  10 minute signal fragment after filtration. The sampling frequency is 250 Hz. 

The automatic detection method of high-amplitude brain rhythmic electrical activity is based on the analysis of wavelet 

spectrogram ridges [17]. To calculate the wavelet spectrograms, a complex Morlet wavelet transform was used (2): 

𝑊(𝜏, 𝑓) =  
1

√𝑓
∫ 𝑥(𝑡) ∗ 𝜓(

𝑡−𝜏

𝑓
)𝑑𝑡   (2) 

In the formula (2) x(t) refers to the source signal, and ψ(η) refers to the Morlet mother function:  

𝜓(𝜂) =  
1

√𝜋𝐹𝑏
𝑒2𝑖𝜋𝐹𝑐𝜂𝑒

−
𝜂2

𝐹𝑏   (3) 

The coefficients Fb = Fc = 1. The power spectrum density (PSD) of a time-frequency signal is calculated according to 

function (4): 

𝑆𝑥 =  |𝑊(𝜏, 𝑓)|2   (4) 

The ridge consists of the points y(i) with the maximum values of the power spectral density in each time count of the wavelet-

spectrogram: 

𝑦(𝑖) =  𝑚𝑎𝑥𝑓∈(2−20 𝐻𝑧)(𝑆𝑥(𝜏𝑖 , 𝑓))   (5) 

Usually, the neurophysiologist examines long-term EEG recordings, in which he extracts fragments with high-amplitude 

activity and, in his experience, classifies them into sleep spindles or epileptiform discharges. Fig. 2 shows examples of wavelet 

spectrograms of rat EEG signals the day after TBI with ED and SS and their ridges y(i).  

The entire 10-minute time interval has both interesting events for us and background activity. Therefore, to extract the points 

of ridges corresponding to SS or ED, it is necessary to delete the ridge points corresponding to the background. 

Fig. 3 shows wavelet-spectrogram ridge of a 10-minute rat EEG signal.  
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Fig. 2.  Wavelet spectrograms and their ridges of rat EEG signal the day after the traumatic brain injury. To the left is ED and to the right is SS. 

 

Fig. 3.  Wavelet-spectrogram ridge of a 10-minute rat EEG signal. 

SS and ED are characterized by an increased value of the spectral power density (PSD) as compared to the background. To 

select a positive ridge background clipping threshold Tr > 0, a histogram of the PSD at the points of the ridge is analyzed (Fig. 

4). In the histogram, the PSD values are divided into 100 equal intervals.  

 

Fig. 4.  One hundred interval PSD histogram at the ridge points of wavelet-spectrogram (10-minute record). 

To calculate the histogram, the function "hist" was used. One of the output arguments of this function is an array of 100 PSD 

values. Each PSD value from this array was considered as a threshold Tr. The ridge points y(i) <Tr were assigned the value 

y(i) = 0. The remaining points of the ridge between the points y(i) = 0 with the values y(i) ≥ Tr are combined into a vector, 

which we will call an event. In Fig. 5 shows a histogram of the number of detected events, depending on the selected threshold 

value of PSD (Tr).  

 

Fig. 5.  Dependence of detected events number from PSD threshold value (Tr). 



Image Processing, Geoinformation Technology and Information Security / I.A. Kershner, Yu.V. Obukhov, I.G. Komoltsev 

3rd International conference “Information Technology and Nanotechnology 2017”     107 

We select a threshold value Tr to include all high-amplitude events present in the signal. Namely, the Tr value at which the 

maximum number of events was found (Fig. 5). 

In the future, the beginning and the end of each event were calculated. The threshold value Tr is higher than the maximum 

value of the amplitude characteristic of the background activity. Consequently, the values of the beginning and end of found 

events do not correspond to the true ones. Therefore, the vector artificially expanded. Let the origin of the vector correspond to 

the point k of the ridge y(i). We consider the points of the ridge k and k-1, if y(k-1) > y(k), then the point k is considered the 

beginning of the event, otherwise the left shift along the ridge of the wavelet spectrogram continues until a local minimum is 

reached. A similar operation was done to calculate the end of the event, only the advance along the ridge was made to the right. 

Fig. 6 shows a 10-minute fragment of a filtered rat EEG signal with isolated high-amplitude events on it, and on wavelet-

spectrogram ridge of this signal. 

 

Fig. 6.  Top image is 10 minute fragment of the filtered rat EEG signal with highlighted high-amplitude events (black lines). The middle figure is the ridge of 
the wavelet-spectrogram of this signal in the projection on the axis of the PSD-time with the selected events. The bottom figure is the events highlighted by the 

expert. 

Fragments of a signal with epileptiform discharges are of immense importance in the study of PE. But they may not have 

such high amplitude, as, for example, in the time interval from 0 seconds to 200 seconds or from 440 seconds to 600 seconds 

(Fig.6.). Consider the minute section of the current 10-minute recording, at which the expert detected a discharge with smaller 

amplitude than the other events (Fig. 7). The presence of such events makes the detection process more difficult.  

 

Fig. 7.  Top image is minute fragment of the filtered rat EEG signal with highlighted high-amplitude events (black lines). The middle figure is the ridge of 
the wavelet-spectrogram of this signal in the projection on the axis of the PSD-time with the selected events. The bottom figure is the events highlighted by the 

expert. 

The epileptiform discharge is in the time interval from 390 seconds to 395 seconds. As can be seen from Fig. 7, this method 

allows identifying regions with epileptiform discharges, but also other events are detected. 

Additional conditions for the selection of high-amplitude events were given by expert-neurophysiologist. If there is a time 

delay between two events of not more than 1/7 second, then these two events are considered as one. Also, events longer than 0.5 
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seconds were considered uninformative and were removed from consideration. In Fig. 8 shows the result of reliable events, 

taking into account the conditions set by the expert.  

 

Fig. 8.  Top image is minute fragment of the filtered rat EEG signal with highlighted high-amplitude events (black lines). The middle figure is the ridge of 
the wavelet-spectrogram of this signal in the projection on the axis of the PSD-time with the selected events. The bottom figure is the events highlighted by the 

expert. 

The calculated areas are different from the background, but need further classification. They can contain both carotid 

spindles, epileptiform discharges, and other high-amplitude activity, which neurophysiologists have not detected. Beginning, 

end, duration, minimum, maximum and average value of frequencies, maximum PSD value were calculated for each event. After 

analyzing these parameters, events will be classified as epileptiform discharges, or as high-amplitude activity that are not ED. 

3. Conclusion 

The paper describes a method for automatic detection of high-amplitude rhythmic activity, based on the analysis of wavelet-

spectrogram ridges. As a result of algorithm work, areas with high amplitude rhythmic activity on the electroencephalogram 

were allocated. Also, the parameters of the allocated parts of signal were calculated. With the help of this method, all 

epileptiform activity found by the expert, as well as sleep spindles and other high-amplitude activity. This method allows 

collecting a large group of events that will permit the classification of epileptiform discharges not only with background activity, 

but also with other events. 
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Abstract 

The previous papers of the authors offer approach to building the ordered sequence of image pixels at lossless compression, which comprises 
methods of cascading fragmentation and the use of bypasses code book. For fragment sized 6*6 the code book contains 22144 various 
bypasses, the cost of coding to be estimated for every one of them. The search of optimal bypass is an exhaustive search type. The present 
paper describes ways of increasing the image lossless compression rate by using parallel computation based on OpenCL. Algorithm functions 
with great runtime were changed in order to transfer calculations to OpenCL using GPU/CPU. The acceleration degree for different algorithm 
functions gained in experiments amounted to  3..32.  

Keywords: lossless image compression; cascading fragmentation; pixels sequence ordering; optimal bypass; code book; computational 
acceleration; parallel computing; open computing language (OpenCL); graphics processing unit (GPU); central processing unit (CPU); Haar 
integral-valued wavelet transformation; interchannel decorrelation 

1. Introduction 

At the moment there exist both a large number of compression algorithms of particular data classes and universal 
compression algorithms. This work will address the lossless image compression algorithm based on optimization of bypass 
image being developed by the authors and described in [1...3]. When processing test images [7], the algorithm gives the average 
compression ratio of 1.54, which matches the analogues [5]. Let us consider test results by groups of images: 1) in group 
«2.1.*.tiff» by 1.426 2) in group «2.2.*.tiff» by 1.547 3) in group «4.1.*.tiff» by 1.622 4) in group «4.2.*.tiff» by 1.522 [5]. In 
addition, the algorithm has some other advantages [5]. 

To achieve a high compression ratio it is necessary to use a number of demanding algorithm functions, which leads to longer 
image processing program runtime. Presently, parallel computing is there. The aim of this work is to apply OpenCL to speed up 
the lossless compression algorithm. To achieve this goal it is necessary to:  analyze duration of program execution; find the 
algorithm functions with time-consuming calculations; consider transfer of these functions to GPU. Image processing performed 
in the algorithm is based on handling particular fragments, therefore, in general case, such tasks can be carried out 
simultaneously. Furthermore, it is possible to perform the preprocessing functions for image fragments in parallel as well.  

2. Basic algorithm  

The basic algorithm  inherently consists in cascading fragmentation of image [1], the search of the fragment optimal bypass 
(path) [2], and dynamic programming of  pixels delta-code  at fragment bypass [6]. After encoding, the obtained data is further 
compressed by Deflate algorithm using standard libraries . The compression ratio depends on the class of the image being 
compressed, and on average  equals  1.54 for the array of test images [5]. 

The runtime of image compression program depends on the processed image size. Due to a number of algorithmic solutions 
such as cascading fragmentation, and the use of bypasses codebook instead of calculating the possible bypasses for each image 
fragment, the runtime was reduced. However, the image compression duration is still high enough [5]: 1) in group «2.1.*tiff»  - 
101 seconds 2) in group «2.2.*tiff»  -  404 seconds 3) in group «4.1.*tiff»  - 24 seconds 4) in group «4.2.*tiff»  -  141 seconds.  

In computational terms the most complex of the basic algorithm functions is to estimate the encoding cost for all possible 
bypasses. Meanwhile, this algorithm function is suitable for parallelization, since the optimal bypass choice  uses  exhaustive 
search of obtained cost estimates. For a fragment sized 6*6 the total bypasses number from the upper left corner is 22144. 

To use all multi-core CPU resources it is necessary to effectively implement paralleling of functions between all cores. The 
basic program features parallel execution of  optimal fragment bypass search cycle done with .Net Framework standard classes 
(SSE instructions). It is possible to use a more powerful CPU, but even in this case, the speed increase will not be significant. 

In recent years the increasing number of programs with parallel data processing use GPU computing [7]. This is dictated by a 
growing gap  in performance between CPU and GPU. 

Taking into account the above said, it was decided to move part of the compression algorithm functions to GPU. Obviously, 
this will require some significant changes in the functions, but it will allow for significant decrease in the program runtime 
without changing the basic algorithm. 

Currently there are several approaches to programs execution on GPU. OpenCL is an open standard [8], which can execute 
programs on both CPU and GPU of different manufacturers. Therefore, in this research, to speed the algorithm, OpenCL was 
chosen. 
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At the moment there exist quite a big number of various compression algorithms in general and algorithms for images in 
particular. Images compressed both as lossy and lossless are widely and effectively used. For example, lossless compression is 
used  in PNG files where the actual compression is implemented with Deflate algorithm [9, 10], which is a combination of LZ 
and Huffman algorithms in its turn. There are no free turn-key programs available for lossless image compression making  use 
of OpenCL. WinZip is an example of the lossless compression program based on universal algorithm and using OpenCL, which 
provides for performance increase of about 45% [11]. 

In addition to the basic algorithm,  image preprocessing was implemented which was described in the authors’ previous 
works:  interchannel decorrelation of image color layers [12] and the transformation of pixels matrix based on integer-valued 
Haar wavelets [13]. These functions can be easily threaded for the implementation on OpenCL. 

 

Fig. 1. Lossless image compression algorithm. 

3. Methods of acceleration 

The general problem solved in present research is changing the compression software in order to transfer part of calculations 
to OpenCL. Image compression algorithm is shown in Fig. 1. 

3.1. Preparation of fragments 

The function receives separate color layers of an image. The function output is arrays of separate fragments of fixed size. 
Pixel values of the fragment nodes beyond the image borders are virtual pixels and the values of these pixels are set as constant 
(white pixels on Fig. 2). The top left pixels of each fragment on level 0 constitute the fragments on level 1 and so on, as long as 
the fragments number on a level is more than one. Data structure passed to the OpenCL kernel represents the matrix of image 
values, the output structure is the array of separate fragments [1]. 

3.2. Preprocessing 

3.2.1. Interchannel decorrelation of color layers 
This function is designed to calculate the interchannel decorrelation between the groups of color channels (layers) of the 

original image and to find the best variant to group them [12].  
When function is started the arrays containing pixels values of all color channels of the fragment, and also the number of 

channels have to be conveyed (Fig. 3). In addition, data on the possible grouping of channels is needed. 
Formula for calculating interchannel decorrelation for arbitrary channels number based on the mean and interchannel 

differences is applied [12]: 

𝑃 = Round
∑

𝑃 = 𝑋 − 𝑋 , 𝑖 = 2, 𝑛

        (1) 
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where Round is the rounding operation to the nearest integer; Xi– pixels value on each of the channels; k– channel index; n– 
the number of processed channels. 

 

Fig. 2. Preparation of fragments. 

The color channels can be independent from each other, therefore, the grouping variant with a minimum encoding costs 
estimate has to be selected. It is necessary to implement the decorrelation formulas for all dependent channels groups. The 
minimum channels number in the group is 2. If the image consists of 3 channels (24 bits per pixel), we get the following 
grouping variants: 

(𝑋 𝑋 𝑋 )𝑋 (𝑋 𝑋 )𝑋 (𝑋 𝑋 )𝑋 (𝑋 𝑋 )𝑋 𝑋 𝑋        (2) 

where decorrelation formulas are to be applied to groups of channels in parenthesis. 
The calculation of decorrelation is performed for all possible groups (g=1..G). The result is the index of g grouping: 

𝑔 = argmin ∑ ∑ ∑ Cost 𝑃         (3) 

where Pi
j – is the pixel value after the interchannel decorrelation for the grouping index g; i– channel index; j– pixel index; 

n– number of channels; k– number of pixels number in the fragment. 
Cost is the a some estimation function of encoding costs estimate, for example, the length of the Fibonacci code which 

encoding the value Pi
j  value, or the estimated length of binary coding:  

log 𝑃 + 1 + 1        (4) 

 

Fig. 3. Interchannel decorrelation of color layers. 

3.2.2. Transformation based on Haar integer-valued wavelets Haar 
This function is designed intended for cascading processing of each image fragment by applying an integer-valued version of 

the Haar wavelet transform [13]. 
The function is passedreceives an array containing a single channel of image and the number of the processed fragments in 

by width and height which need to processed. 
In the course of the algorithm execution it uses additional arrays for each executable OpenCL kernel with athe size equal toof 

one fragment each are used, for storing the intermediate interim results of the cascading conversion. 
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The function result isoutputs an array of the size equal toof the original image. 
Image matrix should has to be divided into blocks of sized 2*2. Then calculated the values for a,h, v, d are to be found by the 

formula [13]: 

𝑐 =x − 𝑥
𝑐 =x − 𝑥
𝑐 =x − 𝑥

𝑐 =x − Round ∑ 𝑐i= =x − 𝑧 ≈ ∑ 𝑥i=

        (5) 

a=c
h= − Round(𝑑 2⁄ ) + 𝑐

v= − Round(𝑑 2⁄ ) + 𝑐
d=c − 𝑐 + 𝑐

        (6) 

wWhere Round is the rounding operation to the nearest integer; xi – original pixels of the block. 
The obtained values of a, h, v, d should have to be recorded in positions of the matrix, as shown in Fig. 4. Calculation should 

be carried out as multiresolution at multiple scale, by repeating the transform on the blocks consisting of grouped values ai, each 
time and reducing their size in 2 timesby half for in each coordinate every time, as long as it is possible to form 2*2 block from 
ai  values on a subsequent scale. Cascading transform will stop then the block ai with size 2*2 is absent. 

It should be noted that when with the fragment sized of 2m*2m it is possible to use preprocessing (interchannel decorrelation, 
and Haar transform) after the function of dividing on the fragmentations. In this case, the Haar transformation is possible only 
within the same fragment. With In this approach, the fragment encoding  is completely independently of the other fragments and 
therefore the decoding is possible for a single fragment. 

 

Fig. 4. Multiresolution Multiple-scale transformation based on Haar wavelet Haar. 

3.3. Search for optimal bypass of fragment 

The function receives the fragments obtained after preprocessing functions (integer-valued Haar transform, interchannel 
decorrelation of color layers). 

3.3.1. Calculation of encoding cost for all possible bypasses of fragment 

3.3.1.1. Possible ways to bypass of a  fragment 
Encoding and decoding algorithms have iInformation about all the possible bypasses for a given fragment size. is known for 

encoding and decoding algorithms. 
All bypasses (paths) have been calculated in advance and constitute stored in the bypasses codebook [2]. 
Therefore, in encoding and decoding only need to know the bypass index, but not the edges of bypass (path), is the only 

prerequisite for encoding and decoding., but not the edges of bypass (path). 

3.3.1.2. Computing the delta-code of bypasses edges 
This function is designed to calculate the difference of values for all pairs of nodes that make up the edge on a given fragment 

bypass [2]. In the course of the functionThe algorithm uses the previously prepared fragments. 
The result is a list of arrays containing the delta-code of all edges for each fragment. 
It is necessaryFor each fragment you need to make compile an array of differences between the nodes values (delta-code) 

connecting the edge e is calculated according to thewhich is done with formula: 

𝛥 = 𝑥start( ) − 𝑥stop( )        (7) 

wWhere xstart(e), xstop(e)  areis the pixel values are connected by an edge e; start(e) and stop(e) are- nodes indeixes of edge e. 

3.3.1.3. Calculation of encoding costs for bypass 
For each fragment, estimates the encoding costs for each of the possible bypasses are calculated. The function receives the 

previously prepared fragments and details data onof all the fragment bypasses in afrom the codebook. 
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The result is the fragment-specific array containing estimated encoding costs for each bypass of the fragment (fFig. 5, tTable 
1). 

Estimationg of the encoding costs of a bypass through all edges (with its all delta-codes) of bypass edges it is possible to 
producecan be done in different ways. The cost of bypass fFor each fragment is needhas to findbe found the cost of the bypass:  

𝛴 = ∑ Cost(𝛥 ) ⋅ 𝑧         (8) 

where E is– the length of bypass (the number of edges); e - edge index; S -– the number of bypasses; s - bypass index; ∆e - 
delta-code of edge; ze

s – presence of  thean  edge e in bypass s; Cost – is the somean estimation function of encoding costs, it is 
similar to the Cost in interchannel decorrelation function. 

It should be noted that the estimate of bypasses encoding costs based on the table 1 is effective from the point of view of 
parallel computing. In tThis function there isrelies on parallel processing of all possible bypasses downloaded from the 
codebook, for all fragments making up, forming the processed image. 

3.3.2. Search of the minimum among the possible bypasses 
After the estimates of encoding costs of all paths is selectedare estimated, and the save path of each fragment bypass with the 

smallest estimate for each fragment is picked and saved. 

𝑠 = argmin(𝛴 )        (9) 

 

Fig. 5. Example of bypass ofon fragment 3*3 fragment. 

Table 1. Calculation of encoding cost for bypass in fragment 3*3 fragment. 
e ∆e ze

1 ze
2 … ze

8 

1 ∆1 1 1 … 0 

2 ∆2 1 1 … 1 

3 ∆3 0 0 … 1 

4 ∆4 0 0 … 1 

5 ∆5 1 1 … 1 

6 ∆6 1 1 … 0 

7 ∆7 1 0 … 0 

8 ∆8 1 1 … 1 

9 ∆9 0 1 … 1 

10 ∆10 0 1 … 1 

11 ∆11 1 0 … 1 

12 ∆12 1 1 … 0 

3.4. Encoding of bypass 

This function is designed to encode the previously found optimal bypass. That is, the obtained array of bypass nodes values 
with a minimum encoding costs, must is to be handled by theprocessed with predictor and encoded by with the encoder.  

It should be nNoted that the encoding of bypass which previously was found as optimal bypass can be performed in various 
ways. In particular, there can be usedcertain  known genericcommon methods can be used: Huffman algorithm or arithmetic 
coding.  

As for the consideredIn suggested algorithm it is offered to perform the  algorithm the bypass encoding of bypassis suggested 
which employs using a more sophisticated method [6]: 1) using a set of predictors and encoders for to encode the bypass edge; 
2) using dynamic programming for choice ofto choose predictors and encoders for edge in purpose to optimize (to minimize) of 
the total bypass encoding costs of bypass.  
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1.1.1.3.4.1. Encoding of bypass edge with different predictors and encoders  
In the simplest most common case, the edge delta-code described above is used as the a predictor uses the edge delta-code 

described above, and Fibonacci codes are used as encoders uses the Fibonacci codes [3]. In this case, the applicationying of 
dynamic programming to select the predictor and the encoder is not required. In a more complex cases the number of choices of 
predictors and encoders variants may be more than one. For example, it is possible case with the predictors are possible not only 
on the basis of not only the finite difference of the first degree, but higher degrees, and Rice codes with different bases can be 
used as encoderswith the coders with use Rice codes with different bases. The use of a set of predictors and a set of encoders 
increases the resulting image compression ratio, but this raises the problem of choosing the best predictor and encoder for the 
current section of the bypass array. 

1.1.2.3.4.2. Choice of predictor and encoder based on dynamic programming 
In this embodiment,This variation of compression algorithm to encode with which each bypass edge is encoded uses the most 

optimal encoding parameters (predictor/encoder) based ondefined by dynamic programming [6]. In start of the When function is 
started,  it is loaded the table of encoding cost for every encoder for values of every predictors for all pixels on edges of the 
optimal bypass is downloaded and executed. 

In the result tThe function creates produces a data file containing information with on the size of the encoded using encoders 
predictors values for edges and additional information – optimal switching of the predictors/encoders for edges of bypass 
encoding [6]. 

Due to the complexity of the dynamic programming algorithm it was found possible to transfer  toto run on OpenCL 
managed to transfer only a small part, responsible for the coding directly to OpenCL. This part contains branching, and is 
switching large sections of the algorithm takes place. These operations are an integral part of the algorithm, or changand 
changinge the calculations flow in aim of parallel execution without the use of branches is not possible. 

2.4. Results and Discussion 

Screen formThe interface of the developed software is shown in Fig. 6. The program displays the following information: used 
hardware processor deviceprocessing unit and software platform being used; the number of files to be processed; the current 
processed file; the execution duration time of the compression program particular functions; the execution duration ofoverall 
compression time; the compression ratio. 

To useHardware requirements for  OpenCL acceleration requires the presence ofare GPU or CPU with support of OpenCL 
1.2 [8]. You must install tThe appropriate OpenCL support software which distributed with equipment is to be installed. 

To The compilatione of the developed image compression program requires the following software components [8]: 1) 
DotNetZip library, for the final compression of results using thewith  Deflate algorithm; 2)) to provide OpenCl bindings for C#, 
use the Cloo library from OpenTk to link OpenCL to C#; 3) to compile and execute kernels on the GPU you must have the 
required header files for OpenCL support in order to compile and execute kernels on the GPU. Ionic.Zip.dll  library is used tTo 
compress the encoding results used library Ionic.Zip.dll. In addition is usedOther requirements include a set of libraries to 
support work OpenCL running, bindings these libraries to .Net Framework and the source codes of the OpenCL kernels 
compiled in course of program execution. 

The basic program required about 250 MB of RAM. When algorithm wasTo adapted the algorithm for accelerating on 
OpenCL was added usinglarge-volume arrays were addedof large volume and hence memory required demand increased to 900 
MB. 
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Fig. 6.  Screen formInterface of the developed software. 

Test batch sample of images designed is intended to assess acceleration of all core functions of modified program in 
comparing withrelative to basic one. To estimate the dependence of the program speed runtime on the to images size, the batch 
have the images of different sizes are sampled. To check usedFor test purposes 4 images from the standard set provided by the 
Institute of signal processing and images processing were used: 4.1.06.tiff, 4.2.05.tiff, 4.2.06.tiff, 4.2.07.tiff. The color depth of 
the images are is 24 bit. Image sizes are: 256*256, 512*512, 1024*1024, 2048*2048. 

At tTesting was performed using image compression was performed with bothas  the the basic program on the CPU AMD 
Phenom II X4 955 platform and a program using OpenCL. For testing OpenCL parallel processing was used different 4 different 
devices were used: 1) GPU AMD Radeon HD6850; 2) GPU Nvidia GTX 960; 3) CPU AMD Phenom II X4 955; 4) CPU AMD 
FX-4300. The time spent on the particular functions of the algorithm, and the total processing time for each image are given in 
Table 2 and Fig. 7, where F1is - integer-valued Haar transform, F2 -– interchannel decorrelation of color layers, F3 - search of 
the optimal bypass, F4 - encoding bypass using dynamic programming. 

When testing for eEach fragment hadwas fixed size: 6*6 pixels, and the number of bypasses: 22144 at testing. 
It should be noted, that when using thewith  GPU Nvidia GTX 960 configuration,, according to Profiler, the load does not 

exceed 60% while despite numerous sthe high number of  processing devices and high work frequency. , according to Profiler 
the load does not exceed 6 Compression The image of size 2048*2048 pixels size could not be compressed on the GPU AMD 
Radeon HD6850 failed to produce due to the lack ofinsufficient graphics memory. In the future, to avoid this situationsuch 
failures, the necessary modification of the program needs to be modified: to run the performed calculations flow should be 
divided into several groups threads and processed sequentially. 

In the basic program were not implementedthe functions of the integer-valued Haar transform and the interchannel 
decorrelation were not implemented, and therefore, testing of these functions was not carried out. 

Testing showed yielded approximately the same reduction in the compression total overall compression time when usingwith 
both CPU and GPU application. The larger the size of the processed image, the greater the acceleration obtained as long as there 
is memory available to for OpenCL. 

GPU showed the best resultsperformed better in the for searching of the optimal bypass task. CPU well with the function of 
handles dynamic programming well, due to because of presences of a large number of branches in the function, despite the small 
number of  processorof processor cores. 

Time spent on cCalculatingons of interchannel decorrelation and integer-valued Haar transform is performed using OpenCL 
for a short timeis insignificant compared to total compression time. 

Table 2. Results of processing of test images. 
Used 

program / 

device 

Image 

size, 

pixels 

Execution time of compression  

particular functions, miliseconds 

Acceleration,  

Times 

F1 F2 F3 F4 Total F3 F4 Total 

P
ro

gr
am

 o
n 

O
pe

nC
L

 

AMD 

Radeon 

HD 6850 

256*256 71 65 677 528 2581 2,2 9,0 2,8 

512*512 43 63 913 1129 4643 6,1 13,4 5,2 

1024*1024 66 187 2017 4492 15217 12,9 13,5 6,4 

2048*2048 151 438 — — — — — — 

Nvidia 

GeForce 

GTX 960 

256*256 23 20 160 360 2057 9,4 13,2 3,5 

512*512 11 36 411 1153 4402 13,6 13,1 5,5 

1024*1024 33 148 1474 4226 13416 17,7 14,4 7,3 

2048*2048 122 675 5354 14530 50031 31,8 15,9 8,6 

AMD 

FX-4300 

256*256 34 30 350 499 2581 4,3 9,5 2,8 

512*512 18 48 913 1146 4207 6,1 13,2 5,7 

1024*1024 45 206 3324 4093 15514 7,9 14,8 6,3 

2048*2048 172 920 13164 13629 58567 12,9 17,0 7,4 

AMD  

Phenom II 

X4 955 

256*256 31 32 455 664 2407 3,3 7,2 3,0 

512*512 21 56 1 378 1222 5981 4,0 12,4 4,0 

1024*1024 67 239 4571 4477 16777 5,7 13,6 5,8 

2048*2048 227 992 18432 12804 61350 9,2 18,1 7,0 

Basic program / 

AMD Phenom II 

X4 955 

256*256 — — 1504 4751 7273 1,0 1,0 1,0 

512*512 — — 5570 15155 24183 1,0 1,0 1,0 

1024*1024 — — 26107 60698 97297 1,0 1,0 1,0 

2048*2048 — — 170161 231398 431555 1,0 1,0 1,0 
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Fig. 7.  Comparison of image compression acceleration. 

3.5. Conclusion 

In the course of this work was modified the basic program forof lossless image compression without losseswas modified, 
with the aim of increasing shortening its runtimethe speed. The pParallel processing based on OpenCL was used for program 
acceleration. This solution significantly affected the processing speed, enabling making it possible to reduce computational time. 
This modification will allow provide for more efficient use of the program in the future, will facilitate future further research 
aimed at improving the compression ratio.  

The changing of optimal bypass search function allowed for to obtain the acceleration up to 32-fold acceleration on the large 
images. This acceleration has been achieved because of executing OpenCL functions executed on OpenCL are almost linear, 
and branching, even where they arewhen it is the case, is limited tohave only a few simple operations. Furthermore,For future 
program modification theto acceleratione of this function is important for future program modification because it is makes 
possible to use fragments of larger size that which was previously impossibleunattainable earlier due to too muchgreat execution 
time. Among other thingsMoreover, fragments with the sized of 2k*2k will effectivelyallow  applying the integer-valued Haar 
transformation for the fragmentto them, and will allow to compressing every each fragment separately. 

Somewhat worse is the situation withAs regards dynamic programming, the prospects are not as bright during encoding 
fragment bypass. Speed Performance managed to increase was gained mostly by due to ordinary conventional parallel execution 
of some operations, shutdown ofcancel of operations which need onlyused solely for debugging purposes, and the use of the 
packet data read operations. The part that runs on OpenCL gives the increase in performance is of only about 30% compared 
with to ordinary parallel computing. On the other hand, even this result is relatively good enough, given the factprovided that 
OpenCL function has rathera wide large enough branching. It should be nNoted that the bypass encoding can be performed in 
various ways, for example,e.g. with Huffman algorithm or arithmetic coding. 
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Abstract 

Covert channels are used for information transmission in a manner that is not intended for communication and is difficult to detect. We 

propose a technique to prevent the information leakage via IP covert timing channels by inter-packet delays normalization in the process of 

packets sending. Recommendations for using the counteraction methods and choosing parameters were given. The advantage of our approach 

is that the covert channel is eliminated or limited preliminary, whereas state of the art methods focus on detecting active IP covert channels 

that may be insecure. 

Keywords: Covert channel; IP timing channel; elimination; limitation; traffic normalization; inter-packet delays; capacity 

1. Introduction 

Covert channels were introduced by Lampson as channels not intended for information transfer at all [1]. TCSEC defines 

covert channel as any communication channel that can be exploited by a process to transfer information in a manner that 

violates the system's security policy [2]. 

Covert channels were classified into storage and timing channels. Storage channels involve the direct or indirect writing of a 

storage location by the sender and the direct or indirect reading of it by the receiver. Timing channels include the sender 

signaling information by modulating the use of resources over time such that the receiver can observe it and decode the 

information. 

Information in covert timing channel can be encoded by varying packets transfer rates (or inter-packet times) [3, 4, 5, 6] and 

by packet sorting [7]. Storage channels in networks can be encoded in packet lengths [8, 9] or packet header fields (TTL, TOS, 

ID, Checksum, etc.) [10, 11, 12, 13]. Network covert channels are described on Fig. 1.  

Сovert channels in networks

Timing Storage

Header fieldsPacket lengthsInterpacket timesPacket rates Packet order
 

Fig. 1. Types of network covert channels. 

Fig. 2 illustrates the main stages of covert channels counteraction. 

Analysis
· Possibility to create a covert channel

· Possible damage (covert channel 

capacity)

Elimination Limiting

Not take action

Auditing and detection

Identification 

Channel doesn�t 
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Changing the system 

architecture
 

Fig. 2. Covert channels handling. 

The identification problem is to find the potential covert channels that can be realized in the analyzed system. The second 

step is the analysis of identified channels to assess the threat level of each covert channel. If channel poses a threat to the 

protected system the following measures can be applied: elimination, limiting, detection. Ideally covert channels should be 

identified and removed during the design phase. Covert channels in networks can be eliminated by traffic encryption and 

normalization (protocol headers, packet lengths, inter-packet times). If a channel cannot be eliminated its capacity should be 
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reduced by using limiting techniques [14, 15, 16, 17, 18]. Auditing and detection methods can be used to detect the operating 

covert channels [4, 19, 20, 21, 22]. These methods are based on the detection of non-standard or abnormal behavior. Covert 

timing channels in networks can be eliminated only by normalizing inter-packet times. But this measure reduces the 

communication channel bandwidth. Method parameters must be correctly selected to minimize the negative impact on network 

performance.  

The rest of the paper is organized as follows. First, we give an overview of existing methods of covert channels construction 

and counteraction in Chapter 2. In Chapter 3, we introduce recommendations on the choice of parameters of covert channel 

elimination method. In Chapter 4, we consider two ways to limit covert channels capacity.  In Chapter 5, we provide 

experimental results to demonstrate counteraction methods effect on network performance. Our conclusions are presented in 

Chapter 6. 

2. Related Work 

2.1. Methods of covert timing channels construction 

Covert information can be encoded by varying packet rates or inter-packet times. The covert sender varies packet rate 

between two (binary channel) or more packet rates each time interval. The receiver decodes the covert information by measuring 

the rate in each time interval. The sender and receiver need a mechanism for synchronization of the time intervals. Timing 

channel where the sender either transmits or stays silent in each time interval (on/off channel) is a special case of binary channel 

[3]. Authors of [5] implemented the on/off timing channel. In their scheme the covert data is divided into frames and 

synchronization between sender and receiver is achieved through a special start sequence at the beginning of each frame. There 

are variants of the timing channels that does not require synchronization between sender and receiver because the covert 

information is encoded directly in the inter-packet times of transmitted packets [23, 24]. 

Authors of [25] developed an indirect covert channel that exploits the fact that a host�s CPU temperature is proportional to 

the number of packets per time unit it processes and a host�s system clock skew depends on the temperature. The channel 

requires an intermediary that receives and sends packets to both covert sender and receiver. The covert sender either sends 

packets to the intermediary or stays silent. The covert receiver estimates the intermediary�s clock skew by observing a series of 

timestamps in packets sent by the intermediary. There are other implementations of thermal covert channels [26]. 

Covert timing channel can be organized through packet sorting [7]. Sender can transmit a maximum of log2n! bits because a 

set of n packets can be arranged in any n! ways. This approach requires per packet sequence numbers to determine the original 

packet order. The method only modifies the sequence numbers, thus keeping payload unchanged.  

2.2. Methods of covert channels counteraction 

Admissible covert channel capacity depends on the kind of protected information and on the amount of leaked information, 

which is critical. TCSEC assumes that covert channels with maximum bandwidths of less than 1 bit per second are acceptable in 

most application environments [2]. According to IBM guidelines, channels with bandwidths lower than 0.1 bits per second can 

exist. There is no special need to counteract them. Channels in range from 0.1 to 100 bits per second can exist when absolutely 

necessary [27]. 

Capacity of covert timing channels in networks can be limited by adding random delays to the packets. Fig. 3 shows the 

framework of using traffic control module [18]. Network covert timing channel exploitation takes place here. An innocent 

process request the OS kernel to send a network packet, then covert message sender can somehow interfere with this procedure 

(for example, delay response), after that the remote covert channel receiver eavesdrops related packets and decodes the message. 

No matter whether there are covert channels, the traffic controller will get in on the network packet send out procedure. 

 

Fig. 3. Framework of using traffic controller. 
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For each network connection, traffic control module maintains some information (network address, port number, connection 

type, previous packet's outgoing time, etc.). When an application sends out a packet, traffic controller will intercept the packet, 

look up the network connection information and add a random delay to the packet (fixed delays could be easy filtered by covert 

channel users). Delay of nth packet will be calculated according to the formula: 

 ( , ) ( )n n nT f t k Rand k t     , (1) 

where 
nt denotes the time interval between current and previous packet-sending request, k is a configurable parameter 

(0 1),k   Rand(k) function generates a random number ranged from 0 to k. Hence, Tn will be a random value from 0 and up to

nk t  . Experimental results shows that the covert communication achieved nearly 100% encode/decode correctness when traffic 

control was disabled. With the traffic control enabled, the error rate rapidly raised to about 50%. 

Gateway is often used to prevent the data transmission from higher security level to lower. Gateway is located between the 

sender with low security level and receiver with high security level (Fig. 4). When the gateway receives a packet from low it 

stores it into a buffer and sends an acknowledgment (ACK) to low. Then it transmits the packet to high and waits for an ACK. If 

the ACK is received the gateway removes the packet from the buffer. 

However, when the buffer is full the gateway must wait for high to acknowledge a received packet until another packet from 

low can be stored in the buffer. The time of sending an ACK to low is directly related to the time of receiving an ACK from 

high. High can ensure the buffer is always filled and vary the rate of its ACKs. In this manner, he can exploit the covert channel. 

The PUMP model reduces this covert channel capacity [16, 17]. 

 

Fig. 4. Message passing from low to high using the gateway. 

Network covert timing channels can be eliminated only by normalizing inter-packet times. But this measure reduces the 

communication channel bandwidth. Method parameters must be correctly selected to minimize the negative impact on network 

performance.  

3. Covert timing channels elimination 

Inter-packet times normalization makes it necessary to delay the transmission of packets and generate dummy packets. It 

reduces the network performance. So, method of covert channels elimination should be used only if the leakage of a very small 

amount information is unacceptable. Parameters of inter-packet times normalization method must be correctly selected to 

minimize the negative impact on communication channel capacity. 

Input data for the calculation of the best inter-packet time value kt can include: 

1. empirical distribution of inter-packet time over a long period of time, 

2. maximum acceptable packet queue delay lt, 

3.   equal to the allowable part of packets which may be delayed for a time greater than lt. 

Following conditions must be met when inter-packet times normalization to kt is performed: 

1. communication channel bandwidth is not less than the set value, 

2. percentage of packets which are delayed for a time greater than lt is not more than  , 

3. number of dummy packets is minimal. 

One of the following values can be used instead of   and lt: 

1. maximum allowable average packet delay davgt, 

2. maximum acceptable part of dummy packets. 

Suppose we have a distribution of inter-packet time (Fig. 5). The minimum value of the inter-packet interval is equal to t and 

maximum equal to mt. 
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Fig. 5. Inter-packet time distribution. 

Let the inter-packet times are normalized to kt. The device processes packets for an infinitely small time and its queue is 

empty at the moment. When two packets with at interval arrive to the device, there will be the following. The second  packet 

will be delayed for kt at , if at kt . The second  packet will be delayed for  1
at at

kt kt at kt at
kt kt

    
        

    
 and 

1
at

kt

 
 

 
 dummy packets will be generated and sent by the device, if at kt . 

So, when n+1 packets with 1 2, ,..., na t a t a t  intervals come to the device, delay of the (i+1)th packet is equal to 

 
1 ( 1)

ii i d id t d t N kt a t    , (2) 

where 0 0d t   and 
idN  is a number of dummy packets sent after receiving the ith packet (during the ait): 

 
1 1

i

i i

ф

a t d t
N

kt

 
  

 
. (3) 

The smaller the inter-packet time kt, the less packet queue delay and the greater the number of dummy packets. 

Let the inter-packet time is a discrete random variable   obeying the distribution law in Table 1.  

            Table 1. Distribution law of  . 

  t 2t … (m – 1)t mt 

P(   = it) p1 p2 … pm - 1 pm 

Queue delay of (n+1)th packet is given by: 

 

1

( )
n

d i

i

dt n N kt a t


   , (4) 

where dN  is a number of dummy packets sent during the 
1

n

i

i

a t


  after receiving the first packet. 

The inter-packet time after normalization should not exceed the average value in the initial distribution to avoid the constant 

increase in queue length. That is, the following inequality must be satisfied: 

 ( )kt E  , (5) 

where ( )E   is the expected value of a variable  . 
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One should choose a value of kt for witch this probability is not greater than  . Furthermore, the value of probability should 

be as close to   as possible to minimize the amount of dummy packets. In choosing the value of kt based on the maximum 

acceptable part of dummy packets ( d

d

N

n N
) one should select the minimum suitable kt value to minimize packet delays. 

We consider two use cases of communication channel: 

1. file transfer only, 

2. real-time data transfer (e.g. VoIP, Skype). 

The maximum packet queue delay is not too important, if the channel is not being used for real-time data transmission. 

Allowable average packet delay or acceptable percentage of dummy packets should be used as input data in this case. If you use 

a channel for real-time data transfer, it is essential to ensure good communication quality. Therefore, the inter-packet time kt 

should be calculated based on the maximum acceptable packet delay. For example, packet jitter should not exceed 30 

milliseconds to provide an acceptable quality of a Skype call [28, 29]. 

4. Covert timing channels limitation 

If a non-zero covert channel capacity is allowed one can use partial inter-packet times normalization. Such methods have less 

negative impact on the communication channel. 

4.1. Normalization by several inter-packet times 

Let two values of inter-packet times after traffic normalization be allowed: k1t and k2t. Inter-packet time equal to k1t will be 

observed at the output if the queue is not empty in k1t after sending the last packet. If the queue is empty at this moment the inter 

packet time equal to k2t will appear at the output. It will be a dummy packet if the queue also is empty in k2t after sending the 

last packet. 

Violator can affect the inter-packet times by passing packets to the channel and use covert channel. Let the random variable X 

take the values 0 or 1 in accordance with the inter-packet times (k1t or k2t) at the output. p is the probability of observing  

packets with an interval equal to k1t. Then entropy of X is equal to: 

 
2 2log (( 1 ) l g (1 )) op p p pH X     . (6) 

The average time between two consecutive outgoing packets is 1 2(1 )pk t p k t  . So, capacity of covert timing channel that 

can be built is: 

 
2 2

1 2

log (1 ) log (1 )

(1 )

p p p p
C

pk t p k t

   


 
, (7) 

where 1 2(1 )
k t k t

p p   holds. 

It is possible to use more than two values of inter-packet delays.  

4.2. Normalization by several packet transfer rates 

Let there are two inter-packet delays: k1t and k2t ( 1 2k t k t ) which correspond to two fixed packet transfer rates. During each 

interval T inter-packet times are fixed and equal to k1t or k2t (packets are transmitted at a constant rate). Rate can change or 

remain the same at the time points T i  (i = 1, 2,…). Selected transfer rate depends on the number of packets received at the last 

part of the T and the number of packets in the queue. Lower rate (which correspond to k2t) will be set at the time T j  if  

 
2

T q

T
k

N N
t







, (8) 

where TN   is the number of packets received during the time interval ( T j T   ,T j ); Nq is the amount of packets in the 

queue at the moment. Otherwise, a high data transfer rate will be established. 

When using this method, covert channel capacity is: 
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2log r

С
T

 , (9) 

where r is the number of transfer rates. In this case r = 2. 

Parameter T should be chosen depending on the predetermined allowable capacity of covert channel Ca. 

 
2log

a

r
T

C
 . (10) 

5. Experimental results 

This chapter provides experimental results to demonstrate the effect of inter-packet times normalization on network 

performance. Two use cases of network are reviewed: file transfer only and real-time data transfer. For each of these cases we 

have two empirical distribution of inter-packet time (under high and low network load). The best values of inter-packet time was 

calculated for several input data sets. 

5.1. Covert channels elimination during file transfer 

 

Fig. 6. Inter-packet time distribution under high network load (E(T) = 0.00017 sec.).

Table 2. Results of calculation of kt based on the acceptable part of 

dummy packets (high network load). 

d

d

N

n N
 kt, sec. davgt, sec. 

0.1 0.00016 0.00611 

0.3 0.00012 0.00053 

0.5 0.00009 0.00019 

Table 3. Results of calculation of kt based on the acceptable average 

packet delay (high network load). 

davgt, sec. kt, sec. 
d

d

N

n N
 

0.5 0.00017 0.002 

1.0 0.00017 0.002 

p(T)

T, sec.

 

Fig. 7. Inter-packet time distribution under low network load (E(T) = 2.33749  sec.).  

T, sec.

p(T)



Image Processing, Geoinformation Technology and Information Security / K. Kogos, A. Sokolov 

3rd International conference “Information Technology and Nanotechnology 2017”  124 

Table 4. Results of calculation of kt based on the acceptable part of 

dummy packets (low network load). 

d

d

N

n N
 kt, sec. davgt, sec. 

0.1 2.09752 47.1353 

0.3 1.64243 12.9241 

0.5 1.16614 5.45441 

Table 5. Results of calculation of kt based on the acceptable average 

packet delay (low network load). 

davgt, sec. kt, sec. 
d

d

N

n N
 

0.5 0.25739 0.89 

1.0 0.41155 0.82 

5.0 1.11260 0.52 

 

5.2. Covert channels elimination during real-time data transfer 

 

Fig. 8. Inter-packet time distribution under high network load (E(T) = 0.00025 sec.). 

Table 6. Results of calculation of kt based on the maximum acceptable packet delay (high network load;  = 0.001). 

lt, sec. kt, sec. davgt, sec. 
d

d

N

n N
 

0.005 0.00012 0.00063 0.52 

0.010 0.00014 0.00117 0.44 

0.020 0.00016 0.00216 0.36 

T, sec.

p(T)

 

Fig. 9. Inter-packet time distribution under low network load (E(T) = 0.02472 sec.). 

Table 7. Results of calculation of kt based on the maximum acceptable packet delay (low network load;  = 0.001) 

lt, sec. kt, sec. davgt, sec. 
d

d

N

n N
 

0.005 0.00192 0.00108 0.92 

0.010 0.00367 0.00209 0.85 

0.020 0.00720 0.00421 0.71 

T, sec.

p(T)
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5.3. Covert channels limitation 

The following dependencies were identified using a covert channel limit method that allows two packet transfer rates (Fig. 

10, 11). 

 

Fig. 10. The dependence of average packet delay on k2t for a fixed k1t (normalization by 2 packet transfer rates). 

 

Fig. 11. The dependence of the part of dummy packets on k2t for a fixed k1t (normalization by 2 packet transfer rates). 

5.4. Comparison of counteraction methods 

Three techniques of inter-packet delays normalization were applied under the same conditions. The requirement for the 

average packet delay was specified. The parameters of each method have been calculated to ensure a minimum effect on the 

communication channel performance. The values of the covert channel capacity and part of dummy packets are shown in the 

Table 8. 

Table 8. Comparison of covert channels counteraction methods. 

Average packet delay, 

sec. 
Normalization method 

Part of dummy 

packets 

Covert channel 

capacity, bit/sec. 

0.1 

One inter-packet time 0.911 0 

Two inter-packet times 0.340 664 

Two packet transfer rates 0.602 1 

0.5 

One inter-packet time 0.898 0 

Two inter-packet times 0.100 13 

Two packet transfer rates 0.546 1 

6. Conclusions 

Inter-packet times normalization makes it necessary to delay the transmission of packets and generate dummy packets. 

Parameters of inter-packet times normalization method must be correctly selected to minimize the negative impact on 

communication channel capacity. Channel performance requirements may be different. They depend on how you use the 

channel. The results also show that the packet delays and the number of dummy packets are strongly depend on the 

communication channel load.  
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Complete normalization of inter-packet delays is only way to eliminate covert timing channels. However, this measure 

greatly reduces the communication channel capacity and should be used only if the leakage of a very small amount information 

is unacceptable. In other case, one can use methods of partial inter-packet times normalization which limit covert channel 

capacity. 
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Abstract 

Mathematical processing of images in real-time vision systems can be conventionally divided into two stages: preprocessing (filtering, 

contrasting, protection from natural distortions, etc.) and final one (imposition, visualization, solution of the navigation task, etc.). Mentioned 

tasks can be solved by a lot of known and specially developed methods with various degrees of efficiency. The present paper suggests a 

mathematical criterion model and algorithm of automatic selection of the most effective method at each stage of the image processing pipeline 

in relation to the current situation at its input.  

Keywords: image processing pipeline; real time; automatic algorithm selection 

1. Introduction 

Important stage in vision systems is preprocessing which includes contrasting of images and compensation of interferences. 

Since contemporary algorithms of enhancement provide different results which depend on both processed image and control 

parameters transmitted to these algorithms then there is a necessity of dynamical selection of the algorithm depending on the 

plot. Combination of all variants of algorithms and also all variants for control parameters provides a set of solutions with high 

dimensionality. Solution of this issue is usage of the automatic system for selection of enhancement algorithms and also 

selection of optimal control parameters for the series of t frames obtained from the video sequence [1]. 

2. Task definition  

Let a set of contrasting algorithms be A and a set B be variations of the method for interference compensation then Ai is i-

algorithm of contrasting and Bj is j-variation of the interference compensation method. Hence, direct multiplication of a set A by 

a set B provides a set M which describes all possible variants of the mutual application of these algorithms. M = A × B. (A1, B1) 

is one of selection variants, (A1, B1)   M. Initial task is the following: to find such element (Ai, Bj) from the set M when quality 

index of the resulting image is the best and noise index is located in the range corresponding to algorithm Bj.  For current task 

we have 3..0, ji because three algorithms of contrasting and three variants of noise time filtering usage have been selected 

experimentally.   

3. Algorithm for automatic selection of combination of methods for image enhancement and interference compensation 

Algorithm allows finding the best variant of processing by selecting a certain combination providing the best result from the 

point of view of some objective index from a set of interference compensation methods with various control parameters and 

from several algorithms of image contrasting. Processing results are estimated after every t frames after accumulation of the 

sequence of four reference frames where the best processing algorithms correspond to each frame. Frequency of these algorithm 

repetitions is estimated and algorithms which repetition frequency is the highest are selected. The algorithm allows selecting the 

best element from the set M for each frame and recording this element to the stack. When the stack is filled and the most 

effective processing algorithm is selected, it is applied to the current image. After following n frames the element which was 

first recorded for the stack is removed and the best element from the set M occupies the stack top. Procedure of selection of 

application of the algorithm is repeated. Stack is organized according to the principle FILO (First-In-Last-Out). 

Main blocks of the algorithm are a block of quality assessment and block of noise evaluation. 

Integral performance index (IPI) is calculated as an amount of average brightness, brightness root-mean-square deviation, 

normalized contrast index, number of informative levels and entropy. Number of tonal gradations characterizes a number of 

various informative levels being present on the image and it is determined by the image histogram [2]: 
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where iZ  – a number of point which brightness is equal to i . 

One of the most significant characteristics of the image is average brightness L  [3] calculated according to the following 

formula:  
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where H , W  – a height and width of the image, and xyL  – brightness of the element of the current image with coordinates x  

and y . 

Such objective characteristics as root-mean-square deviation ( ) and entropy (  ) are used for quantitate quality assessment. 

Root-mean-square deviation is equal to notions - local contrast and accuracy to some extent. Entropy is a measure of quantity of 

information in the image. 

Task to estimate image quality has a multicriterion nature, so an additive generalized criterion F is introduced as follows: 





p

i
ii fF

1

,  

where i  – weight coefficients, 



p

i
i

1

1  – a condition of normalization F ,  if  – partial normalized criteria, p  – a number 

of partial criteria. 

Normalized partial indices of the contrast and numbers of informative levels are determined as follows:   

,
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)( minmax LL
Kn


  

,
maxN

N
Nn   

where ),max(max xyLL   )min(min xyLL   – maximum and minimum values of brightness of image elements, N – a number of 

informative levels being different from null, 256m ax N  – a maximum number of informative levels in digital images for 

visualization.   

Shannon entropy estimation can be calculated for any half-tone (including television and thermal) image. In this case 

estimation of distribution of possibilities of gray shades in the half-tone image is calculated [3]. Calculation of the entropy is 

performed based on the image histogram which distribution of frequencies is described by a simple expression: 

 

HW

N
p i

i  , (1) 

where Ni – a number of elements having i level.  

Calculation of the image entropy is performed according to formula: 


i

ii pp )(log2 . (2) 

For normalization entropy values can be divided into a coefficient being an entropy maximum for such number of levels. For 

the half-tone image with 256 brightness gradations it is equal to 8. So, the image entropy value can vary from 0 to 1. 

Image dispersion is calculated as following: 

 
i

i iip 22 )( , 
(3) 

where 
i

ipii , i – a level of quantization. 

For the half-tone image estimation of dispersion of distribution of possibilities of gray shades is calculated. Experimentally it 

was determined on a series of different images that root-mean-square deviation varies within the range from ≈0 to ≈100, then the 

mean value is 50, consequently n : 
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For average brightness, values belonging to middle of the range are preferable, and on boundaries of the brightness range its 

value is minimum:
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Entropy achieves its maximum under the uniform distribution law. Image entropy having the range from 0 to 255 brightness 

gradations cannot exceed 8. Normalized value of the entropy has the form: .
8


 n  
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Main complication of particular index application is selection of weight coefficients taking into consideration influence of 

corresponding particular indices on the generalized criterion as a whole. Fishburne criterion is used for selection of initial values 

of these coefficients [3, 4]: 

.
)1(

)1(2






pp

ip
i

 

For this purpose partial criteria are divided into groups by priorities: ),( nnL  ; ),( nn NK  and ( n ). Root-mean-square 

deviation contribution weightiness to the value of the quality function integral index is described by this index meaning: it 

determines accuracy and to some extent perceives intense noise. Then indices are arranged by descending of influence inside 

separated priority groups. 

Taking into account above-mentioned facts, integral performance index (IPI) of the image brightness component has the form: 

.07,013,020,027,033,0IPI nnnnn NKL  
 

Correction of coefficients under partial indices is performed by the method of expert evaluations, besides their amount should 

be equal to one. 

Noise power for the whole image is calculated in the block of noise evaluation. For this purpose, image is divided into 

windows of size 3x3 and value of the neighbor pixel brightness which is located diagonally to the central one is subtracted from 

the central pixel brightness. Result of subtraction is raised to the square and summed up by all pixels of the image. 
 

Described algorithm allows automatically selecting a method of contrasting and also a mode of interference compensation. 

However, usage of this algorithm on a video sequence leads to appearance of areas where a sharp jump in brightness occurs 

(other algorithm of contrasting is chosen), such event negatively influences on perception of video information by an operator. 

The method described below is suggested to be used for solution of this issue. 

4. Interpolation method of proportional application of two boundary algorithms  

Let’s suppose that 𝑘 is a number of the video frame where replacement of the algorithm occurs, then 𝑘 + 𝑡 = 𝑘′ is a number 

of the following frame where analysis and selection of the enhancement algorithm are performed, then 𝑘т is a current video 

frame, besides 𝑘 ≤ 𝑘т ≤ 𝑘′. Let’s designate  𝐴𝑘 as an enhancement algorithm on the k –frame and 𝐴𝑘′ as an enhancement 

algorithm after t frames after k –frame. Interpolation method is the following: for each 𝑘т  frame, proportion of two algorithms 

𝐴𝑘  and 𝐴𝑘′ is calculated, so, the closer 𝑘т is to 𝑘′, the higher coefficient the result of algorithm 𝐴𝑘′ is used with, and 

consequently, the lower coefficient the result of algorithm 𝐴𝑘 is used with. Reversed situation can occur similarly when 𝑘т is 

closer to boundary 𝑘. Hence, formula for calculation of the resulting image pixel brightness depending on value 𝑘т  has the 

following form:  

 

𝐼𝑥,𝑦 =  𝐼𝑥,𝑦
𝐴𝑘(𝑘т)

∗ (1 −
𝑘т − 𝑘

𝑡
) + 𝐼𝑥,𝑦

𝐴
𝑘′

(𝑘т)
∗ (

𝑘т − 𝑘

𝑡
),   (4)    

where x,y – pixel coordinates, 𝐼𝑥,𝑦
𝐴𝑘(𝑘т)

 – a buffer with a result of the first algorithm for the current frame, 𝐼𝑥,𝑦

𝐴
𝑘′

(𝑘т)
 – a buffer 

with a result of the second algorithm for the same frame, 𝐴𝑘(𝑘т), 𝐴𝑘′(𝑘т)  – results of operation of algorithms selected on 𝑘 and 

𝑘′ frames correspondingly, 𝑡 – a number of frames between moments when automatic choice of the algorithm happens.  

Such formula allows gradually changing applied algorithms without sharp bursts on the resulting image but requires 

processing of the image by two algorithms that decreases resulting performance. The algorithm based on this method begins 

operation with obtaining of results of the automatic selection for 𝑘 and 𝑘′ frames. Then each frame is processed by two 

algorithms 𝐴𝑘 and 𝐴𝑘′, processing results are stored in two buffers of images. Each pixel of the resulting image is formed 

according to formula 4. After achievement of the interval boundary (𝑘т = 𝑘′),  𝐴𝑘 = 𝐴𝑘′, and value 𝐴𝑘′  is obtained from 

automatic selection of the following enhancement algorithm. 

5. Results of the algorithm for automatic selection of the enhancement method  

Fig.1 shows four frames from a video fragment and current variant of enhancement provided by the algorithm of automatic 

selection with interval t = 50 frames. In this case result of the automatic selection for the k+t frame is different from other frames 

of this sequence. Such choice leads to the fact that if brightness sharply changes on one frame of the video fragment (e.g. light 

flash has occurred) then enhancement of following n frames is performed with the ineffectively selected algorithm. For solution 

of this issue stack is used. The stack contains four best elements of the set M which were obtained as a result of preliminary 

operation of the algorithm. When stack is filled completely, selection of the enhancement algorithm is performed by calculating 

frequencies of repetitions Ai and Bj in this stack. For sequence in Fig.1 the following repetition frequencies are obtained: 

F(A2) = 1; F(A3) = 3; F(B0) = 4. 

So, the best element is (A3, B0)   M. 
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k frame (A3, B0) (k+t) frame (A2, B0) 

  
(k+2*n) frame (A3, B0) (k+3*n) frame (A3, B0) 

Fig. 1. Results of four frame evaluation. 

Let’s consider the same four frames but now with application of the stack. Result is shown in Fig.2.  

  

k frame (A3, B0) (k+n) frame (A3, B0) 

  
(k+2*n) frame (A3, B0) (k+3*n) frame (A3, B0) 

Fig.2. Result of the algorithm operation for automatic selecting using a stack. 
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Number of levels: 152 
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Noise evaluation: 2.8 
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Noise evaluation: 7.25 
Noise-compensation algorithm: without noise compensation 
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Noise evaluation: 8.37 

Noise-compensation algorithm: without noise compensation 
Contrasting algorithm: Retinex 
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Noise evaluation: 8.49 

Noise-compensation algorithm: without noise compensation 
Contrasting algorithm: Retinex 
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We can see that the frame with number (k+t) is now processed by the same sequence of algorithms as other frames. It allows 

avoiding undesirable darkening. 

Fig.3 shows a diagram of dependence of IPI on a number of the frame. Numbers of frames are marked in horizontal direction 

and values of quality indices are marked in vertical direction, A0-A3 – contrasting algorithms (A0 –without contrasting, A1 – 

linear stretch of the histogram [5], A2 – histogram equalization [6], A3 – Multi Scale Retinex with Color Restoration [7]), Auto 

– IPI values under automatic selection of contrasting algorithms. 

 

 
Fig.3. Diagram of dependence of IPI on a number of the frame. 

 

On the diagram we can see areas which value of IPI has not the best value for, it is described by delay occurred because the 

stack is used and evaluation is performed after every t=50  frames.  

6. Conclusion 

Application of the suggested algorithm for automatic selection of the enhancement method allows automatically finding the 

best combination of methods for image enhancement. The algorithm provides a possibility to change both a number of used 

methods of enhancement and also methods for image evaluation not causing significant changes in the algorithm structure. It 

allows implementing new enhancement algorithms and also new methods of evaluation. Application of the stack for 

accumulation of processing results and interpolation method of proportional application of two boundary algorithms allows 

avoiding errors in choice of the best algorithms.  
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Abstract

To ensure the protection of information processed by computer systems is currently the most important task in the

construction and operation of the automated systems. The paper presents the application justification of a new set of

features distinguished at the stage of the static analysis of the executable files to address the problem of malicious code

detection. In the course of study, following problems were solved: development of the executable files classifier in the

absence of a priori data concerning their functionality; designing class models of uninfected files and malware during

the learning process; development of malicious code detection procedure using the neural networks mathematical

apparatus and decision tree composition relating to the set of features specified on the basis of the executable files

static analysis. The paper also describes the functional model of malware detection system using the executable files

static analysis. The conclusion contains the results of experimental evaluation of the developed detection mechanism

efficiency on the basis of neural networks and decision tree composition. The obtained data confirmed the hypothesis

about the possibility of constructing the heuristic malware analyzer on the basis of features distinguished during

the static analysis of the executable files. However, the approach based on the decision tree composition enables to

obtain a significantly lower false negative rate probability with the specified initial data and classifier parameter values

relating to neural networks.

Keywords: Anti-virus protection, Malware, Neural networks, Decision trees, Heuristic analysis, Machine learning.

1. Introduction

Security of information processed by computer systems poses the most important task for building and operating

of automated systems today. Along with that, one of the most dangerous threat is computer malware that can modify

(delete) user data, steal confidential information, slowdown or disable operating system. This research substantiates

the possibility of using feature space based on the static analysis of executable files for solving the task of heuristic

malware detection using the neural networks and decision trees composition mathematical apparatus.

Today there exist different malware detection techniques. The most widely known techniques are the following

ones [1]:

– signature-based search (malicious code detection based on byte sequence which definitely characterizes it);

– heuristic search (code detection based on indirect attributes which characterize it as being malicious);

– behavioral mechanisms that affect executing forbidden operations by different processes (e.g., access to critical

memory areas or executable code injection into other processes).
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All above-listed techniques have essential weak points, i.e. they possess limited capabilities for detection of

modified and new viruses, or require the user to be involved in the decision-making process with respect to file

belonging to a certain class.

Today the antivirus software cannot guarantee 100% malware protection. The results of tests performed by AV-

Comparatives in March 2017 show that heuristic detection rate of new malware strains amounts to approximately

95-98% for most of the modern antivirus software [2].

To detect new malware, heuristic methods or more generally statistical approaches are the most promising research

trends nowadays. Some of them based on structural analysis and executable file features [3, 4, 5, 6]. One of the

solutions for increasing the effectiveness of heuristic malware detection process is the development of new tools and

techniques for malware detection. The purpose of this study is to substantiate the possibility to build a heuristic

technique for malware detection based on static analysis of executable files. The distinctive feature of the approach

suggested consists in the use of new feature space for building a heuristic detector based on the well-known machine

learning techniques, i.e. neural networks and decision trees composition. In this context, a decision on the malware

presence will be taken according to a certain law based on availability or absence of totality of features from criteria

array defined at the stage of executable file static analysis.

2. Forming feature space based on static executable files analysis

In order to substantiate the possibility of using suggested feature space for solving the task of heuristic malware

detection, the neural networks and decision trees composition technique has been applied in this study. Let us consider

the totality of the features being studied.

The whole feature space may be divided into eight conditional feature groups. Group 1 comprises the features

based on the results of characteristics evaluation for the following executable files parts: file header size, optional

header, MS-DOS header, digital certificate. Since the structure of the headers has been defined, in case of their

size change relevant attribute will be detected. Group 2 comprises the features associated with the use of packing,

archiving and encrypting utilities for executable files such as UPX, MPRESS, PeCompact etc. Group 3 comprises

information about dynamic libraries, as well as functions exported and imported by the executable file. The rate of

certain API-functions and dynamic libraries usage by malware has been precomputed. As a result, two classes have

been identified. The first class comprises API-functions by means of which malicious actions can be performed. The

second class comprises the rest of the functions. In this context, belonging to a certain class of API-functions is to be

regarded as a feature. Group 4 comprises data on digital certificates, namely, whether they are available in the file,

whether data are out-of-date or have been recalled. Group 5 comprises the features based on the information about

PE-file structure, namely, availability of anonymous section, whether overlay technique is applied, whether the first

section is available for writing, whether the control function is transferred by the file to other files, entry point address

is out of the file section boundaries, in the first or other sections, whether the last and other sections are of executable

type. Feature group 6 is formed based on the manifest, its availability, correspondence of the manifest structure to

standard format, whether the administration privilege is requested by the manifest etc. Group 7 comprises information

about executable file interface with the operating system, namely, whether the use of Structured Exception Handling

(SEH), Data Execution Prevention (DEP) and Address Space Layout Randomization (ASLR) is ignored, whether

the application is executed in Visual Basic virtual machine, whether Thread Local Storage (TLS) is used. Group 8

comprises information not included in previous seven groups; for example, whether the file contains rigidly fixed

IP-addresses, whether direct cookie links are present, whether databases are in use etc.

Each analyzed executable file is described in the form of a Boolean vector, where one means the feature is avail-

able, zero means no feature is available.

3. Static heuristic malware detection mechanisms

3.1. Machine learning detection mechanism based on static executable files analysis

To increase the effectiveness of heuristic analysis of executable files we suggest using the malware detection

technique based on neural networks. Utilization of the neural network mathematical apparatus together with the

created feature space will enable us to solve the following tasks:
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1. generating class models in the course of learning (uninfected files and malware);

2. developing malware detection procedure through the use of feature vector based on static analysis of executable

files;

3. classifying executable files without priori data on their infection with malicious code.

Solution of the task for developing the neural network malware detection technique based on static analysis of

executable files comprises two main stages as follows:

1. learning the neural network which defines malware and uninfected file classes (learning subsystem);

2. calculating output values of neural network based on the sequence of features singled out of the files analyzed,

and decision-making on files belonging to a certain class (classification subsystem).

Let us consider the learning process in detail. It consists of two main stages:

1. supervised learning the neural networks;

2. adjusting hyper parameter values for decision-making on the file infection status.

At the first stage, the neural network is learnt in a supervised mode. The network is provided with values of both

input and priori known output signals, whereas weight coefficients are subject to corrective adjustment in order to

increase the accuracy of the neural network learning.

The result of the first learning stage is a weighting coefficients matrix (model) of the learnt neural network.

At the second learning stage for the given learning set it is necessary to evaluate mistake probability values of the

first and second grade depending on the hyper parameter values, and adjust them in accordance with the requirements

to the first and second grade mistake criticality for further effective functioning of the neural network as a malware

detection tool.

As a result of the second learning stage hyper parameter values to be used for executable file classification muat

be chosen. The learning procedure result is a weighting coefficients matrix and hyper parameter values.

The detection procedure consists of two main stages [7]. During the first stage the detection system input receives

the feature sequence singled out of the file analyzed. Then the neural network output values are calculated using

weighting coefficients matrices entered into the database.

Depending on output value classifier makes a decision on the analyzed file belonging to a certain software class.

3.2. Heuristic malware detection mechanism based on decision trees composition

As an alternative approach, in order to substantiate the possibility to build heuristic malware detection tool based

on static analysis of executable files this study provides the results of classifier effectiveness evaluation based on the

decision trees composition.

As a rule, composition of algorithms is regarded as a combination of N algorithms d1(x), . . . , dN(x) in a single

one. The idea consists in learning the algorithms and averaging of the obtained responses:

a(x) =
1

N

N∑

n=1

dn(x). (1)

This formula directly answers the regression problem. For the case of binary classification d1(x), . . . , dN(x) it is

necessary to take a sign from the resulting formula:

a(x) = sign
1

N

N∑

n=1

dn(x). (2)

To build a decision trees composition [8] first it is necessary to learn the basic N algorithms on different subsets

singled out from the learning set. To single out random sets, an approach based on the random sets generation from

the learning set through removal followed by return procedure (bootstrap) has been applied in this study. At the same

time, the size of each subset amounts to 0, 632L, where L is the learning set size.

Additionally, random subspace technique [9] has been applied. The technique consists in choosing the random

subset of features for learning each basic algorithm. The number of the features chosen is a hyperparameter of the

given technique.
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4. Results and Discussion

At the learning stage for both approaches described above it is necessary to create two representative learning

sets: uninfected files and malware. A test set is to be created using the files that are not included in the learning file

set. During the pre-processing stage, a totality of features is singled out in the form of a Boolean vector from the

executable files sent to the system input.

For learning block it is required to single out a totality of feature sequences from the whole totality of files of the

representative learning set. For detection block it is required to single out a feature sequence from one file which was

received at the classification system input.

Initial data used in the study:

– 1862 uninfected files (system and program files collected from different Windows operating systems);

– 1910 malware files (authors private collection);

– 353 features singled out based on static analysis of executable files.

As a result of performed static analysis of provided file sets, a feature vector has been generated for each executable

file of both classes. Groups of performed experiments have confirmed the hypothesis that building a malicious code

heuristic analyzer based on the static analysis of executable files is possible.

To evaluate the effectiveness of the neural network technique the following initial data have been used:

– learning rate factor (constant) 0.001;

– accuracy 0.0001;

– number of iterations for reaching the required learning accuracy has been limited by 200.

Hyper parameters to adjust were [10]:

– activation function selection:

– relu, the rectified linear unit function, returns f (x) = max(0, x);

– tanh, the hyperbolic tan function, returns f (x) = tanh(x);

– logistic, the logistic sigmoid function, returns f (x) = 1/(1 + exp(−x));

– identity, no-op activation, useful to implement linear bottleneck, returns f (x) = x;

– solver function selection:

– adam refers to a stochastic gradient-based optimizer proposed by Kingma, Diederik, and Jimmy Ba [11];

– sgd refers to stochastic gradient descent;

– lbfgs is an optimizer in the family of quasi-Newton methods;

– number of hidden layers and neurons.

The first group of experiments allowed us to select appropriate activation function and solver values. Figure 1

shows the results of experimental evaluation with crossvalidation based on our dataset divided in two sets train (0.7)

and test (0.3) and combination of various parameter values.We used one hidden layer with one hundred neurons. As

a score value we selected F-measure.

A box plot (box-and-whisker plot) shows the distribution of quantitative data in a way that facilitates comparisons

between variables or across levels of a categorical variable. The box shows the quartiles of the F-measure values while

the whiskers extend to show the rest of the distribution, except for points that are determined to be ”outliers” using a

method that is a function of the inter-quartile range. The mean value is shown by line inside box. Figure 1 shows us

approximately equal three possible combination variants: logistic lbfgs, tanh lbfgs, relu adam.
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Figure 1: F-measure depending on activation function and solver combination variant.
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Figure 2: F-measure and crossvalidation time depending on activation function and solver combination variant.

Another group of experiments allowed us to select exactly one combination: tanh lbfgs, because it is the fastest

one. Figure 2 shows mean F-measure value for all variants (black dots) and blue rounds show relative crossvalidation

time.

The third group of experiments allowed us to select a number of hidden layers and neurons. The initial state was

with one hidden layer with 10 neurons. We used maximum three hidden layers with 100 neurons. The step was equal

to 10 neurons.

Table 1 shows 15 best F-measure values got during experimental evaluation sorted from max to min.
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Table 1: F-measure mean crossvalidation score depending on number of hidden layers and neurons

Hidden layer neurons
F-measure mean score

1st 2nd 3rd

20 70 80 0.99110

20 20 0 0.99109

50 10 100 0.99092

20 10 70 0.99083

20 40 40 0.99082

10 20 60 0.99074

20 30 70 0.99074

70 20 30 0.99074

20 40 0 0.99074

20 70 60 0.99073

20 50 100 0.99047

10 100 90 0.99047

20 50 50 0.99047

20 60 0 0.99047

20 10 50 0.99047

First two rows have closed values, but the first neural network configuration consists of three hidden layers, in

spite of the second one with two layers. The first one consumes for about 60% much more time to classify a test set

than the second.

The performed groups of experiments have enabled us to substantiate this hyper parameter values:

– activation function – tanh:

– solver function – lbfgs:

– 2 hidden layers with 20 neurons.

As a result of the developed malware detection technique based on neural network application the following values

have been obtained:

– Accuracy = 0.99125;

– F-measure = 0.99110;

– Sensitivity = 0.99425;

– Specificity = 0.99409.

Then the classifier has been learnt based on the decision trees composition, and the obtained result has been cross

validated. Figure 3 shows the relation between detection accuracy and number of decision trees. Along with that, the

sets of both classes have been divided with the proportion of 0.7 (learning), 0.3 (test).

The performed experimental evaluation of the developed solution allows us to substantiate the following hyper

parameters of the classifier:

– number of decision trees is 85;

– number of valuable features is 55 (figure 4).

The following evaluation values have been obtained when choosing the given parameters of the decision trees

composition classifier:

– Accuracy = 0.99240;
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Figure 3: Accurarcy value depending on number of trees.
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Figure 4: Accurarcy value depending on number of features.

– F-measure = 0.99226;

– Sensitivity = 0.99616;

– Specificity = 0.99605.

3rd International conference “Information Technology and Nanotechnology 2017” 138

Image Processing, Geoinformation Technology and Information Security / A.V. Kozachok, M.V. Bochkov, E.V. Kochetkov



5. Conclusion

It should be noted that both approaches have confirmed the hypothesis that building a malicious code heuristic

analyzer based on features singled out during static analysis of executable files is possible. However, the approach

based on the decision trees composition allows obtaining better accuracy value relative to neural network tool with

the above-mentioned initial data and classifier hyper parameter values.

The obtained values of mistake probabilities for developed prototypes comply with the requirements of the Federal

Service for Technical and Export Control [12] imposed to antivirus software.

In conclusion it should be noted that the suggested approach consisting in the application of the space of features

singled out from the executable files at the stage of static analysis and well known machine learning techniques enables

us to implement a new mechanism for heuristic detection of malicious code which provides the possibility to reveal

new and modified malware samples.
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Abstract 

In this work, we apply quantum cellular automata (QCA) to study pattern formation and image processing in quantum-diffusion Schrödinger 
metamedia with generalized complex diffusion coefficients. Generalized complex numbers have the real part and imaginary part with the 
imaginary unit 2 1i   (classical case), 2 1i   (double numbers) and 2 0i   (dual numbers). They form three 2-D complex algebras. 
Discretization of the Schrödinger equation gives the quantum Schrödinger cellular automaton with various complex–valued physical 
parameters. The process of excitation in these media is described by the Schrödinger equations with the wave functions that have values in 
algebras of the generalized complex numbers. This medium can be used for creation of the eye-prosthesis (so called the ”silicon eye”). The 
medium suggested can serve as the prosthesis prototype for perception of the bichromatic images. 
 
Keywords: Schrödinger equation; Schrödinger transform of image; quantum metamedia; quantum cellular automata; silicon eye; quantum 
image processing 
 

1. Introduction 

The metamedia (metamaterials), in which the electro dynamical, thermal and other physical parameters have "exotic" values 
(negative, imaginary, complex or quaternion ones), shows us the wonderful diversity of dynamic behavior and self-organization 
types. It is becoming more and clearer that such systems are not exclusive: when researchers try to investigate the nature of 
complex systems - chemical, biological or physical, - they find many of certain examples. In particular, this fact mainly refers to 
biological systems, because these systems are always quite far from stable state and their parameters frequently have exotic 
values. A theoretical quantum brain model was proposed in [1] using a linear and nonlinear Schrödinger wave equation. The 
model proposes that there exists a quantum process (quantum part of the brain) that mediates the collective response of a neural 
lattice (classical part of the brain). Perception, emotion etc. are supposed to be emergent properties of such compound a 
(classical-quantum) neural circuits.  

Linear and nonlinear Schrodinger equations [2,3] are important members of the family of methods for image processing, 
computer vision, and computer graphics. Schrödinger transform of image as a new tool for image analysis was first given in [3]. 
In the paper, exterior and interior of objects are obtained from Schrödinger transforms of original image and its inverse image. 
Neural networks and cellular automata (in form of a media) which are compatible with the theory of quantum mechanics and 
demonstrate the particle-wave nature of information have been analyzed in [4-6]. The studying of processes in such metamedia 
is very important for many branches of the system theory. There is no general theory of the metamedia yet, and every particular 
example of similar media, usually provides us with the examples of new dynamic or self-organization types.  

In this work, we apply quantum cellular automata to study pattern formation and image processing in quantum-diffusion 
Schrodinger metamedia with generalized complex diffusion coefficients. Generalized complex numbers have the real part and 
imaginary part with the imaginary unit 2 1i   (classical case), 2 1i   (double numbers) and 2 0i   (dual numbers). They form 
three 2-D complex algebras. Discretization of the Schrödinger equation gives the quantum Schrödinger cellular automaton with 
various complex–valued physical parameters. The process of excitation in these media is described by the Schrodinger equations 
with the wave functions that have values in algebras of the generalized complex numbers. This medium can be used for creation 
of the eye-prosthesis (so called the ”silicon eye”). The medium suggested can serve as the prosthesis prototype for perception of 
the bichromatic images. 

The rest of the paper is organized as follows: in Section 2, the object of the study (the Schrödinger equation) is described. In 

Section 3, a brief introduction to mathematical background (algebra 2
2 ( | ),  1,0i i RA  of generalized complex numbers 

a ib z ) is given (subsection 3.1) in order to understand the concept behind the proposed method. In subsection 3.2, the 

proposed method based on Schrödinger equations is explained. Next, we defined Schrödinger transform of image, discussed its 
properties and the properties of the Schrödinger transforms are analyzed. In Section 4, the basic metamedia (the Schrödinger-
Euclidean, Schrödinger-Minkowskian, Schrödinger-Galilean, Schrödinger-Yaglom) are devised and analyzed in detail. The 
simulation result and algorithm complexity are demonstrated too. Finally, we gave our conclusion in Section 5. 

2. The object of the study  

In this work the new metamedia with a complex diffusion coefficients are studied. We call such media the Schrödinger 
metamedia. Classical 2-D heat equation is: 
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2 2

2 2

( , , ) ( , , ) ( , , )
, , ,

x y t x y t x y t
D f x y t

t x y

     
      

  (1) 

where ( , , )x y t  is a function describing the media's excitement,  , ,f x y t  is an exciting source (input signal) and  D  is a 

diffusion coefficient (real number).  
The main purpose of this work is the investigation of derivative laws for Schrödinger metamedia with generalized complex 

diffusion coefficient in the form of quantum cellular automata. The generalized complex numbers [7] consist of a real part, an 

imaginary part and a generalized imaginary unit that have one of the following properties: 2 1i    (a classical case), 2 1i    

(double numbers) and 2
0 0i   (dual numbers). They form three 2-D complex algebras  2 ( | ) : | , ,i a ib a b   R z RA  where 

0, , .i i i i   There is a specific type of excitable metamedium for each kind of complex numbers: for 2 ( | )iRA  - the 

Schrödinger-Euclidian metamedium (when cl quD i D D ), for 2 0( | )iRA  - the Schrödinger-Galilean metamedium (when 

0cl quD i D D )  and for 2 ( | )iRA  - the Schrödinger-Minkowskian metamedium (when cl quD i D D ), where ,cl quD iD  are 

classical and quantum diffusion coefficients, respectively.   
Excitation of waves in metamedia are described by three Schrödinger equations with a 2 ( | )iRA -valued wave functions 
( , , )x y t . The discretization of the Schrödinger equations gives us a metamedia models in the form of three excitable cellular 

automata. Their microelectronic realizations appear to be a programmable Schrodinger metamedia [8].  
In this work, we study properties of the Schrödinger excitable metamedium in the form of a cellular automaton. The more 

detailed information about cellular automata can be found in [9]. The automaton's cells are located inside a 2D array. They can 
perform basic operations with complex numbers (in different complex algebras 2 ( | )iRA ). These cells are able to inform the 
neighboring cells about their states. Such media possess large opportunities in processing of bichromatic images in comparison 
with the ordinary diffusion media with the real-valued diffusion coefficients. The latter media are used for creation of the eye-
prosthesis (so called the "silicon eye"). The medium suggested can serve as the prosthesis prototype for perception of the 
bichromatic images [10-16]. 

3. Methods 

3.1. Mathematical background 

We consider the algebraic and geometric properties of three 2-D complex algebras  2 ( | ) : | , ,i x iy x y   R z RA  where 

0, , .i i i i   Additions for all three algebra are identical:        1 2 1 1 2 2 1 2 1 2 ,x iy x iy x x i y y        z z but multiplications 

are different [7]:  

   
   
   

 

2
1 2 1 2 1 2 1 2

2
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             , 0.  
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The conjugation operation can be defined for 2 ( | )iRA . It maps each number x iy z   to the number :x iy x iy   z . It is 

possible to define a pseudo norm using conjugation. 

Definition 1. The quadratic norm 
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The conjugation operation can be defined is called the pseudonorm of the number x iy z . It is easy to check that 
     1 2 1 2N N Nz z z z . 

Definition 2. The value of an arithmetical square root of the product of numbers  Nzz z  is called an absolute value of a 

generalized complex number z  and can be denoted as norm 
2 2

2 2 2 2 2

0
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  (2) 

This absolute value can be interpreted as a distance (elliptic, hyperbolic or parabolic) from origin to the point z . In the first 
case, the absolute value is called elliptic, in the second case we are dealing with a hyperbolic value (it can also take imaginary 
values because of the result of subtraction operation 2 2x y ) and in the third case, it is called the parabolic absolute value. The 
generalized complex planes are turned into a 2-D pseudo metrical space if they are equipped the following pseudo metrics:  
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Fig. 1. The circles in three complex spaces. 
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where 1 1 1 2 2 2,  x iy x iy   z z  
The algebra 2 ( | )iRA  equipped with pseudo metrics, form three metrical spaces with corresponding geometries: 2 ( | )iRA  is 

transformed into the Euclidean geometry, 2 ( | )iRA  - into the Minkowskian geometry and 2 0( | )iRA  - into the Galilean 
geometry. 

Definition 3. The set of all points in the generalized complex plane 2 ( | )iRA  satisfying the equation 2 2 2 2 2| | x i y r  z  is 
called 2 ( | )iRA -circle of the radius r  centered at the origin. 

There are three types of circles: 2 0( | )iRA -circle is the classical Euclidean (elliptic) circle (Fig.1a), 2 ( | )iRA -circle is the 
Minkowskian (hyperbolic) circle (Fig.1b) and 2 0( | )iRA -circle is the Galilean (parabolic) circle in the form of two parallel 
lines (Fig.1c). If x iy z  then the generalized complex number 0 /z z z  has the unit modulus if 0.z  It is easily see, that  

  ,x y
i i 
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Here ,   cos sin  are generalized trigonometric functions. In the first case ( i i ) generalized trigonometric functions coincide 

with classical (elliptic) functions: cos ,   sin    cos sin . In the second case ( i i ) they are equal to hyperbolic functions 

ch ,   sh    cos sin . The third case ( 0i i ) gives us new kinds of trigonometric functions: cg 1,   cos  

sg   sin  which will be called parabolic (or Galilean) functions. 

According to (4)-(6), an arbitrary generalized complex number with the unit modulus has the following form 

 
0 0
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i

i i i

e i i i i

i i i



 
   



 

 

  
       
   

z cos sin   (6) 

In this work, we study the diffusion equation (or the heat equation) with a diffusion coefficient in the form of a generalized 
complex number and with 2 ( | )iRA -valued wave function. We will call such equation the generalized Schrodinger equation. 

3.2. The generalized Schrödinger equation and cellular automata 

Consider the following 2-D Schrödinger equation  

 
2 2

2 2
( , , ) ( , , ) , , ,

d d d
x y t x y t f x y t

dt dx dy

 
      

 
D                                                                                        (7) 

where ( , , )x y t  is a wave 2 ( | )iRA -valued function. It describes the state ( , , )x y t  (in terms of generalized complex numbers) 
of a metamedium point with coordinates ( , )x y  at the moment t . In (7) cl quD iD D  is an 2 ( | )iRA -valued diffusion 
coefficient. If clD D R  is a real number then (7) is an ordinary diffusion (or heat) equation in the real ordinary medium (we 
will call one as the Fourier-Gauss medium). If quiD D C  is an imaginary number then (7) becomes an ordinary Schrödinger 
equation with the Plank's constant / 2quiD i m  If   2cos sin ( | ),i

cl quD iD i e i      D D D RA  then (7) is our 
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generalization of both diffusion and Schrodinger equations. In case of zero initial conditions, we can write the solution (7) in the 
form of the Cauchy integral:  
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2 -
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                                                               (8) 

This integral we will call the generalized Schrödinger transform (GST) of the initial image ( , , ).f x y t If

2/ 2 ( | ),quiD i m i  C RA  then GST is ordinary Schrödinger transform [2-6]. 
Let us introduce a 2-D regular lattice with nodes  , ,n m kx y t , where 1 ,n nx x h     1m my y h    and 1k kt t    . Here h  

and   are spaces between nodes on the space 2 2
Sp Z R and time t tZ R  lattices, respectively. For discrete Laplacian we use 

the following approximation: 
2 2

2 2

2

/ ( 1, , ) ( 1, , ) 2 ( , , ),
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/ ( , , 1) ( , , ).

n m k n m k n m k

n m k n m k n m k

n m k n m k

d dx x y t x y t x y t

d dy x y t x y t x y t

d dt x y t x y t

   

   

  

    

    

  

  (9) 

As a result, we get the 2-D discrete Schrödinger equation 
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         D
  (10) 

Now, we give the definition of a 2-D “cellular space” (2-D regular lattice) in which the cellular automaton is defined. A regular 
lattice 2 2

Sp SpZ R  consists of a set of cells (elementary automata, or electrical circuits utAu ), which homogeneously cover a 2-D 
Euclidean space. Each cell is labeled by its position   2,( , ) ( , ),  n m Spn mut x y ut n m ZAu Au  

Regular, discrete, infinite network consisting of a large number of simple identical elements in the form of elementary 
automata ( , )ut n mAu  a copy of which will take place at each node ( , )n m  of the net is called the cellular automaton (see Fig.2 
and Fig.3a). Each so decorated note will be called a cell ( , )ut n mAu  and will communicate with a finite number of other cells 

( , )ut i kAu , which determine its neighborhood ( , ) ( , )i k m nM , geometrically uniform 2( , ) ,  ( , ) Spm n m n  M M M Z .  The 
neighborhood of the cell ( , )ut n mAu  (including the cell itself or not, in accordance with convention) is the set of all the cells 

( , )ut i kAu , ( , ) ( , )i k m nM  of the network which will locally determine the evolution of ( , )ut n mAu . This local communication, 
which is deterministic, uniform and synchronous determines a global evolution of the cellular automaton, along discrete time 
steps 1k kt t    . 

In the case of 2
SpZ , the classical neighborhoods are the von Neumann’s and Moore’s ones. They are known as the nearest 

neighbors neighborhoods, and defined according to the usual norms and the associated distances. More precisely, for 
2( , ) Spi j Z , 1|| ( , ) || | | | |i j i j   and  || ( , ) || max | |,| |i j i j  will denote 1 - and  -norm respectively. Let 1  and   be the 

associated distances. Then  Von Neumann and Moore neighborhoods (Fig.2) are   1( , ) : ( , ) | ( , ), ( , ) 1m n i k m n i k  M  and 
  ( , ) : ( , ) | ( , ), ( , ) 1 ,m n i k m n i k M respectively. To each cell ( , )ut n mAu  we assign an 2 ( | )iRA -valued state 

( , , ) ( , , )n m kn m k x y t   (i.e., the media's excitement).  The dynamics of the cellular automaton are determined by a local 
transition rule, which specifies the new state 1( , , 1) ( , , )n m kn m k x y t    of a cell as a function of its interaction Von 
Neumann neighborhood configuration, according to (10), i.e., 

 
( , , 1) ( , , )

( 1, , ) ( 1, , ) ( , 1, ) ( , 1, ) 4 ( , , ) .

n m k n m k

n m k n m k n m k n m k n m k

 
    

  

         D
  (11) 

This rule shows us the relation between a state ( , , 1)n n k   of the cell ( , )ut n mAu  at the current moment time 1k   and the 
state ( , , )n m k  the same cell ( , )ut n mAu  and the states of the four neighboring cells ( 1, , ),n m k   ( 1, , ),n m k 

( , 1, ),n m k  ( , 1, )n m k   at the previous moment time k . 

 
 a)                                                        b) 

Fig. 2. Examples of interaction neighborhoods (gray and black cells) for the black cell in a 2-D square lattice 2
SpZ .Von Neumann neighborhoods ( , )m nM  

and b) Moore neighborhoods ( , )m nM . 

The global time evolution of the cellular automaton depends on an algebraic nature of the number D . If it is a real number  

clD D R then the automaton simulates the heat propagation on a 2-D plane. According to the results of analysis, in this case 
an elementary medium's cell is an ordinary RC-circuit (see Fig. 3b). It is interesting to investigate the global time evolution of 
the Schrödinger cellular automaton with diffusion coefficient in the form of a generalized complex number 
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2 ( | )cl quD iD i  D RA , where 
2 1, 0.i    The analysis shows that in this case the elementary cells of a 2-D Schrödinger 

cellular automata are not RC-circuits, but a 2-channel filters (see Fig. 3c). 

       
            a)                                                                             b)                                                                   c) 

Fig. 3. a) The 2-D cellular automaton (the Schrödinger metamedium) and b) its equivalent electrical circuit in the form of spatially distributed RC-circuit that 

simulates a simple diffusion media, c) a single cell ( , )ut n mAu  of the 2-D cellular automaton in form of a 2-channel (complex) filter. 

4. Results and Discussion 

4.1. The Schrodinger-Euclidean metamedium 

For studying the global time evolution of the Schrödinger cellular automaton we will use the fixed absolute value of D , 

namely 0.11D , which provides quite fast process of diffusion propagation in the classical case with a real-valued diffusion 

coefficient 0 0.11D D , but will not lead to the memory overflow because of extremely high values 

For a classical complex case (
2 1i   ), the diffusion coefficient can be represented in the polar form: cl quD i D  D  

2 2
0 ,i i

cl quD D e D e         where 2 2
0 ,cl quD D D    arctg / .qu clD D   An ordinary diffusion occurs when 0   (real-

valued diffusion coefficient). The quantum diffusion (for free quantum particle) occurs when / 2   (a purely imaginary 

diffusion coefficient like the one in the Schrodinger equation). It is interesting to study how the global time evolution is 
changing when the angle   runs along interval  0 / 2   .  For 0   we have the Fourier-Gaussian medium (classical 

Newton world), and for / 2   we have the Schrödinger-Euclidean medium (quantum world). On the  's increase a classical 

diffusion Fourier-Gaussian medium turns into the quantum Schrödinger-Euclidean medium. 
On Fig. 4 and Fig. 5 the results of modeling for a complex diffusion coefficient D  with different values of phase   are 

presented. Each picture is divided onto four parts: the bottom row represents a real  ( , , )x y t   and an imaginary  ( , , )x y t   

components of a wave excitement in the form of 2 ( | )iRA -valued function ( , , )x y t , the absolute value ( , , )x y t  is presented 

in the top left quarter, the phase  Arg ( , , )x y t   is shown in the top right quad.  

 
  a) 00                                                       b) 05   

Fig. 4. The excitement of the Schrödinger-Euclidean metamedium at the time 128kt   for two values of diffusion coefficient 0
iD e   D , where 00   

(the Fourier-Gaussian medium) and 05   (the Schrödinger-Euclidean metamedium). 

At the initial moment of time a single cell 0 0( , )ut x yAu  was being excited by the bichromatic Dirac delta-function 

   0 0 0 0 0 0 0 0( , , 0) ( , ,0) ( , ,0) ( , ,0) 1x y t x y i x y x y i        . In process of time, the excitement covers more and more cells 

of automaton. Fig. 4 shows the excitement of a metamedium with two diffusion coefficients: 00   (a real-valued diffusion 

coefficient) and 05   at the moment of time 128kt  . It can be seen that when 00   the excitement takes the form of the 

2D Gaussian surface (see Fig. 4a and Fig. 5a) and describes an ordinary diffusion process. Dark intensities correspond to higher 
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number values on the mentioned figures. When 05   the excitement has not very strongly marked form of a blurred wave 

packet (see Fig. 4b and Fig. 5b). The wave nature denotes on the appearance of quantum properties of the Schrodinger-Euclid 
metamedium even with small values of an angle .  

 
  a) 00                                                       b) 05   

Fig.  5. The typical excitements a) in the form of 2-D Gaussian surface in the Fourier-Gaussian metamedium and b) in the form of a wave packet in the 

Schrödinger-Euclidean metamedium ( 128kt  , 05  ). 
     
Remark 1. Note that with small angles   the absolute value of an imaginary component is significantly smaller than an 

absolute value of a real part:    ( , , ) ( , , )x y t x y t     . For this reason in       2 2
( , , ) ( , , ) ( , , )x y t x y t x y t         

 ( , , )x y t    the real value prevails. Thereby in this case (low values of  ) the real part and the absolute value of an 

excitement function have the form of a smooth Gaussian surface. For the visualization of low imaginary part, the normalization 
has been applied on a Fig 4b and Fig 5b.                                                                                                                                         

When the   value is being increased, firstly, a real part also begin to demonstrate a wave nature, and secondly the values of 

an imaginary and a real parts are flattening    ( , , ) ( , , )x y t x y t     . It is shown on a Fig. 6 that when the phase   is 

being increased, the excitement becomes more and more similar to a wave packet in form of a 2-D Gaussian surface. Inside of 
that surface the real and imaginary components are fluctuating in an antiphase (see interchanging black and white rings on a 
figure). The absolute value of an excitement has the form of a 2-D Gaussian surface. 

4.2. The Schrödinger-Minkowskian metamedium 

In this case the diffusion coefficient is a double number and the wave function ( , , )x y t  takes its values in the algebra of 

double numbers  2( | ) : | ,i z a i b a b    R RA  where 2 1.i     

 
025                                          060                                                          

Fig. 6. The excitement of the Schrodinger-Euclidean metamedium at the moment 128kt   for two values of diffusion coefficient 0
iD e   D  ( 025   

and 060  ). 

Every double number can be represented in the following polar form  1 1cosh sinhcl quD i D i       D D  

2 1( | ),ie i 
 D RA  where 2 2

0 cl quD D D  D ,  0 0arcth / .b a   Here we consider the case when cl quD D . It was 

done so to get an absolute value 2 2
cl quD D D  that doesn't appear to be a complex number. In addition, the values 2 2,cl quD D  

were chosen so that 2 2
0 0.11cl quD D D   D . Fig. 7 contains the picture of the excitement of a cellular automaton after 128 

iterations (initial excitement is the bichromatic Dirac function). 
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05                                          020   

Fig. 7. The excitement of a Schrödinger-Minkowskian metamedium at the moment 128kt   for two values of a diffusion coefficient's phase 0
iD e   D   

( 05   and 020  ). 

Unlike the previous case (when both real and imaginary values had the wave nature) in this case a real component has a 
smooth Gaussian form and real part has the form of a wave packet. It turned out that the frequency of fluctuations of real values' 
waves does not increase when the phase of a diffusion coefficient D grows. In the center of a phase image (top right quarter of 
pictures) the increase of an angle   leads to the sharper look of a zero phases ring. 

4.3. The Schrödinger-Galilean metamedium 

In this case the diffusion coefficient D  is a dual number and wave function ( , , )x y t  takes its values in the algebra of dual 

numbers  2 0 0( | ) : | , ,i z a i b a b   R RA  where 2
0 0.i   Every dual number can be represented in the following  polar form 

  0
0 0 2 01 ( | ),i

cl qu clD i D i D e i       D D RA  where , / .cl qu clD D D D  On Fig. 8 we can see the form of 

excitement process after 128 iterations from the impact of the Dirac delta-function at the initial moment of time.  
As in the previous case, a real component does not demonstrate a wave nature when an imaginary component does. What is 

more, when we increase the value of   to 045   then the average value of a real part becomes lower than the average value 

of an imaginary part, and when 045   an imaginary component begins to prevail over the real one. In addition, in this case the 

wave nature of the absolute value of a wave function is absent because of the fact that it does not include a non-zero imaginary 

part. The reason of this is that for dual numbers we have an equation 0x i y x  z . In this way the imaginary part of a wave 

function is "living on its own", it does not have an impact on an absolute value. So, it is like an invisible "ghost" that 
accompanies it. 

 
050                                          080   

Fig. 8. The excitement of a Schrödinger-Minkowskian metamedium at the moment 128kt   for two values of a diffusion coefficient's phase 0
iD e   D   

( 05   and 020  ). 

4.4. The Schrödinger-Yaglom metamedium 

The generalization of three algebra  2 ( | ) : | ,i a ib a b   R z RA , where 0, ,i i i i  , is the Yaglom algebra [7] 

 2 ( | ) : | ,k ki a i b a b   R z RA  in which we have 2
ki k R , where k  is an arbitrary real number (see Fig. 9). Particularly 

when 1,0k   an algebra 2 ( | )kiRA  turns into 2 ( | )iRA . In this algebra, the addition and multiplication rules have the 

following form: 

       1 2 1 1 2 2 1 2 1 2 ,k k kx i y x i y x x i y y        z z  

      1 2 1 1 2 2 1 2 1 2 1 2 1 2 .k k kx i y x i y x x k y y i x y x y       z z  



Image Processing, Geoinformation Technology and Information Security / V. Labunets et al. 

3rd International conference “Information Technology and Nanotechnology 2017”     147 

The conjugation operation can be defined in the algebra 2 ( | )kiRA . Such operation maps each number kx i y z  in a new 

number :k kx i y x i y   z . It is obvious that 2 2kx y  z zz . It can be easily seen that 

 2 2 2 2
cos sin ,ki

k k k k

x y x y
i i i e

x k y x k y
 

   
                     

z z z z z
z z

                                     (12) 

where 

2 2 2 2

sin
cos : ,  sin : ,  tg .  

cos
k

k k k
k

x x y y b

ax ky x ky


  


     

 z z
                                                         (13) 

In the considered case the diffusion coefficient D  is the 2 ( | )kiRA -valued complex number and the wave function  ( , , )x y t  

takes its values in the algebra 2 ( | )kiRA , where 2 .ki k  We will call the corresponding medium the Schrodinger-Yaglom 

metamedium. According to (12) every 2 ( | )kiRA -valued diffusion coefficient can be represented in a polar form: 

 2 2 2 2
cos sin .kqu qu icl cl

k k k k k
cl qu cl qu

D DD D
i i i D e

D k D D k D
 

  
                      

D D D D
D D  

Now D  depends on two parameters   and k .  The results of modeling the Schrödinger-Yaglom metamedia for different 

values of k  are shown on Fig. 10. It should be noted that the ring of zero phases (the bright one), which was inherent for the 
case with dual numbers (k = 0) also is the first inner ring of phase fluctuations for the negative values of a parameter k  (on a 
Fig. 10 0,25k    and 0,05k   ). We can see the second bright ring that is located after the first one and also after the first 
black ring. The second bright ring moves away from the point of origin when the absolute value of k  is being decreased. When 

0k   (see Fig. 10c) the mentioned ring along with the first dark one tends to infinity.  

 

Fig. 9. In every plane, that crosses the vertical of the k -parameter axis, there is an algebra  2 ( | ) : | ,k ki a i b a b   R z RA . Three planes that cross this 

axis at three points 1,0k   represent three algebras of complex numbers that were considered before. 

 
  a)                                              b)                                               c) 

Fig. 10. The excitement of three Schrödinger-Yaglom metamedia at the moment 128kt  for three values of the parameter k : a) 0,25k   , b) 

0,05k   , c)  0k   for identical values arg{ } 40.5 D  and 0.07D . 

4.5. The interference of two excitements 

Because the excitement function ( , , )x y t  frequently has a wave nature, it is very interesting to study the interference picture 

of two excitements that appears simultaneously in the different points of a metamedium.  
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Fig.11a shows us a superposition of two excitements when a diffusion coefficient is a real number. In this case both 
excitement processes appear to be 2-D Gaussian  surfaces that add up with each other in process of time. 

More interesting results can be seen on Fig. 11b-c for the Schrödinger-Euclidean metamedium with 
2arg{ } / 2  1.i     D  In that case the interference of excitements occurs, like it happens in a classical quantum 

mechanics. The results of an interference for the Schrodinger-Galilean metamedium with a dual diffusion coefficient 2( 0)i   

are presented on Fig. 11d. Let us note that white rings of the zero phases don't add up with each other like it happens in the case 
of a classical interference. They are smoothly connecting instead. 

5. Conclusion 

The metamedia with a generalized complex diffusion coefficients were first studied. Their time evolutions are described with 
generalized Schrodinger equations. The implementation of such metamedia with a cellular automaton was considered. In 
addition, this work contains the results of modeling, which shown the complex character of such media's behavior. Our future 
work will be focused on using commutative and Clifford algebras for hyperspectral image processing and pattern recognition.  

 
a)                                                       b)                                                     c)                                                     d) 

Fig. 11. The interference picture of two excitements in a) the Fourier-Gaussian medium with  2arg{ } 0 ,  1D i       (real diffusion coefficient);    b)-c) 

the Schrödinger-Euclidean diffusion media (complex diffusion coefficient ):  b) two closely located points were excited by the Dirac delta-functions at the 
initial moment of time,  c) one points were located relatively far from each other, d) the interference picture of two excitements in the Schrodinger-Galilean 

metamedium (it has a dual diffusion coefficient). 
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Abstract 

In this work, we use quantum color cellular automata to study pattern formation and image processing in quantum-diffusion Schrödinger 
systems with triplet-valued (color-valued) diffusion coefficients. Triplet numbers have the real part and two imaginary parts (with two 

imaginary units 1  and 2 , where 3 1  ). They form 3-D triplet algebra. Discretization of the Schrödinger equation gives quantum color 
cellular automata with various triplet–valued physical parameters. The process of excitation in these media is described by the color 
Schrödinger equations with the wave functions that have values in triplet algebras. The color Schrödinger metamedia can be used for creation 
of the eye-prosthesis. The color metamedium suggested can serve as the prosthesis prototype for perception of the color images. 
 
Keywords: Color Schrödinger equation; color Schrödinger transform; color metamedia; cellular automata; silicon eye; color image processing 
 

1. Introduction 

    Diffusion and Schrödinger equations (linear and nonlinear) [1,2] and real-valued Gauss, complex-valued Fresnel and 
Schrödinger transforms associated with them are important members of the family of methods for image processing, computer 
vision, and computer graphics. Schrödinger transform of image as a new tool for image analysis was first given in [2]. Neural 
networks and cellular automata (in form of a media) which are compatible with the theory of quantum mechanics and 
demonstrate the particle-wave nature of information have been analyzed in [3-5]. The studying of processes in such metamedia 
is very important for many branches of the system theory. There is no general theory of the metamedia yet, and every particular 
example of similar media, usually provides us with the examples of new dynamic or self-organization types.  
       In this work, we apply quantum cellular automata to study pattern formation and image processing in quantum-diffusion 
Schrödinger metamedia with triplet-valued diffusion coefficients. Triplet (color) numbers [6] contain one real and two imaginary 

components with two hyper-imaginary units 1  and 2  and the following property 3 1:    1 2r g b   C , where , ,r g b  are 

real numbers. The numbers 1 2r g b   C  are called triplet or color numbers.  They form a 3-D triplet (color) algebra 

 1 2 1 2
3 3( ) ( |1, , ) : | , , .r g b r g b         R RA A C  If the diffusion coefficient in the Fourier diffusion or Planck’s 

constant in the Schrödinger equations are a triplet number 1 2r g b   D  then both equations are turned into the color 

Schrodinger equation. It describes the process of excitement in the so-called color Schrodinger metamedium with 3 ( )A -valued 

(color) wave function 1 2( , , ) ( , , ) ( , , ) ( , , ) |r g bx y t x y t x y t x y t        . 

    In this work, we study properties of the color Schrödinger excitable metamedium in the form of a cellular automaton. The 
more detailed information about cellular automata can be found in [7]. The automaton's cells are located inside a 2D array. They 
can perform basic operations with triple (color) numbers (in color algebra 1 2

3 ( | 1, , ) RA ). These cells are able to inform the 

neighboring cells about their states. Such media possess large opportunities in processing of color images in comparison with the 
ordinary diffusion media with the real-valued diffusion coefficient.  

    The rest of the paper is organized as follows: in Section 2, the object of the study (the color Schrödinger equation) is 
described. In Section 3, a brief introduction to mathematical background (color algebra 1 2

3 3 ( | 1, , )  RA A  of triplet numbers 
1 2r g b   C ) is given (subsection 3.1) in order to understand the concept behind the proposed method. In subsection 3.2, the 

proposed method based on color Schrödinger equations is explained. Next, we defined Schrödinger transform of color image, 
discussed its properties. In Section 4, the basic color metamedia (the color Schrödinger-Euclidean, color Schrödinger-
Minkowskian, color Schrödinger-Galilean and color Schrödinger-Yaglom) are devised and analyzed in detail. The simulation 
result and algorithm complexity are demonstrated too. Finally, we gave our conclusion in Section 5. 

2. The object of the study  

    In this work, we apply quantum cellular automata to study pattern formation and image processing in color quantum-
diffusion Schrödinger metamedia with triplet-valued diffusion coefficients:  

 
2 2

2 2

( , , ) ( , , ) ( , , )
, , ,

x y t x y t x y t
f x y t

t x y

     
      

D   (1) 

where 
1 2( , , ) ( , , ) ( , , ) ( , , )r g bx y t x y t x y t x y t         is a color wave function that describes excitement of medium,

  1 2, , ( , , ) ( , , ) ( , , )r g bf x y t f x y t f x y t f x y t     is an exciting color source (input color signal) and 1 2r g b   D  is color-

valued diffusion coefficient. It describes the process of excitement in the so-called color Schrodinger metamedium with 3 ( )A -

valued (color) wave function ( , , )x y t . Discretization of the color Schrödinger equation gives a color quantum Schrödinger 
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cellular automaton with various triple–valued physical parameters. Their microelectronic realizations appear to be a 
programmable Schrodinger metamedia [8]. The main purpose of this work is the investigation of time evolution for color 
Schrödinger metamedia in the form of quantum cellular automata with triplet diffusion coefficients. The automaton's cells are 
located inside a 2D array. They can perform basic operations with triple (color) numbers (in color algebra 1 2

3 ( | 1, , ) RA ). 

These cells are able to inform the neighboring cells about their states. Such media possess large opportunities in processing of 
color images in comparison with the ordinary diffusion media with the real-valued diffusion coefficients. The latter media are 
used for creation of the eye-prosthesis (so called the "silicon eye"). The medium suggested can serve as the prosthesis prototype 
for perception of the color images [9-15]. 

3. Methods 

3.1. Mathematical background. Triplet algebra 

        Let us consider the algebraic and geometric properties of the triplet algebra 1 2
3 3 ( | 1, , ) :  RA A  

 1 2 | , ,r g b r g b     RC . The addition and product of two triplet numbers 2
1 1 1 1( )r g b   C  and 

2
2 2 2 2( )r g b   C   are given by [6]: 

         1 2 1 2 1 2
1 2 1 1 1 2 2 2 1 2 1 2 1 2 ,r g b r g b r r g g b b                 C C     

     2 2 2
1 2 1 1 1 2 2 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2( ) ( ) .r g b r g b r r b g g b g r r g b b b r g g r b                        C C     

It is useful to introduce the following triplet numbers  2: 1 /3lum    e , 2 2
3 3: (1 ) / 3,chr      E  where 

 3 exp 2 / 3i   . It is easy to check 2 2, = ,  0lum lum chr chr lum chr chr lum  e e  E E e E E e . Hence, ,lum chre E  are orthogonal idempotents 

(projectors) and every triplet (color) number 2 r g b   C  can be represented in the form of the linear combination of a 

"scalar" lum luma e  and "complex" chr chrz E  components  ,lum lum chr chr lum chra z a z    e EC  in the idempotent basis  ,lum chre E , where 

e ,  ,lum lum lum chr chr chra z     e E E= C C  because 
2

2

e ( ) ,

( ) .

lu lu lu ch ch lu lu lu ch ch lu lu lu

ch lu lu ch ch ch lu lu ch ch ch ch ch

a z a z a

a z a z

           

           

e E e e E e e

E e E E e E Z E E

C =

C
    

We will call real numbers luma R  the luminance numbers and complex numbers chrz  C  - the chromatic numbers. Obviously,  
1 2 1 2

1 2

1 1 2 2 1 1 2 2
1 2 1 2

1 1
( ) ( ) ,

3 3

1 1
( ) ( ) .

3 3

lum lum lum

chr chr chr

a r g b r g b

z r g b r g b

    

          

   
        

   
        

e e

E E

C

C

    

Hence, 1 2 3
,  ( ).

2 2lum chr

g b
a r g b z r g b r i g b  

           
 

 In the new duplex representation two main arithmetic 

operations have the simplest form:  

       
       

,

.

lum lum chr chr lum lum chr chr lu lu lum chr chr chr

lum lum chr chr lum lum chr chr lu lu lum chr chr chr

a z b w a b z w

a z b w a b z w

              

            

e E e E e E

e E e E e E

C B

C B
    

Consequently, a color algebra 3( )A  is the direct sum of real R  and complex C  fields:  3 .lu ch      R e C E R CA  It 

is known that every 2-D complex number x iy z  can be represented geometrically by the modulus x iy z  

2 2x y   z   and by the polar angle  arctg /x y  . The modulus   is multiplicative and the polar angle  is additive 

upon the multiplication of ordinary complex numbers. The triplet numbers introduced in this section have the form 
 the variables ,r g  and b  being real numbers. In a geometric representation, the triplet number 

 is represented by the point ( , , ),C r g b  or as a 3-D vector with coordinates ( , , )r g b in the 3-D color space 
3
co lR  (see Fig. 1). 

    Let the point O be the point of the origin of the , ,R G B  axes, and 
A c hT  will be the line, which contains the points with equal 

coordinates r g b   (it is called an achromatic diagonal). The luminance numbers luma  lie on this achromatic diagonal. 

Also let ( )M lua  be the plane 
lumr g b a    that is perpendicular to an achromatic axis 

A c hT ; this plane intersects it on a 

range luma  from the point of origin O. It is called a chromatic plane. It contains chromatic numbers chrz . 
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a)                                                                                 b) 

Fig. 1. a) The geometrical representation of a triplet number 2r g b   C=  in the form of a 3D vector   3, , colr g b  RC=  or as a point 

3( , , ) colC r g b RC=  in 3-D color space 3
co lR . The geometrical characteristics have the following values:   / 3,luma r g b     

 2 2 2 2 2, , argchr lum chr chrd r g b R d a z      b) the color cube, it's achromatic diagonal and chromatic plane. 

 

  
Fig. 2. The relation between an angle ( , , )chr x y t  and hue ( , , ).chrH x y t  

    Obviously, a vector 2 ( , , )r g b r g b    C=  can be described: 1) by the projection luma  of  a line segment OC  on a 

line 
A c hT , i.e. by the luminance component and 2) by a complex number chrz  in the chromatic plane. Besides, the absolute value 

of this number appears to be the range 
chrz  from ( , , )C r g b  to this line, i.e. it describes the saturation (which is marked by the 

symbol 
chr chrS z ) of a triplet number 2r g b   C  and the azimuth angle  argchr chrz   represents its color hue (which 

we can mark by the symbol  argchr chr chrH z  ) according to Fig. 2. 

3.2. The generalized Schrödinger equation and cellular automata 

    Let a diffusion coefficient 1 2r g b   D  in the Schrödinger equation  

 
2 2

1 2
2 2

( , , ) ( , , ) ( , , )
( ) , , ,

x y t x y t x y t
r g b f x y t

t x y

   
   

         
  (2) 

be a triplet number, where 1 2( , , ) ( , , ) ( , , ) ( , , )r g bx y t x y t x y t x y t         is a color wave function that describes excitement of medium, 

  1 2, , ( , , ) ( , , ) ( , , )r g bf x y t f x y t f x y t f x y t     is an exciting color source (input color signal). Color wave function ( , , )x y t  

describes time evolution of state ( , , )x y t  (in terms of triplet numbers) of a metamedium point with coordinate ( , )x y . If 

clD r  RD  is a real number and ( , , ) ( , , )rx y t x y t   then (2) is an ordinary diffusion (or heat) equation for the real 

ordinary medium (we will call one as the Fourier-Gauss medium). If quiD  CD  is an imaginary number and 

( , , ) ( , , ) ( , , )cl qux y t x y t i x y t     then (2) becomes an ordinary Schrödinger equation with the Plank's constant / 2quiD i m  

for ordinary quantum Schrödinger medium.  If 2 ( | )cl quD iD i   RD A  and ( , , ) ( , , ) ( , , )cl qux y t x y t i x y t     then (2) is 

bichromatic Schrödinger equation for bichromatic quantum Schrödinger metamedium [16]. It is a generalization of both 
diffusion and Schrödinger metamedia.  

    In case of zero initial conditions, we can write the solution of (2) in the form of the Cauchy integral:  

  
   

   
2 2
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2
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                                                               (3) 

This integral we will call the color Schrödinger transform (GST) of the initial image ( , , ).f x y t  If 

2/ 2 ( | ),quiD i m i  C RA  then GST is ordinary Schrödinger transform [1-5]. 

    Let us introduce a 2-D regular lattice with nodes  , ,n m kx y t , where 1 ,n nx x h     1m my y h    and 1k kt t    . Here h 

and   are spaces between nodes on the space 2 2
Sp Z R and time t tZ R  lattices, respectively. For discrete Laplacian we use 

the following approximation: 
2 2

2 2

2

/ ( 1, , ) ( 1, , ) 2 ( , , ),
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/ ( , , 1) ( , , ).

n m k n m k n m k

n m k n m k n m k

n m k n m k
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d dy x y t x y t x y t

d dt x y t x y t
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As a result, we get the 2-D discrete color Schrödinger equation 

 
( , , 1) ( , , )

( 1, , ) ( 1, , ) ( , 1, ) ( , 1, ) 4 ( , , ) .
n m k n m k

n m k n m k n m k n m k n m k

x y t x y t

x y t x y t x y t x y t x y t

 
    

  

         D
  (5) 

Now, we give the definition of a 2-D “cellular space” (2-D regular lattice) in which the cellular automaton is defined. A regular 

lattice 2 2
Sp SpZ R  consists of a set of cells (elementary automata, or electrical circuits utAu ), which homogeneously cover a 2-D 

Euclidean space. Each cell is labeled by its position   2,( , ) ( , ),  n m Spn mut x y ut n m  ZA u A u  

    Regular, discrete, infinite network consisting of a large number of simple identical elements in the form of elementary 
automata ( , )ut n mAu  a copy of which will take place at each node ( , )n m  of the net is called the cellular automaton (see Fig.2 

and Fig.3a in [16] ). Each so decorated note will be called a cell ( , )ut n mAu  and will communicate with a finite number of other 

cells ( , )ut i kAu , which determine its neighborhood ( , ) ( , )i k m nM , geometrically uniform 
2( , ) , ( , ) Spmn mn  M M M Z .  The 

neighborhood of the cell ( , )ut n mAu  (including the cell itself or not, in accordance with convention) is the set of all the cells 

( , )ut i kAu , ( , ) ( , )i k m nM  of the network which will locally determine the evolution of ( , )ut n mAu . This local communication, 

which is deterministic, uniform and synchronous determines a global evolution of the cellular automaton, along discrete time 
steps 1k kt t    . 

    In the case of 2
SpZ , the classical neighborhoods are the von Neumann and Moore ones. They are known as the nearest 

neighbors neighborhoods, and defined according to the usual norms and the associated distances. More precisely, for 
2( , ) Spi j Z

, 1|| ( , ) || | | | |i j i j   and  || ( , ) || max | |, | |i j i j   will denote 1- and  -norm respectively. Let 1  and   be the associated 

distances. Then  Von Neumann and Moore neighborhoods (Fig.2) are   1( , ) : ( , ) | ( , ),( , ) 1m n i k m n i k  M  and 

  ( , ) : ( , ) | ( , ),( , ) 1 ,m n i k m n i k M respectively. To each cell ( , )ut n mAu  we assign an 2 ( | )iRA -valued state 

( , , ) ( , , )n m kn m k x y t   (i.e., the media's excitement).  The dynamics of the cellular automaton are determined by a local 

transition rule, which specifies the new state 1( , , 1) ( , , )n m kn m k x y t    of a cell as a function of its interaction Von 

Neumann neighborhood configuration, according to (5), i.e., 

 ( , , 1) ( , , ) ( 1, , ) ( 1, , ) ( , 1, ) ( , 1, ) 4 ( , , ) .n m k n m k n m k n m k n m k n m k n m k                 D  (6) 

This rule shows us the relation between a state ( , , 1)n n k   of the cell ( , )ut n mAu  at the current moment time 1k   and the 
state ( , , )n m k  the same cell ( , )ut n mAu  and the states of the four neighboring cells ( 1, , ),n m k   ( 1, , ),n m k 

( , 1, ),n m k  ( , 1, )n m k   at the previous moment time k . 

4. Results and Discussion 

4.1. The Schrodinger-Euclidean metamedium 

We can write the Schrödinger equation (2) in the idempotent basis  ,lum chre E . Because  
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the equation (2) breaks down onto two equations:  

   
a)                                        b)                                               c)                                              d) 

Fig. 3. The state of the color Schrodinger-Euclidean metamedium at moments a) 16kt   and b) 210kt  , when ,  0lum chr chrD S     

and c) 13kt   and d) 120kt  , when ,  0.lum chr chrD S    
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  (7) 

one for a luminance and other - for a chromatic components.  

    Obviously, 
( , , ) ( , , )( , , ) ( , , ) ( , , ) ,chr chri x y t i H x y t

chr chrx y t x y t e S x y t e       where  ( , , ) ( , , ) ,  ( , , ) ( , , )chr chr chrS x y t x y t H x y t x y t     

are the saturation and the hue of a wave function, respectively. The relation between an angle ( , , )chr x y t  and a color hue 

( , , )chrH x y t  is shown on a Fig. 2.    The first expression in (7) is the equation of a heat conduction with a real-valued diffusion 

coefficient lum D D DD r g b   . It describes the time brightness evolution ( , , )lum x y t  of a wave function ( , , )x y t . The second 

expression appears to be the Schrodinger equation with a complex diffusion coefficient 
3

( ).
2 2

D D
chr D D D

g b
D r i g b

     
 

 It 

describes the time hue evolution ( , , )chr x y t  of the wave function. 

    For the modeling results representation we will use the cellular automaton, in which the cell's states are shown as color 
pixels (as triplet numbers). The sum of four Dirac's delta-functions (red, green, white and blue) as an input signal  , ,f x y t . On 

Fig. 3 these functions are represented as four points of the corresponding colors. Each figure consist of four parts: the top left 
quarter shows the resulting RGB picture (i.e. presents wave function ( , , )x y t  in the RGB format), the top right part shows the 

luminance component ( , , )lum x y t  of a color wave function, the bottom left one shows the saturation ( , , ) ( , , )chr x y t S x y t   

and the last one represents the color tone ( , , )chr x y t .     

    Initially we will consider time evolution of the Schrodinger-Euclidean metamedium for the "balanced" chromatic and 
achromatic parameters chri H

lum lum chr chrD D S e      e E  where ,  0lum chr chrD S   , i.e.  lum lum chrD D  e E . In this case we 

take the equal values of a diffusion coefficient's luminance and saturation, when the chromatic phase is equal to zero: 
,  0lum chr chrD S   . The results of a simulation for this case are shown on Fig. 3a ( 16kt  ) and Fig. 3b ( 120kt  ). Fig. 3c-d 

shows the process of a color excitement's propagation in a color metamedium, which diffusion coefficient has the low value of 
saturation ( ,  0lum chr chrD S   ). The achromatic components on all illustrations in this work are inverted to reduce the amount 

of dark colors for a better visual perception of pictures. Therefore, the darker colors mean higher values of excitement. Note that 
chromatic parts of all spots are spreading slower than achromatic ones: the size of spots in the top right quad (excitement's 
luminance representation) is bigger than in the bottom left one (excitement's saturation representation). 

    Results that are more interesting can be obtained when we increase the value of a color hue chr  of a diffusion coefficient. 

As an input signal we use a single red-colored Dirac's delta-function that is affecting the central point of a cellular automaton. 
For a comparison, it is important to see the excitement of cellular automaton with a zero color hue 0chr    (when 

0.11lum chrD S  ). The results are presented on Fig. 4. This picture shows only resulting RGB images (the top part) and cells' 

chromatic phases (the bottom part). Also, note the Fig 5. 
   

a) 
b) 

c) 

Fig. 4. The state of time evolution of the color Schrodinger-Euclidean metamedium at moments 0,  10,  70,  160kt   

) 0    ) 0chr chr chra b c          ). 
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4.2. The Schrodinger-Yaglom color metamedia 

    The chromatic plane, in which ch r c h ri i H
ch r ch r ch rD D e S e      lays, appears to be a classic complex algebra with 2 1.i    

It is interesting to study a color metamedium with a chromatic plane in the form of another two complex algebra with 2 1i    

and 2
0 0i   [17] , i.e. with the following chromatic components:  

ch chi i H
chr chr chD D e S e    

 
and 0 0 .ch chi i H

chr chr chD D e S e     

We will call such media the color Schrodinger-Yaglom metamedia. The Fig. 6a contains excitements for color Schrodinger- 
Galilean metamedium at the moment of time 128kt   (for the same input signal as in the previous case) for different values of 

the hue of the diffusion coefficient ( 5 , 40 , 60chr      ). As we can see on a Fig. 6b, the further increase of the hue (for 

diffusion coefficient) 70 , 89 , 90chr       leads to the fast concentration and contraction of a phase circle in the middle of 

the bottom right square. In addition, our red-colored initial point completely turns into a spot with a pearl halo when the hue of 
the coefficient D   reaches 90chr   . In addition, we should mention that values arg{ }chr chrD   do not produce any new 

phenomena because of the periodic nature of trigonometric functions. Indeed, the color excitement with 0arg{ } 90chr chrD    

turns out to be the inverted (by a color tone) excitement of a metamedium with arg{ } 90chr chrD     (see the Fig. 7a that is 

quite similar to Fig. 6b).  
    The example of the excitement of the Schrödinger-Minkowskian metamedium with a chromatic component of a diffusion 

coefficient in the form of a double number chr chi i H
chr chr chrD D e S e      is shown on a Fig. 7b. 

   
Fig. 5. The typical form of an excitement for Schrodinger-Euclidean metamedium under the impact of an input white Dirac's delta-impulse. 

a) 

b) 

Fig. 6. The state of time evolution of the color Schrodinger-Galilean  metamedium (
2 0i  ) at the moment 128kt  : a) 5 , 40 , 60chr      , 

b) 70 , 89 , 90chr       

4.3. The excitement of the color Schrödinger metamedium by a moving source 

      Let the excitement function  , ,f x y t  in equation (2) be the Dirac delta-function that is moving on the circle with a 

radius R  and the center at the point  0 0,x y . The source has an angular velocity  : 
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   0 0, , cos( ), sin( ) ,f x y t x R t y R t          where    2 2 2
0 0( ) ( ) .x x t y y t R     It means that we have a moving quantum 

particle in a color metamedium.    Firstly, we will research the color Schrodinger-Euclidean metamedium with the chromatic 

component in the form of a classical complex number chr chri i H
chr chr chrD D e S e      that has a relatively low chromatic phase 

value chr  of chrD . The Fig.8a-b demonstrates the results of modeling for this case.  

a) 

b) 
                                                     

Fig. 7. a) The excitement of a color Schrödinger-Galilean metamedium (
2 0i  ) at the moment 128kt   for the diffusion coefficients with hues 

100 ,130 ,175chr     ; b) The excitement of the color Schrödinger-Minkowskian metamedium (
2 1i  ) at the moment 128kt   for the diffusion 

coefficients with hues 100 ,130 ,175chr      

    
                               a) 5chr                              b)

 
60chr                                c) 74chr  

                             
d)

 
85chr    

Fig. 8. The excitement of the color Schrödinger-Euclidean metamedium by a particle moving on a circular trajectory ( 128kt  ). 

 
                                                                            a) 70chr  

                              
b)

 
90chr    

Fig. 9. The excitement of the Schrödinger-Galilean metamedium by a particle moving on a circle ( 100,kt   2
0 0i  ).   

    When the chromatic angle chr  values are small (low color tone) then chrD 's excitement fluctuation components, that are 

perpendicular to the movement trajectory, are almost absent. We only can see the parts of fluctuations that exist along the 
trajectory. When values of the chromatic angle chr  (hue) are being increased, we can observe the excitement's fluctuations that 

are perpendicular to the trajectory of a movement. Also the interference of a "tail" and "head" parts becomes visible (see Fig. 8c-
d). 
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    Different results can be obtained for color media with a chromatic component in the form of a double 0 chri
chr chrD S e    and a 

dual 0 chri
chr chrD S e    number. For example, when we use a dual number 0 chri

chr chrD S e    the alteration of arg{ }chr chrD   leads 

to some interesting and even more unusual consequences. The Fig. 9 shows the pictures of an excitement at the moment 
100kt   for the quite high values of a phase chr  (the picture of an excitement changes weakly for the wide range of chr 's 

values). It can be seen that in the case of a Schrödinger-Galilean metamedium, the growth of a Dchr 's phase causes the increase 
of a violet and pearl color amounts (on condition that the moving particle has a red color). Particle trail's halo on the right part of 
Fig. 9 is quite bright, but there are no cells with high lightness and saturation parameter values in the investigated area. It is 
caused by irregular laws of the behavior of the chromatic component for this metamedia type. 

 
a)                                          b) 

Fig. 10. The interference of four excitements at the moment 128kt   in a) the Schrodinger-Galilean metamedium (
2 0i  ) and b) the Schrödinger-

Minkowskian metamedium (
2 1i  ) metamedia ( 50chr    in both cases). 

4.4. The interference of excitements in the color Schrödinger metamedia 

     The process of excitement's interference in Schrödinger-Euclidean metamedia has a classic character. The results of a 

simulation for Schrodinger-Galilean ( 2 0i  ) and Schrödinger-Minkowskian ( 2 1i  ) metamedia are shown on Fig. 10a and 
Fig. 10b, respectively. It can be seen on Fig. 10a that in the Schrödinger-Galilean metamedium the collision of different-colored 
excitements produces unusual rays in the areas where an occlusion happened. There are no such phenomena in the Schrodinger-
Euclidean and in the Schrödinger-Minkowskian metamedia. 

 
a)                                          b) 

Fig. 11. a) The excitement function (input image) 0( , , 0)f x y t   of the color Schrödinger-Euclid metamedium at the initial moment 0 0t  ; b) The 

excitement of this metamedium at the moment 128kt  . The metamedium has broken the image onto the areas of uniformity with respect to brightness and 

hue at this time. 

4.5. Some applications of the color Schrödinger metamedia 

    Let the excitement function 2
0( , , 0) ( , , 0) ( , , 0) ( , , 0) ( , , 0) ( , , 0)r g b lum lum chr chrf x y t f x y f x y f x y f x y f x y        e E  in 

(2) represents a color RGB image at the moment 0 0t  . Then the color wave function 

2( , , ) ( , , ) ( , , ) ( , , ) ( , , ) ( , , )r g b lum lum chr chrx y t x y t x y t x y t x y t x y t             e E                                      (8) 

shows us the time evolution of initial image 0( , , 0) ( , , 0)f x y t x y  . As an example of such image, we take a flower in an 

RGB format (see Fig. 11b, top left quarter). The luminance component ( , , )lum x y t  of wave function (8) represented in the 

bottom left part of Fig. 11b, the saturation component ( , , )chr x y t  - in the top right quarter and the hue  ( , , ) arg ( , , )chrx y t x y t   

- in the bottom right part. 
One of the most important tasks in the digital processing of color images [18] is the distinguishing of image's parts, 

where some of its components have uniform values. It is the uniformity areas detection, for example, we can detect the areas 
with a similar brightness, saturation or color tone, etc. Usually one has to perform such operation before starting the image 
segmentation by some parameter. It turns out that color Schrödinger metamedia are able to implement such operations. Fig. 11b 
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shows the excitement of a Schrödinger-Euclidean metamedia at the moment 128t  after an impact that is represented as an 
image, which was described previously. It is easy to see that by this time the metamedia has broken the initial image onto areas 
of uniformity by luminance and by color tone. Fig. 12 and Fig. 13 shows the excitements of the Schrödinger-Galilean and 
Schrödinger-Minkowskian metamedia at the moments 0,32,64,128,160kt   and 0,84kt  , respectively, after an input impact in 

the form of an initial image. 

5. Conclusion 

    The metamedia with triplet (color) diffusion coefficients were first studied. Their laws of functioning are described by color 
Schrodinger equations. Simulation of these equations in the form of quantum cellular automata was considered. The results of 
modeling that were shown in this work demonstrate the complex character of the time evolution of such metamedia. Our future 
work will be focused on using commutative and Clifford algebras for hyperspectral image processing and pattern recognition.  

 
Fig. 12. The excitement of a Schrödinger-Galilean metamedia at moments of time 0,32,64,128,160kt   when an input signal had the form of the 

initial image in the top left quarter. 

 
a)                                          b) 

Fig. 13. The excitement of a Schrödinger-Minkowskian at the moment of time 0,84kt   when an input signal had the form of an image. 
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Abstract 

Nowadays the multi-layer computed tomography (CT) shots with contrast dye used for detection of small pathological growths regions are 

widespread in medical clinics. Although, CT study with contrast dye use has contraindications and is much more expensive for patients than 

study without use of dye. This article proposes the algorithm based on segmentation of multi-layer CT (without dye use). The algorithm allows 

to automatically identify pathological growths and to detect studying object regions. Algorithm also evaluates parameters of small objects and 

sinuses, which occupy only small part of initial CT layers, with high accuracy. 

 

Keywords: Image analysis; computed tomography; computer-aided diagnosis; parameterization; software development 

1. Introduction 

X-ray computer tomography (CT) was developed in the 1970s and mass adopted in 1980s. Now CT is widely used for 

meeting different diagnostic needs in outpatient and inpatient medical care. Accessibility of CT scan devices led to the 

development of computer-aided diagnosis (CAD) systems, whose task is to increase the accuracy and speed of diagnosis 

process. CAD systems provide medics an additional data extracted from CT scans. Currently, medics are just beginning to use 

CADs in their everyday medical practice, but CAD development fundamentals is actively developing field of research [1, 2]. 

Some cases require to evaluate numerical parameters of small anatomical structures (such as measuring the volume of maxillary 

sinus and examining it if there are the pathological growths). This article proposes the algorithm that allows to calculate 

automatically the parameters of CT scan objects, including sinuses and small structures taking a small part of the picture. 

The development of multi-layer CT has led to increased speed and effectiveness of medical examination. Array of multi-layer 

CT layers represents comprehensive information about inner structure of the examining object. Nowadays, there is a lot of CT 

visualization improvement [3, 4] and 3D-reconstruction methods are developed [5, 6, 7]. They can simplify CT scan reading 

process, but can’t lead to automatic parameter evaluation. Also, there are some methods that analyze CT layers separately, for 

example pulmonary nodes classification methods [8, 9, 10]. This kind of methods is suitable for object classification problems, 

which can be solved with the use of neural networks [11]. All these methods can’t be used for automated parameterization of 

small anatomic structures situated in small part of CT layers.  

Nowadays the CT study with the use of contrast dye is widely used for detection of small pathological growths areas. The CT 

of maxillary sinus with contrasting should be performed after studying without contrasting. The purpose of this additional study 

is the differentiation of the maxillary sinus growth (such as cyst, polypoid growths, etc.). Contrast dye accumulates in tumor 

cells and marks them at CT scan layers, as a result soft tissues become distinctly visible. However, the CT study with use of 

contrast has contraindications. It is significantly more expensive and requires additional CT session. The article proposes CT 

scan segmentation algorithm that implements detection of the anatomic structure area and allows automatic detection of the 

pathological growths on CT scans, which are taken without contrast dye use. 

2. The structure of multi-layer CT scan 

A multi-layer CT scan structure gives a possibility for medics to receive comprehensive information about inner structure of 

scanned objects. Thickness of a single layer can vary (within tomograph capabilities) and is selected depending on specifics of 

the studied organs. Distinctive feature of multi-layer CT is placement of the studied objects on several layers at once. Each layer 

of a tomogram projection gives exact value of tissue density displayed by the corresponding pixels in a picture. The pixels have 

gradation of color from light to dark shades of gray. The gray shade is lighter, the tissue within pixel is denser. Thus, 

corresponding to studying object pixel set contains an object structure comprehensive data and allows its automated analysis and 

study [12]. 

Because of low brightness resolution of monitors that can’t represent whole range of possible densities, every CT scan has its 

own density range called “Hounsfield scale”. Density of any tissues shown on CT layer is measured in Hounsfield units. This 

range is selected depending on type of studying object. The tissues inside the “Hounsfield scale” are represented by shades of 

grey, which brightness is in direct ratio of the tissue density, while tissues outside the range are representing by black or white 

color (less than minimum or more than maximum, respectively). This range is set by a two numbers - center and width. CT scan 

layer example is shown on fig. 1. Values W: 90 and C: 40 (Hounsfield units) are width and center of Hounsfield scale.  
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Fig. 1. CT layer example, which contains Hounsfield Scale information. 

3. The algorithm for automated small object parameterization 

Consider the proposed automated object parameterization algorithm and the exemplary problem of maxillary sinus study. 

Task of automated object parametrization has been divided into two subtasks: 

- CT layers segmentation (finding an object region and corresponding subset of pixels related to this object); 

- Object pixels analysis (evaluating required parameter values of the object of study). 

Proposed CT layer segmentation algorithm starts from receiving from user a set of CT layers. Then user should specify starting 

point of studying object search and set the criterion value, required for checking the pixels belonging to this object. This 

criterion applies as a threshold value in further algorithm performance and can be specified as a brightness value for layer pixels 

in range of 0 (black) to 1 (white) or as density value for tissues (in Hounsfield Units). Fig. 2 represents developed software 

graphic user interface with loaded set of CT layers. 

Fig. 2. Developed software graphic user interface with CT layers loaded. 

 At first, object related pixel subset contains only one starting pixel specified by user by clicking on the CT layer. Then every 

other pixel adjacent to object region is compared with object belonging criterion. Pixel is added to object related pixel set if it 

fits the criterion, otherwise it is marked as an object region border pixel. These pixels don’t extend the object related region, but 

they can be useful later. 
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In case the object border on a separate layer of a picture isn't closed, and it needs to be completed, the algorithm performs the 

following operations. Set of existing border pixels allows doing an object border restoration. Although algorithm puts a 

restriction for the starting layer to have a closed borderline. Pixel search process on the starting layer ends when all object’s 

adjacent pixels are checked and there is no possibility to extend studying object region, then algorithm performs possible 

extensions of object region to adjacent layers while it’s possible. Every new layer should be processed the same way as first  

layer, but starting pixel set is defined by object region on previous layer. If adjacent layer hasn’t got any pixels that fit the 

criterion, region extension in this direction stops. Segmentation algorithm completes when there are no further possibilities for 

region extension. 

CT layers without closed object region borderline require additional borderline finding, which allows to strictly identify 

which part of layer is refers to studying object. Before examining next layer, algorithm performs extrapolation for area value 

prediction. If current region area significantly exceeds predicted value, it’s borderline got unclosed character and region 

extension to this layer cancels. Set of pixels referring to external borderline has a shape of curved line. Algorithm searches for 

center of borderline, which divides its pixels to two subsets, then checks all pixel combinations from first and second subset. 

Borderline closes with line built through pair of points, which have highest w value, which shall be determined from the 

following equation: 

l
w

d




 ,   

where l – length of borderline piece between two points, d – distance between those points.  

α и β  rates are needed to receive a few possible optional border closings and to choose the one that leads to area value which 

better fits the prediction. Fig. 3 shows fragment of initial CT layer (left) and borderline detection and closing (right). Squares 

mark the center of borderline and points, which has been chosen for borderline closing. 

Fig. 3. CT layer example (left) with automated borderline closing (right). 

4. Results 

Result of described CT layer segmentation algorithm is set of pixels related to studying object, which allows to do an analysis 

of this object and evaluate its parameters, such as volume, density distribution, density variance, layer areas and layer volumes. 

Software realization of developed algorithm allows browsing CT layers with marked object area and provides density 

distribution histogram. Studying object histogram can be used to identify its inner growths amount and character. Therefore it 

allows checking the possible pathological character of those growths. 

Fig. 4. Developed software user interface with object parameterization results. 

Maxillary sinus study with application of developed algorithm has led to following results. Maxillary sinus total volume has 

been calculated as sum of its volume on each CT layer, and volume for each layer is product of object area value and layer 
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thickness. The volume value for studied maxillary sinus equals 12,96ml, and fig. 4 represents its analysis results. Developed 

algorithm and software application allows possible pathological growths visualization without use of contrast dye. 

For example, fig. 4 shows CT layer with studied object area, with dark green color for object part which filled with air and 

shades of blue for tissues with density higher than density of air (which fills healthy maxillary sinus). Initial CT layers contain 

density information that allows doing this division after each layer segmentation. This kind of tissue localization can be 

alternative to contrast dye use. 

Fig. 5 shows density distribution histograms of two maxillary sinuses. Left one mainly contains air, you can clearly see it by 

0.92 value of its histogram left column, which corresponds to density less than lower boundary of Hounsfield range (i.e. air) . 

Right one contains big amount of possibly pathological growths, so its histogram shows the densities distribution of those 

growths. Variance value of density can be used as distribution heterogeneity mark. For right maxillary sinus (marked at fig. 4) 

this value equals 30.95, while left one's equals 8.01. With a density distribution histogram, it illustrates heterogeneity degree of 

inner growths and demonstrates existence possibility of pathological growths. 

Fig. 5. Density distribution histogram of maxillary sinus (left -  maxillary sinus with normal anatomical structure, filled with air, right - maxillary sinus with 

possible pathological growths). 

5.  Conclusion 

Developed algorithm application leads to multi-layer CT automated analysis through object parameters calculation and region 

visualization. Additional region division allows finding specific types of tissues, detecting possible pathological tissue regions 

(the same way as it happens with contrast dye use). Density distribution histogram shows inner growth properties of studying 

object. Density distribution variation indicates inhomogeneity grade of its inner growth.  

Automated parameters evaluation allows extending diagnostic data available to medics. Developed software passed 

approbation in the V.D. Seredavin Samara regional clinic and helps to improve diagnosis study of CT shots without use of 

contrast dye. 
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Abstract 

The paper discusses on the development of strictly equal-contrast color scale. It is known that in the CIE 1931 (x, y) thresholds for color 

discrimination are represented by ellipses, which are used to characterize the equal-contrast of a color system. Different color systems are 

described by different values of ellipticity (the size of the MacAdam ellipses). The paper proposes a new approach to the creation of strictly 

equal-contrast color systems based on similar concepts of «the color horizon» in the colorimetry and «the event horizon» in general relativity 

(GR). It is proposed to use an equation similar to Einstein’s field equations for the transformation of ellipses in a two-dimensional color 

pattern into circles and ellipsoids of rotation in three-dimensional model – in equal diameter balls. It is introduced a concept of a curvature of a 

color discrimination space and a tensor of a «color power». It is obtained a matrix equation from which the coefficients of transformation into 

strictly equal-contrast color system are determined. 

Keywords: image processing; strictly equal-contrast color space; color locus; CIE colorimetric system; the metric tensor; curvature tensor; 

color tensor; basis of the moving frame 

1. Introduction 

Development of perceivable equal-contrast three-dimensional color scale would represent not only a great scientific 

achievement, but also proved to be helpful anyway. Its application would simplify the definition of colors and setting of color 

tolerances, bring clarity to the question of interpretation of the one-dimensional color scales for identification of some different 

colors, serve as a guide in the production of standard color patterns and assist in the selection of harmonious color combinations. 

Unfortunately, attempts to establish such a scale have not led to a significant success yet. On the contrary, they have confirmed 

the assumption that it is impossible to create this strictly equal-contrast three-dimensional scale. However, these attempts at least 

indicate there may be good enough approximation of an ideal equal-contrast color space. In this article there is will be continued 

the development of strongly equal-contrast color scales, and special attention will be given to the conclusion of numerical 

expressions for such scales. 

If the observer is offered white, black and a set of gray color samples and asked to choose the one that equally differs from 

white and from black samples, he will face with a little difficulty because the assessment of the relative value of the two big 

color differences, eventually, based only on subjective impression. This is a special case of the color discrimination definition, 

which Newhall called by the method of color discrimination ratios [1]. However, the desired gray color can be determined based 

on the average assessment of several observers, the desired accuracy depends only on the number of observers and the number 

of assessments made by them. Then, the color range, which is between black and mid-gray, can be bisected, corresponding to 

you can do with an interval between white and mid-gray. Thus, the range from black to white forms equal-contrast lightness 

scale consisting of five equally spaced colors according to the subjective sensation. It was one of the methods used to determine 

the Munsellgray scale [2]. The method of converting the color locus, proposed in [3], is also of great interest. 

2. The object of the study 

In the early 40s of the last century it were appeared the publications of the results of experiments MacAdam carried out to 

ascertain the color discrimination thresholds [4]. Thresholds of color discrimination were graphically displayed in the form of 

ellipses on the color chart CIE 1931 ( ,x y ). Fig. 1 shows the results of MacAdam experiments which later became known as the 

MacAdam ellipses. In CIE 1931 ( ,x y ) color discrimination thresholds are shown by ellipses that can be used as a characteristic 

of the equal-contrast of a specific color system. It is sufficient to introduce the concept of color surface ellipticity defined as the 

ratio of the major to the minor axes of the ellipse. For various CIE colorimetric systems values of ellipticity are different [5]. 

Carry out a thought experiment. Reducing the brightness of the stimulus, at some point retinal cones with lower sensitivity, 

compared with sticks, switch off and there comes a scotopic vision in shades of gray, which means that the color discrimination 

threshold is increased and at zero brightness the color discrimination threshold is equal to infinity, exactly limited by color 

locus. It is obvious that an increase in the emission brightness to very high values leads to color sensitivity eyes will also 

decrease. This phenomenon can be explained by the fact that the collapse of iodopsin (photosensitive material of retinal cones) 

will be faster than his recovery. So the eye will be color-blind, i.e. the value of color discrimination threshold will increase with 

the brightness of radiation and at very high brightness the color discrimination threshold is equal to infinity. Graphically, this is 

shown in fig. 2b as a hyperboloid of one sheet. 

First of all, introduce some concepts: 

1. The color horizon (similar to «the event horizon» in general relativity) is a volume in which, from the point of view of an 

eye color discrimination, color is homogeneous. 

2. Infinity is the area bounded by the color locus. 

 

http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=399112_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5%20%F6%E2%E5%F2%EE%E2
http://www.multitran.ru/c/m.exe?t=2759154_1_2&s1=%F6%E2%E5%F2%EE%F1%EB%E5%EF%EE%E9
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Fig. 1. The MacAdam ellipses (ellipses dimensions for clarity increased 10 times). 

 

Fig. 2. Dependence of the color discrimination thresholdson the brightness. 

Then consider some areas of the hyperboloid. The upper and lower portions, colored respectively in white and black colors, it 

can be said that the horizon of color extend to infinity. These surfaces are linear, flat and have a Euclidean geometry. A more 

complex structure is space located in the central part of the hyperboloid. 

The horizon of color has a small radius and consequently the space enclosed by the horizon color is curved and closed, 

similarly as it occurs in the fundamental theory of stellar evolution. In connection with this it is possible to solve the problems of 

color discrimination thresholds as well as to create new equal-contrast color systems, in which all MacAdam ellipses would be 

transformed into equal circles and in three dimensions - in equal diameter balls, using Einstein’s field equations [6]. 

3. Methods 

Einstein field equations for relativistic gravitation looks as follows [6]: 

4

8ˆ ˆˆ ˆ
2

ij ij ij ij

R G

c


              
R g g T ,  (1) 

where ˆ[ ]ijR is the Ricci curvature tensor obtained from the Riemannian curvature tensor ˆ[ ]ijkmR  by means of convolving with its 

pair of indices; R is the scalar curvature, i.e. the convolved Ricci curvature tensor; ˆ[ ]ijg is the metric tensor; Λ is cosmological 

constant; ˆ[ ]ijT is the stress-energy-momentum tensor; с is the speed of light in vacuum; G is the gravitational constant. 

 

Fig. 3. Graphical interpretation of the Schwarzschild solution. 

http://www.multitran.ru/c/m.exe?t=1826201_1_2&s1=%F3%F5%EE%E4%E8%F2%FC%20%E2%20%E1%E5%F1%EA%EE%ED%E5%F7%ED%EE%F1%F2%FC
https://en.wikipedia.org/wiki/Ricci_curvature_tensor
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Einstein's equations do not impose any constraints on use to describe the «space-time» coordinates, i.e. have the property of 

general covariance and limit the choice of only 6 of the 10 independent components of a symmetric metric tensor. Therefore, 

their decision is ambiguous without introducing some constraints on the metric components, called the coordinate conditions [7]. 

Solving Einstein's equation (1) in conjunction with properly chosen coordinate conditions, you can find all the 10 independent 

components of the symmetric metric tensor. 

The metric tensor makes it possible to determine the square of the interval in curved space that defines the distance in a 

metric space: 

 2 ˆ a b

ijS x x x     g .  (2) 

Consider separately the components of the equation (1). This equation assumes four-dimensional space-time, so it is 

considered its components in four-dimensional space. According to [8], in the so-called Schwarzschild coordinates , , ,t r   , the 

last 3 of which are similar to spherical, the metric tensor is of the form: 
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Where sr  is the Schwarzschild radius equal to the gravitational radius. 

Expression (2) in this metric is written as follows: 
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In the fig. 3 there is a graphical interpretation of the space by Schwarzschild. On the basis of similarity in fig. 2 and fig. 3, it 

can be concluded on the applicability of the foregoing mathematical apparatus for the construction of strictly equal-contrast 

color space. 

The next element of the equation (1) is the stress-energy tensor, which in our case will be replaced in the future on the color 

energy tensor. 

The curvature of color discrimination space. Now consider the concept of the curvature of color discrimination space, which 

can be described by the Ricci tensor. A scalar value can be built from it by the following formula: 

2 2

1 1

ˆ ˆ
ij ij

j

R
 

       R g .  (5) 

The transition from the components of the Ricci tensor to the scalar curvature R is, at first sight, loss of information, i.e. nine 

variables are replaced by one. However, in the two-dimensional case, no data loss occurs. Indeed, the components of the 

curvature tensor are skew-symmetric both in the upper pair of indices and in the lower. In the paper there is proved that in the 

case of the spherical surface with radius 0r  the scalar curvature is calculated as 02 /R r . 

 

Fig. 4. Separate MacAdam ellipse. 
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Fig. 5. Visibility curve. 

Color energy tensor. Introduce the concept of color energy tensor ˆ[ ]ijC . For new components of this tensor, turn to fig. 4. 

Evidently, the energy density in the stress-energy tensor in general relitivity will correspond to the value of the MacAdam 

ellipse brightness density. According to MacAdam, the ellipse and in view of brightness – an ellipsoid is a threshold of color 

discrimination and brightness. Thus, from the viewpoint of the eye, this ellipsoid will be perceived as a geometrical point, there 

will be no color and brightness differences in the field (and also inside it). Therefore, the light energy density is equal to the 

brightness of the point, for example, in the center of the ellipse (fig. 4). Since these ellipses MacAdam received in his 

experiments (measuring color coordinates) in the first half of the last century, and in fact nowadays it is rather difficult to repeat 

these experiments, so the application has been developed, that allows determining the coordinates of any point and its brightness 

by the image of the ellipses on the color locus. To determine the brightness of these points we proceed as follows. Assume that 

the color of every point of the ellipse is created using monochrome emitters (two spectral colors).In calculating the brightness of 

the spectral colors a visibility curve can be taken (fig. 5) and in accordance with the spectral color wavelength of the color locus 

it can be determined the relative brightness sensation value on this curve. 

Passing the math, due to their bulkiness, give the final expression for the color energy tensor: 
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where S is the ellipse area; 0 , , ,a b dL L L L are the radiance of the ellipsoid center and the points on the ellipsoid surface 

corresponding to the main axes. 

Also, introducing the amount of color discrimination threshold 0r  to the elements of the metric tensor (3), get: 
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Thus, the transition to strictly equal-contrast color system reduces to solving equations of the form similar to equation (1): 

0 0

2 1 ˆˆ ˆˆ
ij ij ij

r r
            

I g k C ,  (8) 

where ˆ[ ]ijk  is the diagonal matrix of constants that are proportional to coefficients of frame «mobility» in the space of Riemann 

geometry; Î  is the unit diagonal matrix, 4x4 dimension; color energy tensor and the metric tensor are defined by equations (6) 

and (7). 

Thus, the transition to a strictly equal-contrast color space system is reduced to the determination of the tensor elements ˆ[ ]ijk . 

Of the article scope limitation there is omitted the math and written the expressions for the coefficients: 
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where , ,a b d are the ellipsoid semi-axes; Н  is the color saturation; Т  is the color hue; SL  is the brightness on the ellipsoid 

surface. 

Thus, the relations (9), as measured the color saturation, the hue and the linear ellipsoid dimensions, allow the transition to a 

strictly equal-contrast color space. 

 

Fig. 6. Cross-section of ellipsoids and their transformation into equal size balls. The size of the ellipsoids and spheres is increased 10 times. 

4. Results and Discussion 

In fig. 6 and fig. 7 there are presented results of the transformation using the relations (9), taking into account the above 

mathematics. This transformation was carried out for the CIE 1931 colorimetric system ( ,x y  ). 

Obviously, using the above method it may be converted the color space of the Riemann space. For example, if it is depicted a 

sphere with radius equal to the maximum brightness (white color) for the CIE 1931 system ( ,x y  ), and the color locus is drawn 

on the sphere surface, keeping the transition from the metric flat space to the Riemann space, using the basis of the moving 

frame, you can get a curved color space, which can be depicted in the same basis of the moving frame of color discrimination 

space (MacAdam balls). 

 

Fig. 7. Cross-section of ellipsoids and their transformation into equal size balls. The size of the ellipsoids and spheres is increased 10 times. 

With this mathematical approach the input data can be presented in any of the existing CIE colorimetric systems such as CIE 

1960 ( ,u v ) and (or) in CIE 1976 (Lab). 

5. Conclusion 

In summary, there are formulated the main conclusions of the work. 

1. It has been found the similarity between space-time state and the color space. 

2. On the basis of this similarity for developing the strictly equal-contrast color space it were used the Einstein’s field 

equations. 

3. The solution of these equations was carried out in four-dimensional space, which used three-dimensional metric space (

, ,u v w ) in the CIE 1960 system and the fourth dimension was brightness, thereby creating the strictly equal-contrast four- 

dimensional color space. Similarly, the calculation for the three-dimensional color space was made. 

4. It is shown that as the input color space can be used any of the known color spaces and it will be obtained the equal 

spheres of color discrimination thresholds at the output. 

5. The resulting color body is a sphere which radius depends on the exact point representing the color. 
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6. The color difference between two colors resulting in the strictly equal-contrast color system is determined by the length of 

the arc, linking two colors that lie on different surfaces of concentric spheres. 
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Abstract 

A method for finding the microstructural parameters of low-carbon steel using its metallographic images is proposed. It allows to determine 

the following parameters: the ratio of perlite to ferrite phases, the parameters of grains of crystallites and their mutual arrangement; the degree 

of granularity of the pearlite phases. The method is aimed at predicting the strength characteristics of steel samples and consists of several 

stages. The preprocessing step involves color reduction, refinement of the area of interest, noise filtering, illumination refinement and 

histogram equalization. The segmentation of the image is associated with the search for the size, area and convex shell of grains. The stage of 

finding the microstructural parameters is based on the stochastic gradient-based estimation of the parameters of the segmented objects. 

Examples of analysis of steel oil pipeline samples with a forecast of their strength characteristics are given. 

Keywords: metallographic image; digital image processing; stochastic gradient-based estimation; convex shell; steel  microstructure 

parameters; grains of crystallites; perlite; ferrite 

1. Introduction 

Low-carbon (with a carbon content of less than 0.8%), low-alloy (less than 5% of alloying elements) steels, pearlite 

hypereutectoid steels are the main products of ferrous metallurgy. They are used for manufacturing a wide range of tools and 

parts with increased strength and elastic properties, pipelines, steel trusses, etc. [1,2]. 
One of the key problems in manufacturing and operation of steel products is the control of the compliance of these products 

with the required characteristics (strength, residual life, possibility of use under certain conditions, etc.), which is primarily 

ensured by the characteristics of the steel itself. The mechanical properties include hardness, strength, viscosity, elasticity, 

plasticity, etc. These properties are determined by chemical composition, macro- and microstructure, production and processing 

methods [3]. 

Steel microstructure is a combination of a large number of grains in the form of adjacent crystallites differing in size, shape, 

and spatial orientation. All microstructures of low-carbon and low-alloy steels contain a perlite-eutectoid mechanical mixture of 

ferrite and cementite [2]. Pre-eutectoid steel has a lamellar structure consisting of alternating plates of ferrite and cementite [4]. 

An essential feature of the microstructure is the presence of internal boundaries separating the grains in the metal. 
Usually, images of microstructures are obtained by means of a digital metallographic microscope at various magnifications 

[5]. In the images one can see different phases, outlines of the grains and their mutual arrangement. The images used in this 

work were obtained from steel pipelines for transferring petroleum products using the LOMO BIOLAM M-1 laboratory 

research microscope with a special nozzle and installed MC-3 digital camera with resolution 1200x900 pixels. Fig.1 shows an 

example of an image of the microstructure of a metal of a 17GS pipeline at 200x magnification. 

     

Fig. 1. Example of steel 17GS microstructure. 

Metallographic methods for detecting and determining the grain size of steels and alloys are established by GOST 5639 [6]. 

These methods are: visual comparison of grains with scale templates, counting the number of grains per unit surface of the 

section, counting the intersections of grain boundaries by straight lines, measuring the length of the chords with the 

determination of the relative fraction of grains of a certain size, and the ultrasonic method based on the dependence of the 

attenuation of ultrasonic oscillations on grain sizes. 

Numerous studies have shown the relationship between the parameters of the microstructure and the mechanical properties of 

metals and alloys [5, 7-10, etc.]. The dependence of the strength characteristics of cold-rolled steels at the production stage on 

the change in the microstructure was investigated in [11, 12, 13]. In practice, most microstructural studies are carried out 

visually by experts, which does not allow for an objective assessment of their reliability. Therefore, the development of a 

technique capable of automating the process of obtaining microstructural characteristics on the basis of digital image processing 

methods and algorithms seems to be an urgent task. Unfortunately, a small number of papers have been devoted to solutions of 

this problem, in particular [14, 15]. However, they do not consider the evaluation of the properties of steels based on the 
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microstructural characteristics found, which is in demand both at the production stage and after long-term operation. In addition 

to the basic microstructural characteristics, parameters such as the degree of ordering of orientations of the perlite grains and the 

degree of granularity of the pearlite phases are also important for determining the degree of metal fatigue. 

2. Basic microstructural parameters of steel  

Shape and arrangement of grains in low-carbon and low-alloy steels are subjected to certain regularities associated with the 

solidification of the metal and its transformation during processing and operation. In accordance with GOST 8233 [11], the 

basic parameter is the ratio of the pearlite and ferritic phases of the microstructure of metal. For a ferrite-perlite the ratio can 

very between 0 and 95%. This range of ratios can be covered using templates by various image processing means. 
One of the main geometric parameters of the microstructure of a metal is the grain size, which is its mean diameter. The size 

𝑑𝑖  of the i-th grain is characterized by the arithmetic average of the longitudinal (maximum) size 𝑊𝑖 and the transverse 

(minimum) grain size 𝐻𝑖 The average size �̄� is found as the average of all the changed grains. 

 

Fig. 2. Metal grain geometric parameters. 

A correlation was found between the average grain size �̄� and the yield and strength limits, which are described by the Hall-

Petch dependence [2]: 𝜎𝑆 = 𝜎𝑆0
+ 𝑔√�̄�, where 𝜎𝑆 - the yield strength; 𝜎𝑆0

 - the yield strength of the initial (in the production 

of steel); 𝑔 - constant coefficient determined by the steel grade. 

Large dispersion of grain sizes adversely affects the uniformity of mechanical and operational properties of products. To take 

into account this circumstance, the spread parameter of the grains is used [2]. It was shown in [5] that the grain size is a random 

variable that has a normal distribution law, accordingly the spread of grain sizes corresponds to the mean square deviation of the 

Gaussian distribution. 

Over time, with sufficient external forces, the plastic deformation covers the entire volume of the polycrystalline. As a result, 

the grains get an elongated shape in the direction of the most intense flow of the metal. Simultaneously with the change in the 

shape of the grains during the deformation, the crystallographic axes of the individual grains rotate in the direction of the 

greatest deformation, which leads to anisotropy of the properties of the metal. 

To control the microstructural characteristics at the stages of metal rolling, the Tretyakov method [12] based on empirical 

formulas for determining the mechanical characteristics of steels and alloys depending on the degree of deformation is used. In 

particular, for cold rolling, the conditional yield strength 𝜎CS is calculated by the formula: 𝜎CS = 𝜎CS0
+ 𝐴 𝑏, where 𝜎CS0

 is the 

conditional yield strength in the initial state;  - degree of metal deformation,%; 𝐴 and 𝑏 are constant coefficients determined by 

the steel grade. However, the above relation does not take into account the anisotropic properties of microstructures, for which 

the average coefficients of anisotropy of the grain shape are: �̄�begin = �̄�begin/�̄�begin before and �̄�end = �̄�end/�̄�end =

(�̄�begin + )/(1 − ) after deformation. 

The degree of orderliness of orientations of the perlite grains in the investigated region of the steel microstructure is 

characterized by the directivity vector and the ordering coefficient. For a particular grain, the vector of orientation �⃗⃗� 𝑖
dir = 𝑑𝑖 ⋅

exp(−𝑗𝜙𝑖), i.e. the direction of the vector coincides with the direction of the longitudinal axis of the perlite grain (fig. 2). The 

general vector of the grain orientation is:, �⃗⃗� 𝛴
dir = ∑ �⃗⃗� 𝑖

dir𝑛
𝑖=1 , and the ordering coefficient is:𝑘ord = |�⃗⃗� 𝛴

dir|/(𝑛 �̄�), where 𝑛 - the 

number of grains is.  

Other important characteristics of the metal microstructure affecting the mechanical properties of steel are the ratio of perlite 

to ferrite 𝑘PF,%, and the degree of granularity of the pearlite phases 𝑘grit,%. 

3. Stages of metallographic image processing method  

The proposed technique for identifying microstructure parameters can be divided into three main stages. 

Preliminary processing of images under study aimed at increasing the accuracy and reliability of finding the microstructural 

parameters of perlite grains. It consists of the following operations: color reduction of the image in order to simplify subsequent 

calculations area of interest extraction is aimed at excluding low-information areas of the image, filtering the image to 

compensate for high-frequency distortions caused by the peculiarities of the metallographic microscope path, brightness 

refinement compensating for uneven illumination of the microsection, and histogram equalization. 

Segmentation on metallographic images of areas corresponding to perlite grains according to which their microstructural 

parameters are further located. It is achieved by the following procedures: segmentation, aimed at identifying areas of pearlite 
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grains, mathematical morphology for eliminating internal discontinuities in grain images and excluding from the further analysis 

of small objects, isolating external boundaries and constructing convex shells of grains for the subsequent calculation of 

microstructural parameters. 

Estimation of microstructural parameters of perlite grains, including the formation of adaptive templates for finding object 

parameters, Gaussian filtration of convex shells of isolated grains and formed templates for the purpose of expanding the 

working range of stochastic gradient descent procedures [13, 14] used to estimate the microstructural parameters of grains, 

finding particular and integral microstructural parameters of perlite grains and the degree of granularity of pearlite phases. 

Below the implementation of the above steps of the methodology is briefly considered. 

3.1.  Image proprocessing 

Image color reduction. In the formulated problem, the informative component of color is small, so vector-based (color) 

images are advisable to translate into levels of gray [15]. It should be noted that there are color models of images in which the 

luminance component is already separated into a separate stream: HSV, HSL, YUV, etc. The YUV model in the 

recommendation ITU-R BT.601, whose brightness component is calculated according to the formula [16]: 

𝑧grey(𝑥, 𝑦) = 0.299𝑧𝑟(𝑥, 𝑦) + 0.587𝑧𝑔(𝑥, 𝑦) + 0.114𝑧𝑏(𝑥, 𝑦), 

where 𝑧𝑟(𝑥, 𝑦), 𝑧𝑔(𝑥, 𝑦), 𝑧𝑏(𝑥, 𝑦) – values of the red, green, and blue components of the pixel with the coordinates (𝑥, 𝑦); 

𝑧grey(𝑥, 𝑦) pixel brightness value obtained as a result of monochromization. This procedure is performed for all sample counts. 

Area of interest extraction is aimed at excluding from the further processing of low-information areas, the presence of which 

is related to the specificity of the imaging by a metallographic microscope, which causes the image to be formed approximately 

in the form of a circle. The analysis [9, 17] showed that the brightness of the non-informative fragment differs significantly from 

the brightness of the informative fragment, and is usually 2.5-3% of the maximum brightness. With this in mind, the center and 

the radius of the circle are sought. Further processing of only the highly informative image area reduces the requirements for 

computational resources. In a particular implementation of the technique, after finding the image processing area for visual 

convenience, the brightness of the samples is inverted. Fig. 3,a shows examples of the selected processing area of two 

metallographic images. 

Image filtering is aimed at elimination of brightness distortions caused by the imperfections of the optical detectors of the 

metallographic microscope. In images they appear as small (one - two pixels), but significant (up to 45% to neighboring pixels) 

brightness increase. The nature of the appearance of distortions is due to optics and reflections during photography. To eliminate 

their influence on the final result, nonlinear median filtration was used [19]. The size of the median filter window for 

metallographic images is usually 3x3 or 5x5. 

   
                                                                     а)                                                                                                                 b) 

Fig. 3. Examples of two metallographic images: a) after area of interest extraction, б) after image equalization. 

Illumination refinement is used for lighting unevenness compensation. A typical example of distortion of this kind in 

metallographic images is a shadow. In this case, the image 𝑍 can be represented as: 𝑍 = 𝑋 ⋅ 𝛾, where 𝑋 - an undistorted image, 𝛾 

– illumination coefficient. One can obtain an approximate illumination map by applying a Gaussian filter with a large blur 

radius (about 5% of the highly informative image area). The restored image is looked for as: 𝑋 = exp(log(𝑍) − log(𝛾)), which 

allows not only to align the image with the level of illumination, but also to perform gradient transformations [22]. 

Histogram equalization aligns the intensities with the aim of improving the quality of the display. To carry out the 

equalization, the conversion is performed: 𝑧ekv(𝑥, 𝑦) = 𝑓(𝑧(𝑥, 𝑦)), where 𝑧(𝑥, 𝑦) – brightness value in the pixel with 

coordinates (𝑥, 𝑦) of the original image, 𝑧ekv(𝑥, 𝑦) – brightness value of the converted image, and 𝑓(𝑧) is the single-valued 

monotonically increasing conversion function. 

Fig. 3b shows examples of images after the preprocessing phase. 
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3.2. Perlite grains segmentation 

At this stage, the problem of isolating individual perlitic spots is solved with a view to their further analysis. To solve this 

problem, a growing areas method is used [16] with preliminary procedures for binary segmentation and mathematical 

morphology of the resulting binary image. 

The problem of segmentation of the perlite spots is solved using the image binarization procedure based on the histogram 

analysis of the image, taking into account the sizes of the desired regions. 

Morphological closing (in particular, with 5x5 kernel) is aimed at eliminating objects less than the specified window and 

filling the gaps that are inside the images of pearlite spots. 

Individual perlite grain segmentation is based on the method of growing areas [19] as follows: on a binary image is a pixel 

belonging to perlite. If the neighboring pixel of the image also belongs to the perlite - the decision is made whether this pixel 

belongs to this spot, and it is appropriately marked. The procedure continues until all adjacent pixels are labeled or belong to 

ferrite. 

Perlite grain boundaries estimation. The boundaries of the selected objects are found via algorithms for the sequential 

construction of contours, which are characterized by high speed, absence of discontinuities and "extra" boundaries with low 

computational complexity. In particular, the recursive algorithm of the "beetle" was used [10, 20]. Its computational complexity 

is determined by two main components: the search for the first point of the object and the sequential search for objects. The 

advantage of the algorithm with respect to the problem under consideration is that it isolates only the outer boundary of the 

object, without separating the internal ones. 

Construction of convex shells of perlite grains. There are many algorithms for extracting a convex hull, for example, the 

algorithm of Chan, Kirkpatrick, Melkman [21], but Graham [22], Jarvis [23] and the so-called "quickhull" (QH) algorithms were 

most widely used [24]. Their effectiveness has been investigated for the problem on binary images of simple figures and pearlite 

spots [25]. On simple figures, all algorithms showed an adequate result with a slight difference in speed. On binary images of 

real objects - pearl spots obtained from images of microstructures of metal pipelines, the Jarvis algorithm and the QH algorithm 

distinguish the convex envelopes of the spot correctly, unlike the Graham error algorithm. In this case, the average time of the 

Graham algorithm was approximately 1.1 times less than the QH algorithm and 1.9 times less than the Jarvis algorithm (the 

experiment was performed on PC with AMD Athlon II X2 3GHz and 3GB RAM). Therefore, the method included the QH 

algorithm. Note that the computational complexity of the Graham algorithm does not depend on the number of vertices found 

and is proportional to 𝑞log(𝑞), where 𝑞 is the number of external points of the polygon (spot). The complexity of the Jarvis 

algorithm depends on the number of vertex spots and is proportional to qh, where ℎ is the number of common spot points and its 

convex hull, which in the worst case is 𝑞2. The computational costs of the QH algorithm is compounded by the complexity of 

constructing all subsets. At best, the problem is divided into two equally powerful subtasks, then the complexity of the algorithm 

is from 2𝑞 to 𝑞2. The advantage of the QH algorithm is also the possibility of parallel computations for all subsets. 

Examples of isolated convex shells of pearlite spots are shown in Fig. 4, a. After the convex hulls are selected, their linear 

characteristics are calculated, which are then used to estimate the microstructural parameters. 

3.3. Estimation of microstructural parameters 

In order to find the microstructural parameters of the spots, stochastic gradient descent-based estimation was used [14]. The 

point is that the parameters of templates are adaptive and adapt to the parameters of the spots represented by convex hulls. The 

initial approximations of the parameters of the templates are chosen taking into account the working range of the stochastic 

gradient descent optimization procedures. As an a priori information for finding the initial approximations of the parameters of 

the templates, the area of each selected convex hull in the image is used, which is related to the area of the desired ellipse by the 

obvious relation: 𝑆 = 𝜋ab. Studies have shown that three initial approximations of ellipticity (semi-axis relations) are sufficient: 

с = (√3)
−1

, 1 and √3. In this case, taking into account that the ellipse at с = (√3)
−1

 differs from the ellipse с = √3 only by a 

rotation by 90
0
, we obtain as the initial approximations the circle (с0=1, 𝜙0=0

0
) and two ellipses (с0=1/3, 𝜙0=0

0
) and (с0=1/3, 

𝜙0=90
0
). 

          

                  а)                                                                                                               b) 

Fig. 4. Examples of convex shells of pearlitic spots and the results of their filtering. 

In order to increase the working range of the evaluation, the templates and convex hulls obtained for each object under study 

are subjected to an approximate procedure [18] of Gaussian filtering with a filter radius of 15% of the linear dimension of the 

object. Examples of filtered convex shells of pearlite spots are shown in Fig. 4, b. 
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As a model of possible deformations of a customized template, when it is adjusted to a convex hull, a model similar to the 

similarity model is used:  

𝑥~= 𝑥0 + 𝜅 ((𝑥 − 𝑥0)cos 𝜙 − 𝑘(𝑦 − 𝑦0)sin 𝜙) + ℎ𝑥, 𝑦~= 𝑦0 + 𝜅 ((𝑥 − 𝑥0)sin 𝜙 + 𝑘(𝑦 − 𝑦0)cos 𝜙) + ℎ, 

where as the following adaptive parameters are used: scale factor 𝜅, ellipticity coefficient 𝑘, parallel shift ℎ̄ = (ℎ𝑥 , ℎ𝑦),                  

 𝜙- directional angle and the coordinates of the rotation center of the spot (𝑥0, 𝑦0) [26]. It should be noted that to ensure the 

work of stochastic gradient descent optimization procedures, it is necessary to estimate all the coefficients of the model, and to 

calculate the microstructural parameters it is sufficient to use just 𝑘 and  𝜙. For each i-th spot with respect to the parameters of 

the adapted template, which has the maximum correlation with its convex hull, the following parameters are calculated: 

longitudinal size 𝑊𝑖; transverse size 𝐻𝑖; average size 𝑑𝑖; directional vector �⃗⃗� 𝑖
dir and the form anisotropy coefficient 𝑘 (which 

coincides in this technique with the ellipticity coefficient). For example, Fig. 5 shows the histograms of the distribution of spots 

by the coefficient of anisotropy 𝑘 of the shape (fig. 5,a) and the directional angle (fig. 5,b). The left figure corresponds to the left 

microstructure of fig. 3,b, and the right one - the right. The selected type of histogram of grain directivity (from 0 to 180 

degrees), due to the specific nature of the problem, makes it possible to identify the directions of growth of pearlite spots close 

to 0 (180) degrees. 

Then the integral parameters of the grains are found: the number of grains, the ratio of perlite to ferrite, the granularity of the 

pearlite phases, the general grain orientation vector, the average grain size, the grain size distribution, the degree of ordering of 

the grain orientations, and the mean value of the anisotropic shape coefficient. In particular, for the left image of fig. 3,b, we 

obtain: 𝑛=41, 𝑘PF=31,3%, 𝑘grit=26,5%, �̄�=43, 𝛿𝑑=37, �̄�end=0,44, |�⃗⃗� 𝛴
dir|=696, 𝜙=168, 𝑘ord=0,39, and for the right one:    𝑛=30, 

𝑘PF=32,7%, 𝑘grit=28,5%, �̄�=34,2, 𝛿𝑑=23, �̄�end=0.40, |�⃗⃗� 𝛴
dir|=718, 𝜙=70, 𝑘ord=0,70. From the obtained strength characteristics, 

taking into account the data from [12], it can be concluded that the metal structure shown in fig. 3,b on the left is equivalent to 

cold rolling with a coefficient of deformation = 0,3, and in fig. 3,b on the right = 0,47 with crit = 0,5. Due to minor 

deviations from the factory parameters, the product with the microstructure shown in the left image in fig. 3b can be allowed for 

further operation, but with the microstructure shown in the right-hand image of fig. 3b, taking into account the grain parameters, 

orientation and anisotropy of the grain shape, requires an additional, more in-depth analysis of the metal. 

          
                                                                      а)                                                                                                                                b) 

Fig. 5. Histograms of the shape anisotropy coefficient and the grain directivity angle. 

It should be noted that the conducted studies showed that the average grain sizes, automatically found using the method 

examined, and calculated according to the traditional methods of GOST 5639 [6] differ by no more than 5%. 

As already noted, the practical actual task is to determine the changes in the strength characteristics of metals after a long 

period of operation. A particularly topical task is to determine the changes in the strength characteristics of metals, after 

prolonged use. The processes of changing the microstructure of metal structures during long-term operation are similar to the 

processes of cold rolling metals with a certain degree of deformation. We will give an example of the change in the 

microstructural characteristics of the steel of the 12GS pipeline after 40 years of explantation with its outer (fig. 6,a) and internal 

(fig. 6,b) surfaces. Histograms of the directivity vectors of microstructures are also shown there. 

            

                                                                        а)                                                                                                                       b) 

Fig. 6. The microstructure of 12GS steel after 40 years of operation and its histogram of directional vectors external (a) and internal (b) pipeline surfaces. 

Analysis of the data shows that all the parameters of the microstructure, other than the directivity, as well as the strength 

characteristics of the outer and inner surfaces of the pipeline metal differ slightly. It is essential to differentiate the orderliness of 

the microstructure grains, which on the one hand leads to hardening, but on the other hand to the brittleness of the metal and the 
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increase in the probability of the appearance of microcracks. Therefore, the forecast of the strength characteristics of the pipeline 

metal must take into account the directivity of the grains of both the external and internal surfaces. 

4. Conclusion 

A technique for determining the microstructural parameters of low-carbon steel is proposed. It allows to determine from 

metallographic images in real time the perlite to ferrite ratio, perlite grain, the general grain orientation vector, the average grain 

size, the grain size distribution, the degree of ordering of the grain orientations, and the mean value of the anisotropic shape 

coefficient. 
The technique can be arbitrarily divided into three stages: preliminary processing of the images under study, aimed at 

increasing the accuracy and reliability of finding microstructural parameters, determining the areas corresponding to perlite 

grains on the images, and actually evaluating the microstructural parameters of the grains. Preprocessing includes operations: 

color reduction, selection of the working area of processing, image filtering to compensate for high-frequency distortion caused 

by the peculiarities of the metallographic microscope path, compensation of uneven illumination of the microsection, histogram 

equalization. Segmentation of perlite grains on the images is achieved by the following procedures: segmentation, aimed at 

identifying areas of pearlite grains, mathematical morphology for eliminating internal discontinuities in grain images and 

excluding from the further analysis of small objects, delineating outer boundaries and constructing convex shells of grains. 

Estimation of microstructural parameters includes the formation of adaptive templates for finding object parameters, Gaussian 

filtering of convex shells of segmented grains and formed templates for the purpose of expanding the working range of the 

required parameters, finding the microstructural parameters of the perlite grains and the degree of granularity of the pearlite 

phases. 

The peculiarity of the technique is that the parameters of the templates are adaptive and adapt to the parameters of the spots 

represented by convex hulls. As an a priori information for finding the initial approximations of the parameters of the templates, 

the area of the selected convex envelope of the spot is used. 

The proposed technique can be used to determine the strength characteristics of the metal at different stages of production 

and operation: from quality control at the plant to determining the remaining resource. Approbation of the technique on images 

of microsections of oil and water pipelines of different service life has shown its high efficiency. 
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Abstract 

Denoising has numerous applications in communications, control, machine learning, and many other fields of engineering and 

science. A common way to solve the problem utilizes the total variation (TV) regularization. Many efficient numerical 

algorithms have been developed for solving the TV regularization problem. Condat described a fast direct algorithm to compute 

the processed 1D signal. In this paper, we propose a variant of the Condat’s algorithm based on the direct 1D TV regularization 

problem. The usage of the Condat’s method with the taut string approach leads to a clear geometric description of the extremal 

function.  

 

Keywords: Image restoration; total variation; denoising; exact solutions 

1. Introduction 

One of the most known techniques for denosing of noisy signals and images was proposed by Rudin, Osher, and Fatemi [1].  

This is a total variation (TV) regularization problem. Let 𝐽(𝑢) be the following functional in the functional space L2: 

                                                                    𝐽(𝑢) = ∥ 𝑢 − 𝑢0  ∥𝐿2
2 +  𝜆 𝑇𝑉(𝑢),                                                 (1) 

where ∥ 𝑢 − 𝑢0  ∥𝐿2
2  is called a fidelity term and  𝜆𝑇𝑉(𝑢) is called a regularization  term. Here 𝑢0 is an observed signal that is 

distorted by additive noise 𝑛, 

                                                                                   𝑢0 = 𝑣 + 𝑛.                                                                   (2)   

Consider the following variational problem:  

                                                                        𝑢∗ = argmin𝑢∈𝐵𝑉(𝛺) 𝐽(𝑢).                                                               (3) 

where 𝑢∗ is an extremal function for  𝐽(𝑢). Numerical results have shown that TV regularization is quite useful in image 

restoration [2-4]. Here we consider a one dimensional TV (1D TV) regularization problem. In [5,6] Strong and Chan considered 

the behavior of explicit solutions to the 1D TV problem when the parameter 𝜆 in Eq. (1) is sufficiently small. The exact solutions 

to one dimensional TV regularization problem and to two dimensional radial symmetric TV regularization problem were 

considered in [7-10]. Recently, Condat [11,12] proposed explicit solutions to the 1D TV problem as well as a direct fast 

algorithm for the case of discrete functions. The algorithm is very fast and has complexity of 𝑂(𝑛) for typical discrete functions. 

In contrast, the proposed approach for finding exact solutions has a clear geometrical meaning.  

In this paper, we propose a variant of the Condat’s algorithm based on the direct 1D TV regularization problem. The usage of 

the Condat’s method with the taut string method [12] leads to a clear geometric description of the extremal function. 

2. Formulation of 1D TV regularization as a discrete problem 

Let 𝑢0  be a discrete function  𝑢0 = {𝑢0
1, … , 𝑢0

n}. For the function 𝑢0 the problem in Eq. (1) takes following form: 

                                                              𝐽(𝑢) = ∑   (𝑢𝑖 − 𝑢0
𝑖 ) 2 𝑛

𝑖=1 + λ∑ | 𝑢𝑖+1𝑛−1
𝑖=1 − 𝑢𝑖|.                                                (4) 

The functional  𝐽(𝑢)  is convex. Thus for the extremal (minimum) function  𝑢∗ the subgradient  ∇𝐽(𝑢) satisfies the condition:  

                                                                                  𝟎 ∈ ∇𝐽(𝑢∗).                                                                               (5)     

Remark. The subgradient ∇𝑓(𝑥) of the function 𝑓(𝑥) = |𝑥|: 

                                                                              ∇𝑓(𝑥) = {
1, 𝑖𝑓 𝑥 > 0
−1, 𝑥 < 0

[−1; 1], 𝑥 = 0
 .                                                                     (6)  

2.1. Computation of the subgradient  

Consider subgradient ∇𝐽(𝑢): 

                                                            ∇𝐽(𝑢) = ∑  ∇ (𝑢𝑖 − 𝑢0
𝑖 ) 

2
 𝑛

𝑖=1 + λ∑ ∇| 𝑢𝑖+1𝑛−1
𝑖=1 − 𝑢𝑖|.                                         (7)   

                                                ∑  ∇ (𝑢𝑖 − 𝑢0
𝑖 ) 2 𝑛

𝑖=1 = ( 𝑢1 − 𝑢0
1, 𝑢2 − 𝑢0

2, … , 𝑢1𝑛−1 − 𝑢0
𝑛−1, 𝑢𝑛 − 𝑢0

𝑛).                       (8) 

In a similar manner with Eq. (6) the subgradients  ∇|𝑢𝑖+1 − 𝑢𝑖|, 𝑖 = 1,… , 𝑛 − 1, can be written as 
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                                            ∇|𝑢2 − 𝑢1| = {

(−1,1,0,0,0, … ,0,0), 𝑖𝑓 𝑢2 > 𝑢1

(1, −1,0,0,0, … ,0,0), 𝑖𝑓 𝑢2 < 𝑢1

{(𝛿1, −𝛿1, 0,0,0, … ,0,0)|𝛿1 ∈ [−1; 1]}, 𝑖𝑓 𝑢2 = 𝑢1
,                                        (9) 

 

                                            ∇|𝑢3 − 𝑢2| = {

(0, −1,1,0,0, … ,0,0), 𝑖𝑓 𝑢3 > 𝑢2

(0,1, −1,0,0, … ,0,0), 𝑖𝑓 𝑢3 < 𝑢2

{(0, 𝛿2, −𝛿2, 0,0, … ,0,0)|𝛿2 ∈ [−1; 1]}, 𝑖𝑓 𝑢3 = 𝑢2
,                                     (10) 

                                                                                                              … 

                      ∇|𝑢𝑛−1 − 𝑢𝑛−2| = {

(0,0,0,0,0, … , −1,1,0), 𝑖𝑓 𝑢𝑛−1 > 𝑢𝑛−2

(0,0,0,0,0, … ,1, −1,0), 𝑖𝑓 𝑢𝑛−1 < 𝑢𝑛−2

{(0,0,0,0,0, … , 𝛿𝑛−2, −𝛿𝑛−2, 0)|𝛿𝑛−2 ∈ [−1; 1]}, 𝑖𝑓 𝑢𝑛−1 = 𝑢𝑛−2
,                         (11) 

 

                      ∇|𝑢𝑛 − 𝑢𝑛−1| = {

(0,0,0,0,0, … 0,−1,1), 𝑖𝑓 𝑢𝑛 > 𝑢𝑛−1

(0,0,0,0,0, … 0,1, −1), 𝑖𝑓 𝑢𝑛 < 𝑢𝑛−1

{(0,0,0,0,0, … ,0, 𝛿𝑛−1, −𝛿𝑛−1)|𝛿𝑛−1 ∈ [−1; 1]}, 𝑖𝑓 𝑢𝑛 = 𝑢𝑛−1
,                                  (12) 

            ∑ ∇| 𝑢𝑖+1𝑛−1
𝑖=1 − 𝑢𝑖| = {(𝛿1, 𝛿2 − 𝛿1, 𝛿3 − 𝛿2, 𝛿4 − 𝛿3, … , 𝛿𝑛−1 − 𝛿𝑛−2, −𝛿𝑛−1 ) |  𝛿𝑖 = −1, 𝑖𝑓 𝑢𝑖+1 > 𝑢𝑖 ,  𝛿𝑖 = 1, 𝑖𝑓 𝑢𝑖+1 < 𝑢𝑖,  

                                                                                                                                                                  𝛿𝑖 ∈ [−1; 1], 𝑖𝑓 𝑢𝑖+1 = 𝑢𝑖 , 𝑖 = 1, … , 𝑛 − 1}.            (13) 

        From expressions (8) and (13) we get the following parameterization of the subradient: 

                                                                      

{
  
 

  
 

( ∇𝐽(𝑢))1 = (𝑢1 − 𝑢0
1) + λ𝛿1

( ∇𝐽(𝑢))2 = (𝑢2 − 𝑢0
2) + λ𝛿2 − λ𝛿1

( ∇𝐽(𝑢))3 = (𝑢3 − 𝑢0
3) + λ𝛿3 − λ𝛿2

…
( ∇𝐽(𝑢))𝑛−1 = (𝑢𝑛−1 − 𝑢0

𝑛−1) + λ𝛿𝑛−1 − λ𝛿𝑛−2

( ∇𝐽(𝑢))𝑛 = (𝑢𝑛 − 𝑢0
𝑛) + λ𝛿𝑛−1

.                                                     (14) 

where   

                                                                       𝛿𝑖 = {

−1, 𝑖𝑓 𝑢𝑖+1 > 𝑢𝑖

1, 𝑖𝑓 𝑢𝑖+1 < 𝑢𝑖

 ∈ [−1; 1], 𝑖𝑓 𝑢𝑖+1 = 𝑢𝑖
.                                                                                 (15)    

Since ( ∇𝐽(𝑢∗))
𝑖 = 0, 𝑖 = 1,… , 𝑛 − 1 for some values of the parameters 𝛿𝑖  satisfying Eq. (15) we get: 

                                                                       

{
  
 

  
 

𝑢∗
1 = 𝑢0

1 − λ𝛿1

𝑢∗
2 = 𝑢0

2 − 𝜆𝛿2 + 𝜆𝛿1

𝑢∗
3 = 𝑢0

3 − 𝜆𝛿3 + 𝜆𝛿2

…
𝑢∗
𝑛−1 = 𝑢0

𝑛−1 − 𝜆𝛿𝑛−1 +  𝜆𝛿𝑛−2

𝑢∗
𝑛 = 𝑢0

𝑛 + 𝜆𝛿𝑛−1 

 .                                                             (16)       

Consider the sequence of the cumulative sums: 

                                                              

{
  
 

  
 

𝑢∗
1 = 𝑢0

1 − λ𝛿1

𝑢∗
2 + 𝑢∗

1 = 𝑢0
2 + 𝑢0

1 − 𝜆𝛿2

𝑢∗
3 + 𝑢∗

2 + 𝑢∗
1 = 𝑢0

3 + 𝑢0
2 + 𝑢0

1 − 𝜆𝛿3

…
𝑢∗
𝑛−1 +⋯+ 𝑢∗

1 = 𝑢0
𝑛−1 +⋯+ 𝑢0

1 − 𝜆𝛿𝑛−1

𝑢∗
𝑛 +⋯+ 𝑢∗

1 = 𝑢0
𝑛 +⋯+ 𝑢0

1 

.                                               (17)     

Consider such variables 𝑈1, … , 𝑈𝑛  and 𝑈0
1, … , 𝑈0

𝑛, that 

 

                                                     

{
 
 

 
 

𝑈1 = 𝑢∗
1, 𝑈0

1 = 𝑢0
1

𝑈2 = 𝑢∗
2 + 𝑢∗

1, 𝑈0
2 = 𝑢0

2 + 𝑢0
1

…
𝑈𝑛−1 = 𝑢∗

𝑛−1 +⋯+ 𝑢∗
1, 𝑈0

𝑛−1 = 𝑢0
𝑛−1 +⋯+ 𝑢0

1

𝑈𝑛 = 𝑢∗
𝑛 +⋯+ 𝑢∗

1, 𝑈0
𝑛 = 𝑢0

𝑛 +⋯+ 𝑢0
1 

 .                                                   (18) 
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So the solution to the problem in Eq. (3) is reduced to the solution of the problem:  

                                                                                      

{
  
 

  
 

𝑈1 = 𝑈0
1 − λ𝛿1

𝑈2 = 𝑈0
2 − 𝜆𝛿2

𝑈3 = 𝑈0
3 − 𝜆𝛿3

…
𝑈𝑛−1 = 𝑈0

𝑛−1 − 𝜆𝛿𝑛−1

𝑈𝑛 = 𝑈0
𝑛

,                                                        (19)    

with given discrete function 𝑈0 and unknown discrete functions 𝑈 and 𝛿 satisfying  to the conditions in Eq. (15).  

 

Consider additional variables 𝑈0 = 𝑈0
0 = 0. Note that then  for any 𝑖 = 1, … , 𝑛 − 1  the condition 𝑢𝑖+1 > 𝑢𝑖 is equivalent to 

the condition 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 > 0, the condition 𝑢𝑖+1 < 𝑢𝑖 is equivalent to the condition 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 < 0, the 

condition 𝑢𝑖+1 = 𝑢𝑖 is equivalent to the condition 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 = 0.  

 

Then the set of equations in Eq. (19) can be rewritten taking into account additional variables: 

                                                                                     

{
 
 
 

 
 
 

𝑈0 = 𝑈0
0 = 0

𝑈1 = 𝑈0
1 − λ𝛿1

𝑈2 = 𝑈0
2 − 𝜆𝛿2

𝑈3 = 𝑈0
3 − 𝜆𝛿3

…
𝑈𝑛−1 = 𝑈0

𝑛−1 − 𝜆𝛿𝑛−1

𝑈𝑛 = 𝑈0
𝑛

,                                                         (20)     

where   

                                                             𝛿𝑖 = {

−1, 𝑖𝑓 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 > 0

1, 𝑖𝑓 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 < 0

 ∈ [−1; 1], 𝑖𝑓 𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 = 0

.                                                   (21)    

2.2. Construction the ,,tube’’ 

The values 𝑈0
0, 𝑈0

1, … , 𝑈0
𝑛 of the discrete function 𝑈0 defines a piecewise linear curve, which is an axial line of the tube. The 

values  𝑈0
0, 𝑈0

1 + λ,… , 𝑈0
𝑛−1 + λ,𝑈0

𝑛 form the upper piecewise linear border of the tube, the values  𝑈0
0, 𝑈0

1 − λ,… , 𝑈0
𝑛−1 − λ, 𝑈0

𝑛 

form the bottom piecewise linear border of the tube. Figure 1 shows an example of a tube.  

 

 

 

 

 

 

 

 

Fig. 1.  Example of a tube. 

2.3. Description of the extremal function 𝑈 

Since δi, i = 1, … , n − 1, take values in the segment [−1; 1], a piecewise linear curve defined by the values U1, … , Un of a 

discrete function U (i.e. solution to the  problem in Eq. (20)) entirely belongs to the tube.  

If the second discrete derivative equals zero,   𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 = 0 then the piecewise linear curve defined by the values 

U1, … , Un of a discrete function U in the neighborhood of the point 𝑖 is a straight line.  

If the second discrete derivative is positive,   𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 > 0 then from Eq. (21) we see that 𝛿𝑖 = −1 and Eq. (20) 

shows us that 𝑈𝑖 = 𝑈0
𝑖 + λ, i.e.  𝑈𝑖 belongs to the upper border of the tube. 

If the second discrete derivative is negative,   𝑈𝑖+1 − 2𝑈𝑖 + 𝑈𝑖−1 < 0 then from Eq. (21) we see that 𝛿𝑖 = 1 and Eq. (20) 

shows us that 𝑈𝑖 = 𝑈0
𝑖 − λ, i.e.  𝑈𝑖 belongs to the lower border of the tube. 

It means that a piecewise linear curve defined by the values U0, … , Un of a discrete function U exactly coincides with  so 

called ,,taut string” connecting the endpoints of the tube.  
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Fig. 2.  Taut string in the tube. 

Conclusion 

In this paper, we propose a variant of the Condat’s method based on the direct 1D TV regularization problem. The usage of 

the Condat’smethod with the taut string method leads to a clear geometric description of the extremal function. 
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Abstract 

The suggested method is aimed at studying the dynamics of the magnetospheric current systems during magnetic storms. The method is based 

on algorithmic solutions for processing of geomagnetic field variations, detection of local increases in geomagnetic disturbance intensity and 

estimation of their dynamic characteristics. Parameters of the algorithms allow us to evaluate the characteristics of small-scale local features 

emerging during geomagnetic activity slight increases and large-scale variations observed during magnetic storms. To evaluate the method, 

geomagnetic data from the stations located in the north-east of Russia and equatorial India were used. The method testing showed the 

possibility to apply it for the detection of pre-storm anomalous effects in geomagnetic data.  

Keywords: Wavelet transform; geomagnetic data processing; magnetic storm 

1. Introduction 

The work is devoted to the creation of methodical and software means for the analysis of recorded geomagnetic data. At 

present, theoretical and experimental bases of construction of systems for data processing and analysis are intensively 

developing, in particular in geophysics (for example, http://www.cosmos.ru/magbase; http://matlab.izmiran.ru/magdata/; 

https://www.ngdc.noaa.gov/; http://smdc.sinp.msu.ru/). It is caused by the increase of human society demands in automation of 

data flow processing. The subjects of this investigation are complex dynamic processes in the Earth magnetosphere and 

ionosphere determined by the phenomena and processes of solar origin. Solar activity impact on the Earth magnetosphere has 

quite a complicated character. Many aspects of it are still under-investigated [1]. As long as the state of magnetospheric-

ionospheric system is an important factor of space weather which affects many aspects of our life, works in this area are of high 

scientific interest [1].  

The Earth magnetic field variations reflect different geophysical processes in the Earth near space. During magnetic storms 

they contain uneven local features occurring at random times and carrying important information on the processes in the 

magnetosphere [2-14]. Traditional methods for data analysis applying basic models of time series, different techniques of 

smoothing and Fourier analysis methods are not effective enough to investigate fast unsteady processes. As it was noted in the 

papers   [15-18], they do not allow one to identify thin local features characterizing short-period oscillations during increased 

geomagnetic activity and to estimate their dynamic characteristics before and during storms. At present, modern mathematic 

methods and technologies are intensively developing in this area [3-9, 14, 18-25]. Based on Data Mining application in order to 

improve the processes of geophysical data recording and organization of world data centers, methods for automation of expert 

work in this area have been developed (creation of so called “artificial experts”) to solve geomagnetic data analysis problems, to 

detect noise at the stage of their preliminary processing, to identify anomalies during magnetic storms, to process magnetograms 

etc. [19-25]. To solve these tasks, the authors apply of the papers [9] a new approach, «discrete mathematical analysis» (DMA), 

which includes fundamental notions of mathematical analysis and modern approaches based on L. Zadeh’s logic. A group of 

scientists from India (Kaleekkal Unnikrishnan) developed a technique for modeling of geomagnetic field variations for low-

latitudinal stations. It is based on neural networks. The developed approach allowed them to improve the quality of the 

forecasting technique for magnetic storms (in 86% of cases) in comparison to the nearest method based on logistic regressive 

model obtained in 2005 (in 77% of cases) [23]. A group of scientists from Egypt (Space Weather Center, Faculty of Science, 

Helwan University, Cairo, Egypt) suggested to apply neural networks to predict the time of interplanetary shock wave 

propagation [24]. Based on the neural networks, the authors [25] suggested an algorithm for interplanetary magnetic field data 

processing and Dst-index calculation. The authors of that paper suggest an approach based on the combination of neural 

networks with wavelet transform and show the efficiency of joint application of mathematical apparatus data in comparison with 

a neural network in the problems of analysis of natural time series with complicated structures [26-29], in particular, for 

geomagnetic data analysis [28, 29]. It is shown in these papers that wavelet transform allows us to investigate the data structure 

in detail and to detect informative components which, in their turn, improve the procedure of neural network training and its 

performance efficiency. At present time, wavelet transform is widely used in the problems of analysis of the Earth magnetic 

field variations [2-5, 10, 14]. In the paper [2] wavelet transform is applied to investigate the relations between short-period 

oscillations of the geomagnetic field, solar wind parameters and interplanetary field during geomagnetic storms. Based on the 

wavelet transform, we solve such problems as denoising and elimination of a periodic component from geomagnetic field 

variations which is caused by the Earth rotation [4]. Applying the discrete wavelet transform, the authors of the paper [3] 

suggested an algorithm for automatic detection of magnetic storm initial stage periods. On the basis of the analysis of 

geomagnetic field variation wavelet spectrum, a method for forecast of strong geoeffective solar flares was proposed [13]. In 

http://www.cosmos.ru/magbase
https://www.ngdc.noaa.gov/
http://smdc.sinp.msu.ru/
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terms of wavelets, the authors of this paper suggested a new model of geomagnetic field variations [14, 30] and developed 

automatic algorithms do detect calm diurnal variation and to estimate disturbance intensities [30]. This approach allowed us to 

automate the procedure for calculation of geomagnetic activity index K, close to J. Bartels method, and to decrease the 

calculation error in comparison to the current methods [30]. In this paper we continue the investigation in this direction where a 

special emphasis is placed on the development of calculation solutions to detect and to estimate short-time anomalous increases 

in geomagnetic disturbance intensity which may occur before magnetic storms and have applied significance. The important 

thing in this approach is the possibility to apply the geomagnetic field data recorded on the ground, the analysis methods of 

which may significantly contribute to the current forecast methods. Taking into account incomplete prior knowledge on the 

dynamics of magnetospheric current systems and the limited scope of the obtained information on the processes in the near 

Earth space, noises, possible equipment failures etc., successful solution of the problem of space weather forecast requires a 

complex of methods and technologies. The confirmation of it is the large number of papers and scientific groups which aim their 

efforts at creating methods for recognition and classification of the effects in geophysical observation time series with 

applications in space weather problems.  

2. Description of the method  

In the papers [14, 30] the authors propose geomagnetic field variation representation based on multiscale wavelet 

decompositions:  
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 are defined from the equations: njnj fc ,, , , njnj fd ,, , , D  is a set of indices of the disturbed 

components,  j is the scale, the inferior index «0» denotes that the initial discrete data belong to a domain of scale «0». 

Component  
n

nntrend tctf )()( ,6,6   describes the undisturbed level of the horizontal component of the Earth magnetic 

field during quiet geomagnetic field, and the component 
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Minimizing the errors in the class of orthonormal functions, the Daubechies basis of order 3 was determined as the wavelet 

basis [30].  

 The set of indices D can be determined on the basis of the following criteria [14, 30]:  
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normal distribution; 
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The measure of geomagnetic disturbance of the component )(tg j
 on the scale j  is [14, 30]: 
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Taking into account that the component 
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n

njnjj tdtg )()( ,,  describes the disturbances 

(see relation (1)),  and the equivalence of discrete and continuous wavelet decompositions,  in order to obtain more detailed 

information on the properties of the function f  under analysis, continuous wavelet transform may be applied [31, 32] 
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In this case, when a scale a  vanishes, the wavelet coefficients    abfW ,

 

characterize the local properties of the 

function f  in the vicinity of the instant time bt   [31, 32]. 

 

Following the relation (3) as a measure of geomagnetic disturbance intensity, it is logical to consider the wave coefficient 

amplitude  

       abab fWi ,,  . 

The intensity of field multi-scale disturbances at an instant time bt   is estimated on the basis of the value [14, 30] 
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In the case of field positive disturbances (current variation increase relatively the characteristic level), bI  value is positive. In 

the case of field negative disturbances (variation decrease relatively the characteristic level), bI  value is negative.  

To distinguish the periods of increased geomagnetic activity, the following threshold function is applied:  
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St  is the standard deviation, l is 

the time window length, abfW ,  is the average value, U  is the threshold coefficient.   

It is obvious that the parameters of function (5), the window length l  and the threshold coefficient U , are adjustable and 

determine the size of a time window within which geomagnetic disturbances are estimated and the level of determined 

geomagnetic disturbances (we applied the window length of 1440l  that corresponds to 24 hours and the threshold 

coefficient 7U ). 

To estimate the intensity of the detected disturbances at an instant time bt   according to the paper [30], we apply the value 

of  
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We make wavelet transform of value bY
 
(see (4)) 
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and taking into account that a wavelet is a window function [31], we obtain a dynamic spectrum of geomagnetic disturbance 

intensity.  

 

3. Processing results of geomagnetic data during the magnetic storms on January 7, 2015 and March 17, 2015 

Based on the suggested method, we processed and analyzed the data from the sites in the north-eastern segment of Russia 

(Table 1). To analyze the processes in the magnetosphere at the near equatorial latitudes, the data of the Indian HYB 

“Hydarabad” and CPL “Choutuppal” sites were used. The considered events and the results of application of the developed 

method for detection of anomalous increases of geomagnetic disturbance intensity before magnetic storms is shown in Table 2. 

Analysis of the results of Table 2 indicates the possibility of occurrence of weak geomagnetic disturbances before magnetic 

storms, which was first mentioned in the papers [33, 34]. It shows high sensitivity and the efficiency of the method suggested in 

the paper. In what follows are the detailed results of geomagnetic data processing during geomagnetic storms which occurred on 

07.01.2015, 17.03.2015, 21.06.2015, 15.08.2015, 19.12.2015. 
 
Table 1. Sites of the north-eastern segment of Russia. 

Observatory 
Code 

IAGA 

Geographical 

latitude 

Geographical 

longitude 

Geomagnetic 

latitude 

Geomagnetic 

longitude 

Local time 

(LT) 

Magadan (1) MGD 5933.1 15048.3 5132.4 1462.4 UTC+11 

Paratunka (1) PET 5258.3 15815.0 4551.6 13757.6 UTC+12 

Khabarovsk (1) KHB 4829.0 13504.0 3915 15648.6 UTC+10 

Choutuppal (2) CPL 1717.33 7855' 837.2 15234.8 UTC+5:30 

Note: site affiliation is indicated in brackets (1) – IKIR FEB RAS, (2) – CSIR-National Geophysical Research Institute. 
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Table 2. Results of detection of anomalous increases of geomagnetic activity before storms. 

Date of a 

storm 

Storm source Time of storm 

beginning (UT) 

max

Kp 

max 

Dst 

Anomalies detected before a magnetic 

storm  

Maximum value of the 

detected disturbance 
intensities  

Time interval before a 

magnetic storm 

beginning  

Scales KHB site CPL site 

07.01.2015 CME 6:15 6 -103 4 hours 55 minutes 4-10 20 0 

12 hours 10 minutes 2-8 12 27 

21 hours 14-20 1085 328 
17.03.2015 CME 4:45 8 -233 11 hours 15 minutes 5-40 523 225 

12 hours 10 minutes 20-34 232 0 

16 hours 30 minutes 6-10 3 2 
21.06.2015 CIR/CME 16:55 8 -111 7 hours 10-16 2 53 

10 hours 0-8 2 0 

15.08.2015 CME/CIR 8:30 6 -64 5 hours 8-12 0 209 
5 hours 20 minutes 40-60 2 415 

5 hours 30 minutes 8-20 65 35 

7 hours 0-8 3 0 
10 hours 16-32 1 0 

13 hours 30 minutes 8-22 18 19 

18 hours 40 minutes 0-4 1 0 
19.12.2015 CME 16:18 7 -170 1 hour 8-32 1 0 

7 hours 20 minutes 6-12 4 0 

15 hours 30 minutes 2-8 5 0 
25 hours 30 minutes 0-4 1 1 

 
Fig 1. Processing results of the data for January 7, 2015; a) Bz component of the Interplanetary Magnetic Field; b) AE-index (yellow line), AU-index (blue 

line) and AL-index (red line); c) Dst-index; d) H-component of the magnetic field; e) geomagnetic disturbance intensity (relation (5)); f) dynamic spectrum of 
geomagnetic disturbance intensity. 
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Fig. 2. Processing results of the data for August 15, 2015; a) Bz component of the Interplanetary Magnetic Field; b) AE-index (yellow line), AU-index (blue 

line) and AL-index (red line); c) Dst-index; d) H-component of the magnetic field; e) geomagnetic disturbance intensity (relation (5)); f) dynamic spectrum of 
geomagnetic disturbance intensity. 

Fig. 1 shows the results of processing of geomagnetic data during the magnetic storm on January 7, 2015. This event was 

caused by coronal ejection of solar material (CME on January 4, http://ipg.geospace.ru/space-weather-review-07-01-2015.html). 

Its dynamics was of classical character with clearly defined major phases of a storm in Dst-variation (Fig. 1c). The results of 

estimation the geomagnetic disturbance intensity shows that during the initial stage of the storm, from about 07:00 UT, 

geomagnetic activity gradually increased and the Dst-index had positive values. Maxima of disturbance intensity (Fig. 1e) are 

observed during Dst-index decrease and AE-index increase characterizing the occurrence of an intensive substorm in the auroral 

zone. The dynamic spectrum of geomagnetic disturbance intensity (relation (5)) illustrated in Fig. 1f shows the regions of 

disturbance concentration and propagation in the areas under analysis. During the event, a general picture of the dynamics of 

magnetospheric current systems is observed. The beginning of the storm from 6:00 to 08:00 UT was the most clearly defined at 

the near equatorial site (India). During the main phase of the storm, activation areas are observed in the dynamic spectra of all 

the sites (Fig. 1f; red color is the intensity increase; blue color is the intensity decrease). They are likely to characterize large-

scale processes in the magnetosphere probably associated with energy accumulation and release during the event. At the most 

northern site Magadan, local regions (from 10:00 to 11:00 UT) are distinguished. They are likely to be associated with auroral 

processes. 

Fig. 2 shows the data processing for the magnetic storm on August 15, 2015 which was caused by a solar medium coronal 

mass ejection (CME on August 12) and high-velocity flows from a coronal hole (CIR). The magnetic storm began at 08:30 UT 

during a sharp increase of solar wind velocity and increase of the magnetic field horizontal component at all the sites under 

analysis. Short-period anomalous increases of geomagnetic activity began about 12 hours before the magnetic storm (Fig. 2e). 

The highest values of geomagnetic disturbance intensity are observed at the sites during the main phase of the storm (the period 

of significant decrease of Dst-indes). The wavelet spectrum of geomagnetic disturbance intensity shows that geomagnetic field 
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disturbances at all the sites increased in the vicinity of special points (points of local extreme periods, function inflection) of 

Dst-variation (08:00-10:00; 11:00-13:00 UT). It indicates active processes in the magnetosphere at these time periods. The 

disturbances at the near equatorial site CPL had the most clearly defined character.  

The results of application of the developed method for detection of pre-storm anomalies of geomagnetic disturbance intensity 

increases are illustrated on the example of the event on August 15, 2015 in Fig. 3. Analysis of Fig. 3e shows synchronous 

anomalous increases of geomagnetic activity 18 hours before the magnetic storm. Several minutes before registration of the 

event at the sites, short-time geomagnetic disturbance intensity significantly increased and reached the maximum values during 

the initial phase.   

 
Fig. 3. Processing results of the data for August 13-15, 2015; a) Bz component of the Interplanetary Magnetic Field; b) AE-index (yellow line), AU-index 

(blue line) and AL-index (red line); c) Dst-index; d) H-component of the magnetic field; e) detection of the periods of increased geomagnetic activity (relation 
(6)). 

4. Conclusions 

A detailed analysis of geomagnetic data during strong magnetic storms in 2015 was carried out by the suggested method. 

The dynamic spectrum of geomagnetic disturbance intensity showed spatial pattern of the events and allowed us to analyze 

geomagnetic disturbance propagation along the observation meridian and at the near equatorial sites. During the main phases of 

the storms, activation areas were detected. They have large spatial scales and are likely to be associated with the processes of 

energy accumulation and release in the magnetosphere. Before the events, synchronous local increases of geomagnetic activity 

were observed at the sites under analysis. They are likely to be associated with nonstationary effect of solar wind plasma on the 

Earth magnetosphere in the course of an interplanetary disturbance approaching. Such anomalous pre-storm effects are 

mentioned in the papers [33, 34]. According to the processing results of large experimental material and joint analysis of 

geomagnetic field H-component oscillations with the oscillating processes on the Sun, the authors [13, 33] showed that the 

success rate of the suggested forecast method for the geoeffective flare events is 90%. This result indicates high probability of 

possible occurrence of pre-storm anomalous features in geomagnetic data. The possibility of automatic registration of 

anomalous feature data is an important aspect of the suggested method for space weather forecast.  
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Abstract 

The article deals with optimum two-phase planning of secure routs in large scale computer networks. Uncertainty of future needs is covered by 

extensive statistical modeling, which resulted in identification of statistical dependences and phenomena allowing for optimization of creation. 

To describe secure paths in random matrices the author uses programmable percolation apparatus. Tolerance of the created secure routes to 

failures in certain secure paths is demonstrated here.  
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1. Introduction 

Large scale (complex) networks are characterized by the large number of nodes, paths connecting them and mixed 

topology. There are a number of crucial research tasks pertaining to such networks, for example, analysis of dimensions and 

number of various-object clusters appearing in the networks; analysis of paths connecting nodes and clusters; analysis of nodes, 

removal of which may cause disintegration of the network into unlinked parts and etc.  

The main task of the security strategy being a generalized long-term activity plan aimed at assuring security of large scale 

networks is effective use of limited resources.  

In this case problem solving done in a responsive planning way basing on minimum aggregate expenditures allows 

succeeding.  

Papers [10, 14, 17] tackle the issue of using the classical percolation theory for the applied research networks. However, 

the authors never address methods to study large scale networks based on programmable percolation theory explicated in [5, 6, 

7, 8]. 

Habitually the percolation theory describes a grid of vertices and bonds or a square matrix of 𝐿 lines, where the random 

number of cells is black allowing liquid, gas, traffic or data through, whereas the rest of cells are white or closed. If the 

concentration (probability of occurrence) of black cells increases, some of them randomly adjoin with the edges and merge. 

These black cells with adjoining edges make random open-bond clusters. These clusters appear and grow as the black cells 

concentration grows [1, 2].  

The classical percolation theory describes randomly-filled matrix representing model of environment in direct 

geometrical interpretation [1, 3, 4, 9, 15, 16]. As it is, such an approach does not suit for large scale networks security analysis, 

because bonds among network nodes are diverse or even ill-defined, and though there are protective bonds among nodes they do 

not cover the majority of possible routes. It is necessary to migrate from network topology to that of the secure paths inter nodes 

matrix (SPNM). Such a matrix might ignite research of network security and availability of through paths using methods of the 

percolation theory.  

2. Statement of the problem, method of analysis and computer experiment 

A large scale network is considered here. Paths among certain nodes are secure. Resource scarcity makes it impossible to 

build all possible secure routes at once. One may make a secure route each time it is necessary, though it is time-consuming and 

costly, if compared to other routes incorporating available secure paths (or passing through clusters of such secure paths) 

provided the latter are abundant. In this case, to create the required route it is necessary to introduce few secure paths covering 

inter-cluster gaps.  

Uncertainty in realization of the given secure route may be determined by statistical analysis based on a large number of 

random routes.  

Thus, the network under consideration has a random number of securely connected nodes making up a somewhat 

stochastic secure basis. Now it is possible to build a completely secure route via any nodes of the network introducing additional 

secure segments where they are missing or necessary. As these additional secure segments are formed emergently, they require 

thorough positioning. Besides they are more expensive than secure paths from stochastic basis.  

It is required to define probability of a secure path in the stochastic basis (in terms of the percolation theory – 

concentration of the open black cells) which minimizes overheads of building secure routs in the network.  

In the classic percolation theory [1, 2, 12, 15, 16] they define 𝐾𝑡ℎ – the concentration of the open black cells or stochastic 

percolation threshold, when a random route passing through black cells from top to bottom of the matrix in the given direction, 

i.e. stochastic percolation cluster, appears. However, this stochastic percolation cluster has loose structure, considerable number 

of dead brunches and is obviously redundant for real-world application.  

With the programmable percolation [5, 6, 7, 8] at the first stage there is built a basis consisting of randomly distributed 

secure paths making clusters and having concentration well below the stochastic percolation threshold. At the second stage by 

inserting additional secure paths into existing inter-cluster gaps there is created a through percolation route. Here concentration 

of the stochastic basis is chosen to make cumulative cost of the two-phase operation minimal. Solving of this problem shows 
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that programmable percolation allows having concentration of objects (secure paths) more than twice as little as the stochastic 

percolation threshold. As well the concentration of objects is in the neighborhood of concentration typical to average maximal 

number of clusters appearing (𝐾 = 0.25).  

As far as targets of research are large scale networks and statistical phenomena of secure-path clusters, and the goal of 

research is long-term planning of optimal-cost secure routes in large scale networks, our theoretical considerations are verified 

by a computer experiment - the only possible way of application investigation. 

The computer experiment for long-term planning of secure routs in large scale networks consisted of a number of 

consecutive stages, repeated for each of randomly filled matrices (SPNM) being models of operation environment.  

Each time the following steps were made for each value of secure routs concentration:   

- the matrix was randomly filled with objects in conformity with the predetermined probability law and concentration 

value;  

- the resultant clusters and objects were identified and analyzed;  

- measures of cluster distribution (average values, scatter and etc.), cluster size, inter-cluster gaps and etc. were 

calculated; 

- gaps between stochastically-formed clusters were analyzed; shortest artificial percolation paths were formed; average 

length of the above mentioned path was measured and average number of additionally inserted secure segments covering inter-

cluster gaps was calculated per totality of randomly-filled matrices. 

In order to identify clusters and estimate their characteristics we used the Hoshen-Kopelman algorithm [11, 13]. To make 

paths through clusters we created a Lightning – Closest Point algorithm which is an adaptation of Lighting strike and Dijkstra's 

algorithms [5, 6, 7, 8].  

3. SPNM properties  

Classic percolation theory considers a randomly-filled matrix to be a model of environment in direct geometrical 

interpretation. Such an approach does not suit for analysis of network security, because network topology cannot be rendered by 

a two-dimensional array. It is necessary to migrate from network topology to that of the secure paths inter nodes matrix 

(SPNM). Such a matrix might ignite research of network security and availability of through paths using methods of the 

percolation theory.   

Example of such a transmission is demonstrated below in Figures 1 and 2. 

 Black lines are data connections (paths) between network nodes. Yellow lines are secure connection (secure paths) 

between the nodes.  

 

 
Fig. 1. Random network graph. 
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Fig. 2. SPNM for secure sections of the network? Demonstrated in Figure 1. 

 

 SPNM is filled according to the following rule: end-node names of interest are recorded in the vertical direction, start-

node names of interest are recorded in the horizontal direction (in Figure 2 they are blue). Note that nodes in the vertical and 

horizontal directions are not repeated. The suggested research tool SPNM strict squareness is unimportant. Casual 

randomization of lines and columns is possible. SPNM filling algorithm is the following:  

 

1. Repeat unless all nodes are done: 

1.1. If node 𝐴 is missing in the table, record the node name in the horizontal direction. 

1.2. Record nodes, which are connected with the node 𝐴 in the network in vertical direction. 

1.3. Mark SPNM cells correspondingly: black if there is secure connection between the node 𝐴 and other nodes from 

the table. 

2. End of the loop. 

 

Adjoining black cells make up a cluster. The point is that information can be securely transferred via this segment of 

the network. In the given example (see Fig.2) there are two clusters: the «1-2, 1-8» cluster and the «3-4» cluster. 

1 

5 6 

3 2 

8 

4 

7 



Image Processing, Geoinformation Technology and Information Security / Ya. Mostovoy, V.Berdnikov 

3rd International conference “Information Technology and Nanotechnology 2017”  189 

If certain inter-cluster gaps in the SPNM are filled with secure connections (marked red), then a through non-stochastic 

but programmed percolation route is created in the SPMN. It means that all the nodes recorded in the vertical direction are 

available for secure connection with the nodes recorded in the horizontal direction.  

Thus, secure interconnection of all the nodes recorded in the vertical direction is rendered on the SPNM as a 

programmable percolation vertical route (see Fig.3): 

 

 1 3 6 

2    

8    

5    

7    

4    
Fig. 3. Programmable percolation in SPNM. 

 

It is obvious, that the number of such secure paths might be great. They might pass through one or several nodes 

located on the horizontal axis. There might be other percolation routes generated with directed percolation. To plot the shortest 

route in the given direction we used an adaptation of Dijkstra's algorithm. All programmable percolation routes are the subject 

of statistical modeling.  

 For statistical analysis we used different-size SPNM filled with the help of the random number generator. 

 Example of an SPNM randomly filled with secure paths (black cells) is given in Figure 4. Concentration of the black 

cells differs. SPNM size here is 50 × 50. Possible shortest routes of the programmable percolation in the bottom-top direction 

across the SPNM are plotted in red. Note greater tortuousness of the programmable percolation route across the matrix with 

𝐾 = 0.6 concentration. 

 

   
a)     b) 

Fig. 4. Examples of percolation routes across matrices with a) 𝐾 = 0.25, b) 𝐾 = 0.6 population concentration. 

4. Some statistical peculiarities of clusters’ formation in large scale networks 

Concentration 𝐾 is a relative fraction of black nodes during random and homogeneous filling of the matrix. It makes 

black cells [2] likely to appear, when probability of their occurrence in the matrix is uniformly distributed. That is why here and 

elsewhere we use both: the expression “probability of the predefined object (secure path) in the matrix cell” and its epitomized 

version - “concentration”.  

Statistical modeling using square randomly filled matrices allows detection and analysis of cluster statistical phenomena 

(peculiarities) being of great practical consequence.  

The first peculiarity is presence of the stochastic percolation threshold in the shape of matrix dissection by the open 

percolation cluster. It is guaranteed at 𝐾 = 0.6. 

The second peculiarity is such concentration of objects when average number of clusters is maximum [5, 6, 7, 8, 18]. A 

ibid is demonstrated that the value is robust, i.e. low responsive to the object presence in the matrix cell probability distribution 

law. This peculiarity manifests itself at 𝐾 = 0.25 (see Fig. 5). 

The third statistical peculiarity is maximum average length of the shortest route through the stochastically formed 

clusters in the percolation direction. This value appears when the population of objects and route tortuousness grows. Average 

length of the programmable percolation 𝐿(𝐾) shortest route grows up to the stochastic percolation threshold, and upon reaching 

it starts decreasing. The more tortuous is the percolation route (i.e. the longer it is), the more passing clusters it incorporates.  

5. Analysis of two-phase operations  

During statistical modeling we considered several thousands of different size matrices. The cells of those matrices were 

randomly filled with provision for equal probability of objects distribution in the cells. In order to identify all the clusters in the 

received random matrices we used the Hoshen-Kopelman algorithm [5, 6, 7, 13]. Then we estimated their statistical 

characteristics and plotted curves of average values.  

Dependence of the average number of clusters in the matrix from the probability of the object in the cell 𝐾 is given in 

Figure 5. When the probability increases up to ~0.25, the matrix is being filled with the objects, and the number of cluster 
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grows. Further growth of concentration results in merging of the clusters. Their average number decreases while their size 

grows.  

On several physical grounds we established that the number of clusters appeared in the matrix with the certain 

concentration depended on the matrix area size 𝐿2, while length of routes depended on the linear dimension of the matrix 𝐿. 

Consequently, it is possible to save numerical results of statistical modeling from influence of the matrix size by dividing them 

by 𝐿 or  𝐿2 correspondingly. Numerical computations verify the above said (see Fig.5). 
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      a)     b) 

Fig. 5. Dependence of the average number of clusters on the object probability in the cell for a 50х50 matrix (in dots) and a 100х100 matrix  

 – a) average number of clusters normalized by the matrix area size – b) for both cases. 

 

We may decrease the appropriate concentration and consequently number of objects necessary for percolation, if we 

replace classical stochastic percolation with the suggested programmable percolation and apply the two-phase approach. 

Taking into account different value of type I objects randomly distributed to form a stochastic basis (black cells) and type 

II objects inserted in certain places of the coverage area to get the shortest programmable percolation route (red cells), we are 

able to come at a such concentration of the stochastic basis when total cost of the created programmable percolation route is 

minimal. 

Having said this it can be believed that each of the objects from the stochastic basis scattered in the operating 

environment is cheaper than an additional object inserted into a certain place of the same operating environment. 

Figure 6 demonstrates processed results of two-phase operations computer experiment: average number of the inserted 

objects necessary for programmable percolation with various concentrations of objects in the stochastic basis and for different-

size matrices. Figure 6a: in vertical direction is given the average number of the objects inserted in 50×50 matrix (dotted line) 

and 100×100 matrix. Figure 6b: the dependences are normalized according to the matrix size (whereupon the graphs coincided). 

Stochastic percolation cluster is formed at concentration 𝐾 = 0.6 and the shortest percolation route passes through it. 

That is why in this case the average number of the added cells tends to zero. At this concentration tortuousness and length of the 

percolation route are maximal. Further growth of the concentration makes the shortest percolation route more straight and its 

length decreases (Fig. 6c) [8]. 

 

 
a)    b)    c) 

Fig. 6. Dependency of the average number of inserted objects 𝜑(𝐾) and the average normalized length of the programmable percolation route (𝐾) from the 

probability of the object in the cell 𝐾. 

 

Let us calculate cost of the two-phase operation. The cost of finding (preparation) of each random secure path is 

designated as 𝛼, the cost of a single additional secure path selected (prepared) in a certain place of a large scale network during 

the second phase is designated as 𝜃(𝐾).  

Then the total cost of the two-phase operation Р is: 

 

Р =  𝛼 ∗ 𝐾 ∗ 𝐿2  +  𝜃(К) ∗ 𝜑(К) ∗ 𝐿 (1) 

 

Where the first term is the cost of preparation of the operating environment stochastic basis, 𝐾 ∗ 𝐿2 – number of basic secure 

paths in the stochastic basis expressed as concentration function. The addend in (1) is the cost of the secure paths necessary to 

form the shortest programmable percolation route through stochastically generated clusters. 𝜑(𝐾) ∗ 𝐿 is average number of the 

added secure paths in SPNM of 𝐿 size specified by stochastic computer experimental results and demonstrated in the normalized 

dependence (see Fig. 6c). 

𝜃(𝐾) function reflects cost of each secure path created and inserted in the large scale network variation versus 

stochastic basis concentration.  

We assume that the cost of each additional secure path created in a certain SPNM cell is proportional to the size and 

number of inter-cluster gaps covered along the percolation route. In other words it is proportional to the number of the reds in 
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the route 
𝜑(𝐾) ∗ 𝐿

𝐿(𝐾) ∗ 𝐿⁄  and inversely proportional to relative tortuousness of the route 
𝐿(𝐾)

𝐿⁄  as maximal tortuousness 

means absence of gaps to be covered (absence of the reds). Therefore, wealth of gaps in the route results in greater cost of each 

additional secure path, 𝜃 (𝐾) =  
𝜃0 ∗ 𝜑(𝐾) ∗ 𝐿

𝐿(𝐾)2⁄ . With account of this equation, the cumulative costs formula (1) shall be 

written as: 

 

Р =  𝛼 ×  𝐾 × 𝐿2 + 
𝜃0 ∗ 𝜑(𝐾)2 ∗ 𝐿2

𝐿(𝐾)2⁄  
(2) 

 

Let us analyze relative cost of a two-phase operation. For this we divide the left-hand side and the right-hand side of the 

obtained equation (2) by Рп  =  𝛼 ∗ 𝐾п ∗ 𝐿2 – cost of a purely stochastic one-phase operation. 

Then: 

 

Ротн =  Р
Рп

⁄  =  1.7𝐾 +  1.7 ∗  (
( 𝜃0 ∗  𝜑(𝐾)2)

( 𝛼 ∗ 𝐿(𝐾))
⁄ )    =  1.7 (𝐾 + 

𝑅 ∗ 𝜑(𝐾)2

𝐿(𝐾)2⁄ ), (3) 

 

where 𝑅 =  
𝜃0

𝛼⁄  is ratio of the additional object cost to the stochastic basis object cost. Figure 7 demonstrates two-phase 

operation relative cost variation versus stochastic basis 𝐾 obtained with the above equation taking into consideration 𝜑(𝐾) and 

𝐿(𝐾) variations (see Fig. 5) for 𝑅 = 1. 

  

 
Fig. 7. Two-phase operation relative cost variation versus concentration of objects in the stochastic basis. 

 

The plot in Figure 7 demonstrates that from the perspective of two-phase operations total cost minimization, optimal 

probability of a secure path in the stochastic basis cell shall be ~0.25, which corresponds to the maximal number of clusters in 

the stochastic basis (see Fig. 5). This remarkable point does not explicitly occur in the equations used for plotting of the graph 

(see Fig.7). The result may be interpreted as validation of statistic computer experimental data and model of two-phase 

operation labor consumption. 

6. Percolation route stability analysis 

 Complex technical systems rarely work as expected. But smart security strategy shall consider off-design operation and 

available redundancy. This is the only way to overcome failures and errors. 

 For this reason large scale network security model shall support safe operation of the network even in case of node 

faults. Statistical analyses of SPNM suggested in the article enables pointedly handle the issue.  

We studied failures of secure bonds along a percolation route. Here failure means that protection in the SPNM cell is 

destroyed and it results in interruption of secure information stream along a chosen route. Supposing that, it is impossible to 

promptly recover the fault point, but to bypass. The question is: what is the cost of such a bypass, how much is the route 

lengthened? It is evident that the answer depends on the large scale network topology or on the concentration of the blacks if we 

consider our percolation model.  

So, to answer the question we performed statistical computer experiment. Computer-aided experiment was conducted 

in the following way: first of all we randomly chose a cell on the percolation route and put a veto on the route passing through it. 
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Then, we let a new percolation route start from the preceding point in the same direction and on the same conditions of 

optimality bypassing the fault. Probability that the new percolation route reverts to the former one is demonstrated in Figure 8; 

optimal concentration of the stochastic basis 𝐾 = 0.25 was estimated in advance. The plot obtained in the cause of the 

experiment did not depend on the matrix size. The plot was normalized according to the following rule: 𝐿𝑛 = 𝑖
𝐿⁄ , where 𝑖 is 

coordinate position of the failure in SPNM in the vertical direction, 𝐿 is the SPNM height.  

It is safe to say that the route is invariable up to 𝐿𝑛 = 0.85, i.e. a new percolation route is likely to revert to the former 

one. Al the upsurges seen on the plot are within statistical error.  

 

 
Fig. 8. Probability of a new route to revere to the formed one from the failure point.   

 

As a part of the study were obtained variations of the green-cell number versus concentration for matrices of different 𝐿 

sizes. From now on green cells are the cells newly added to the percolation route with the purpose to bypass a banned cell 

denoting a failure. 

Variation of the green cells number 𝐿𝐺 versus concentration is given in Figure 9. Actually, the plot for matrices of 

different sizes is the same.  

 

 
Fig. 9. Variation of the number of green cells added to a bypass route versus concentration for matrices of different sizes. 

 

Note that all the deviations of the plot are within statistical error.  

 Based on the findings it follows that the number of the green cells independent from the matrix size, but depends on the 

concentration. Therefore, the fault phenomenon is of purely local nature.  

7. Analysis of programmable percolation in SPNM  

Besides, we studied programmable percolation, i.e. making routes from the given point to the target point. This problem 

might be highly topical for information networks outside statistical research, when, for example, it is required to establish secure 

communication between some given nodes of the network.  

 Let us locate point A anywhere in the first row of the matrix and point B – anywhere in the last row of the matrix. 

Percolation route created for points A and B goes at some angle, further on referred to as “angular displacement” relative to the 

matrix vertical line. In other words, this route goes along some centerline between points A and B. To avoid variation versus 

matrix size we shall normalize to the length of the guiding axis in the following way: 

 

𝜑𝑇 = 𝐿𝑅
𝑙

; 𝑙 = √(𝑖𝐵 − 𝑖𝐴)2 + (𝑗𝐵 − 𝑗𝐴)
2
, (4) 

 

where 𝐿𝑅 – the number of red cells added to the percolation route, 𝑙 – geometric distance between points A and B calculated by 

the Pythagorean theorem, where (𝑖𝐴; 𝑗𝐴) и (𝑖𝐵; 𝑗𝐵) are coordinates of points A and B correspondingly. 

Upon thorough study of various angular displacements it was found out that value 𝜑𝑇 was independent from the angular 

displacement. Then we constructed variation of the value 𝜑𝑇 versus concentration according to the following rule: points A and 

B should be located inside the clusters. We juxtaposed the obtained plot (see Fig. 10, plot b) with the plot in Figure 6b (see Fig. 
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10, plot a). The results agreed. Hence, the average number of objects (red cells) added to the percolation route would be the 

same irrespective to the direction of a percolation route.  

 

 
Fig. 10. a – variation of the average number of added objects 𝜑(𝐾) and average normalized length of a programmable percolation route versus concentration 

(Fig. 9); b – variation of the normalized length of a programmable percolation route versus concentration. 

 

Note that graph 10a was plotted by averaging the number of the red cells in the situation of the percolation failure, whereas 

graph 10b was plotted by averaging the number of the red cells for programmable percolation between target points A and B. 

8. Conclusion 

1. In case of limited resources cost-effective planning of secure routes shall be two-phased: firstly is created a 

stochastic basis of secure though rather low-concentrated paths, and secondly are built secure routes via clusters of the stochastic 

basis with minimal insertion of secure paths in between the gaps of the clusters.  

2. Concentration of secure paths in the stochastic basis shall be 0.25. At such concentration of secure nodes the number 

of the generated clusters is maximal. In this case any secure route built between the given nodes of the network has minimal 

average total cost. 

3. Subsequent to the results of the percolation route stability analysis it was found that the fault phenomenon was of 

purely local nature and bypass routes were likely to revert to the original percolation route.  

4. When the optimal concentration of secure paths is 0.25 , the average number of additionally inserted secure paths to 

bypass the failed one is not more than 2.  
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Abstract 

Combining multiple partitions into single ensemble clustering solution is a prominent way to improve accuracy and stability of clustering 

solutions. One of the major problems in constructing clustering ensembles is high computational complexity of the common methods. In this 

paper two computationally efficient methods of constructing ensembles of nonparametric clustering algorithms are introduced. They are based 

on the use of co-association matrix and subclusters. The results of experiments on synthetic and real datasets confirm their effectiveness and 

show the stability of the obtained solutions. The performance of the proposed methods allows to process large images including multispectral 

satellite data. 

Keywords: ensemble; co-association matrix; nonparametric clustering algorithm; multispectral image segmentation 

1. Introduction 

Segmentation is one of the most important steps in the analysis of digital images [1]. It consists of dividing an image into 

non-overlapping regions based on similarity of their spectral and spatial characteristics (texture, size, shape, etc.). Segmentation 

methods have found wide application in many applied fields including Earth remote sensing [2], which is developing rapidly in 

recent years. 

The most common approach to the segmentation of satellite images is based on data clustering algorithms [3]. Generally, 

clustering problem has to be solved without any a priori information about the number of clusters and their probabilistic 

characteristics. Under these conditions, the most attractive is nonparametric approach, which is famous for its ability to discover 

arbitrary-shaped clusters without hard assumptions on the density distribution function [4]. Nonparametric density-based 

algorithms define clusters  as  high  density  regions  in  the  feature  space  separated  by  low density regions. Histogram and 

Parzen-window density estimates are the most popular for nonparametric clustering algorithms. The resulting estimate is highly 

dependent on the smoothing bandwidth parameter, which defines the scale of observation. Larger values result in smoother 

density estimate, while for smaller values the contribution of each sample to overall density has the emphasized local character, 

resulting in density estimate revealing details on a finer scale. Bandwidth selection in practical tasks is very complicated [5]. 

Ensemble approach is well known as a prominent method for improving robustness, stability and accuracy of clustering 

solutions [6-15]. Ensemble approach combines multiple partitions generated by clustering algorithms into a single consensual 

solution. Research on clustering ensembles focuses on two challenging aspects: how to generate different and diverse partitions 

and how to design consensus function. There are four common ways of generating multiple data partitions for clustering 

ensemble [6]: applying different clustering algorithms [7], applying the same clustering algorithm with different values of 

parameters or initializations [8], combining data representations (feature spaces) [9] and different subsets of initial dataset [10].  

The optimal consensual result can be obtained by solving median partition problem [11]. In this case, one seeks to find the 

partition, which minimizes the sum of distances to all partitions in the ensemble with respect to a clustering distance function. 

The direct solution turns out to be NP-hard for any reasonable clustering distance function [12]. Therefore, in practice other 

ways of solving this problem are used (e.g. hypergraph partitioning, voting approach, mutual information algorithm, co-

association based functions and finite mixture model). Nevertheless, all these methods suffer from high time complexity [7,8] 

and they cannot be applied directly to large images containing millions of pixels [10,13]. 

In this paper, two computationally efficient methods of constructing clustering ensembles based on co-association matrix and 

subclusters are proposed and compared. Besides, the use of co-association matrix for improving the stability of ensemble results 

is theoretically substantiated. 

2. Description and theoretical foundation of the ensemble approach based on consensus co-association matrix 

One of the most efficient approaches for constructing cluster ensemble is the use of consensus co-association matrix [15]. The 

elements of this matrix characterize the pairwise dissimilarity of objects as a number of partitions in which a pair do not belong 

to the same cluster. To obtain final solution, the co-association matrix is considered as a matrix of distances between objects. In 

this role, it is used as input for the one of the standard hierarchical clustering algorithms. This method does not require the 

equality of the number of clusters in all partitions. This condition is necessary for nonparametric clustering, when the number of 

clusters is not determined in advance. 

In this work, we propose to construct an ensemble on the basis of L  particular results obtained by nonparametric clustering 

algorithm with different values of bandwidth parameter. The method of the ensemble construction is described as follows. 
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Suppose that the set of classified objects consists of vectors in feature space 
dR : 1{ ( ,..., ) , 1, }d d

i i iX x x x R i N    . Let a set 

of particular clustering results (1) ( ) ( ){ , , , , }l LG G G  G
 
be obtained with use of some algorithm ( )    depending on a 

vector of parameters   taken at random from certain set of parameters Θ ; here 
( )lG is the l th variant of partitioning on ( )lM

clusters. 

Denote by ( )lH   the
 
binary matrix of size N N  defined for the l th partition as follows: 

,

0, if the  objects  and  are assigned to the same cluster,

1, otherwise,
( )i j l

i jx
H

x



 


 

where , 1, ,i j N  , i j . 

After constructing a set of particular clustering results, it is possible to determine the consensus co-association matrix 

 ,i jH H ,   
, ,

1

1
( )

L

i j i j l

l

H
L




 H , 

where , 1, ,i j N  . The quantity 
,i jH  equals the frequency of classifying ix  and 

jx  into separate clusters in the set of 

clusterings G . A value close to zero suggests that these objects have a large chance of falling into the same group. A value close 

to 1 indicates that the chance of being in the same cluster is negligible for the pair. 

After calculating the consensus co-association matrix, hierarchical clustering algorithm UPGMA with unweighted average 

linkage rule is applied to find the collective clustering result [16]. This method has the advantage that it allows discovering 

hierarchical structure of clusters, what greatly simplifies the process of interpreting the results. 

To study the properties of cluster ensemble construction method, we suggest the following probabilistic model. 

Suppose that there exists a latent (directly unobservable) variable U  that determines the belonging of each object to some of 

2M   classes. Each class is characterized by certain conditional distribution ( | ) ( )rp x U r f x  , 1, ,r M  . Consider a 

model of data generation. Let an object’s attributed class be determined in accordance with a priori probabilities ( )rP U r P , 

1, ,r M  , where

 1

1
M

r

r

P


 . Then according to distribution ( )rf x  the value of x  is obtained. This procedure is repeated 

independently for each object. 

Let some clustering algorithm   
be used to partition the dataset X  into M  subsets. Since the labeling of clusters do not 

matter, it is convenient to consider the equivalence relation, i.e. to indicate whether the algorithm assigns a pair of objects to the 

same class or not. For each pair of objects a  and b , we define the value 

,

0, if the objects are assigned to the same cluster,

1, otherwi
(

s
)

e,
a b 


 


H  

where ,a b X , a b . 

     Let us choose an arbitrary pair a  and b  of different objects. 

Let ( ( ) ( ))UP U a U b P  be the probability of assigning the objects to different classes. For example, for 2M   this 

probability equals 
22

1

( ) ( )
1 ( ( ) 1| ) ( ( ) 1| ) ( ( ) 2 | ) ( ( ) 2 | ) 1 ,

( ) ( )

r r r

U

r

f a f b P
P U a a U b b U a a U b b

p a p b

        P P P P  

where 
2

1

( ) ( )
r

r rp f P 


 , ,a b  . 

Denote by er ( )P   the probability of error for algorithm 
 
in assigning a  and b  to different classes, where 

,

er

,

,    ( ) 0,
( )

1 ,    ( ) 1.

U a b

U a b

P if
P

P if






H

H


 

 
 

One can easily notice that 

er , , ,( ) (1 ( )) ( )(1 ) (1 2 ) ( )a b U a b U U U a bP P P P P         H H H . 

Algorithm   depends on the random vector of parameters : ( )   Θ . To emphasize the dependence of the results on 

the parameter  , in what follows we shall denote  
, ,( ( )) ( )a b a b   H H , er er( ( )) ( )P P    . 

Let a collection 1( ), , ( )LH H   be obtained by algorithm 
 
running L  times with randomly and independently selected 

parameters 1 , , L   . For definiteness, we may assume that L  is odd. The function  

11

1 1
0,   ( ) ,

( ( ), , ( )) 2

1,                 

L

lL

lif H
H H L

otherwise


 H 




  




 

will be called a collective (ensemble) decision by majority voting for a pair of objects. Within the framework of the model 

described above, the following properties of the suggested collective decision are fulfilled [15]. 

Proposition 1. Mathematical expectation and variance of the value of error probability for algorithm ( )   are equal, 

respectively, to: 
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er ( ) (1 2 )U U HP P P P    E , 

2

erVar ( ) (1 2 ) (1 )U H HP P P P     , 

where ( ( ) 1)HP H  P . 

Denote by er 1( , , )LP     the random function which for fixed arguments takes a value equal to the probability of error in 

classifying a  and b  by the ensemble algorithm. Here we denote by 1 , , L  
 
independent statistical copies of random vector 

 . Consider the behavior of error probability for collective decision. 

Proposition 2. Mathematical expectation and variance of the value of error probability for collective decision are equal, 

respectively, to: 

1 , , er 1 ,( , , ) (1 2 ) ,
L L U U LP P P P        HE  

1

2

, , er 1 , ,Var ( , , ) (1 2 ) (1 )
L L U L LP P P P        

H H , 

where 
 /2

,

1 1

1 1
( ) (1 )

2

L L
l l L l

L l L H

L

H

l l

P H C P P
L



  

 
     

 
 H

P ,  ·  denotes the integer part. 

We use the following a priori information about cluster analysis algorithm. We assume that the expected probability of 

erroneous classification er ( ) 1 / 2P  E . That is, it is believed that the algorithm   
classifies with better quality than the 

algorithm of random equiprobable choice. It follows from Proposition 1 that one of two variants should be fulfilled: a) 1/ 2HP   

and 1/ 2UP  ; b) 1/ 2HP   and 1 / 2UP  . Let us consider, for definiteness, the first case. 

Proposition 3. If er ( ) 1 / 2P  E , and at that 1/ 2HP   and 1/ 2UP  , then with increasing an ensemble size, the expected 

probability of erroneous classification decreases, tending to the limit of 1 UP , and the variance of the value of error probability 

tends to zero.  

The last statement allows to conclude that under the fulfillment of quite natural requirements, the usage of the ensemble-

based approach will improve the quality of clustering. 

3. Computationally efficient methods of clustering ensemble construction 

Constructing ensemble solution based on consensus co-association matrix requires formation and processing of the square 

matrix of size N N ( N  is the number of elements). This method is not applicable for satellite image segmentation due to its 

quadratic complexity. This problem can be overcome by processing groups of elements instead of single elements. The way of 

grouping and choosing representatives may depend on algorithm specific features. Two methods of data grouping in order to 

construct consensus co-association matrix are proposed below. 

The first method allows combining results obtained by arbitrary clustering algorithm. Having L  partitions, each data element 

ix  can be associated with a label vector 
1( , , )L

i i ic c c   where 
j

ic  is a label of cluster containing ix  in j th partition. Data 

elements with the same label vectors are merged into subclusters, because corresponding elements of co-association matrix (the 

distance between such elements) is zero. Subclusters are labeled as related data elements and will act as data elements while 

constructing of consensus co-association matrix. The distance between subclusters labeled as ic  and jc  is defined as 

 ,

1

1
,

L
l l

i j i j

l

H I c c
L 

   where 
1, if   is true;

0, otherwis
( )

e.

a
I a


 


 

In this case, the size of co-association matrix is equal to the number of subclusters, which can vary from the maximum number 

of clusters in partitions to their product. 

The second method allows to construct an ensemble solution for nonparametric mode-seeking clustering algorithms. In this 

case, each cluster contains one or more local density maxima (modes). Data elements are first divided into subclusters 

corresponding to single modes. Modes are used as representatives of subclusters and will act as data elements while constructing 

consensus co-association matrix. All elements of the subcluster are labeled as corresponding mode. Consensus co-association 

matrix is formed on the set of representatives from the basic partition (the most detailed partition in the ensemble). The 

correspondence between different partitions is established by determining clusters containing the representatives from the basic 

partition (as points in the feature space). Therefore, the size of co-association matrix is much less than N  and equal to the 

number of modes in base partition. 

Fig. 1 illustrates the second method and shows two different partitions ( 2L  ) of the same data into clusters (highlighted by 

colors) that correspond to some density modes. First partition is considered basic and it contains three representatives (A, B, C). 

When establishing the correspondence between partitions, representatives A and B are assigned to one cluster in the second 

partition and representative C – to another. Thus, the distance between representatives A and B equals 1/2 (since they lie in 

different clusters in the basic partition) while the distances between pairs A, B and B, C are equal to 2/2. 

The proposed methods were used to construct an ensemble of nonparametric clustering algorithms: MeanSC (based on Parzen 

density estimation), CCA and HCA (based on the histogram density estimation). Ensemble algorithms EMeanSC [17] and 

HECA [18] were designed using the first and the second ensemble construction method respectively. Basing on clustering 

algorithm CCA two ensemble algorithms were developed: CCAE (using first method) and ECCA [19] (using second method). 

The implementation of both proposed methods based on the same clustering algorithm allows to compare these methods. 
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Fig. 1. Illustration of the second method of clustering ensemble construction using representatives. 

4. Experimental results 

Experimental results show that proposed clustering ensemble construction methods improve the quality and the stability of 

obtained results. Moreover, they significantly simplify algorithm parameters selection. Computational efficiency of the proposed 

methods allows processing large satellite images. 

Experimental results on both synthetic and real datasets were obtained on Intel Core i7 3.2 GHz quad-core CPU. 

Experiment 1. Two different two-dimensional synthetic datasets [20] were clustered. First dataset consists of 3 classes 

containing 1000 points each with uniformly distributed “bridge” (200 points) and uniformly distributed noise (1000 points). 

Fig. 2 shows initial data (Fig. 2a) and the result of EMeanSC ensemble clustering algorithm (Fig. 2b). Correct data 

decomposition with MeanSC clustering algorithm requires precise parameter setting while ensemble algorithm successfully 

detects 4 clusters and noise (black points in Fig. 2) even with bad interim results (Fig. 2e). Second synthetic dataset (“bananas”) 

was built in PRTools toolbox [21] with parameter 0.7  . It consists of 400 points and represents 2 linearly inseparable classes 

(Fig. 2c). Ensemble clustering result of EMeanSC algorithm is shown in Fig. 2d. 

    
a b c d 

     
e 

Fig. 2. Experiment 1: synthetic datasets (a,c) and clustering results obtained by ensemble EMeanSC algorithm (b,d) and MeanSC algorithm with different 

bandwidth parameter values (e). 

Experiment 2. Two-dimensional synthetic dataset containing 5 classes [20] was clustered. Three classes represent normal 

distribution with mathematical expectation vectors 1 (188,100)  , 2 (75,100)  , 3 (75,150)   and covariance matrices 

2

1 2

4 0

0 4

 
   

 
, 

2

2 2

12 0

0 12

 
   

 
, 

2

3 2

21 0

0 8

 
   

 
 respectively. Fourth class represents uniformly distribution along the ring 

with center at (188,100)  and radiuses min 20R   and max 25R  . Fifth class represents uniform distribution along the circle with 

center at (188,100)  and radius 45R  . Elements of the fifth class were further radially displaced by a random value having 

normal distribution with standard deviation 4  . Clusters containe 220, 600, 600, 400 and 500 points respectively (Fig. 3a). 

There we have a generated reference partition (Fig. 3a), so the accuracy of clustering is determined as the percentage of correctly 

classified elements. Each class from the reference partition is associated with a cluster (one or none) containing the largest 

number of elements from this class. 
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Fig. 3b represents results obtained by ECCA clustering algorithm ( 8L  ). The accuracy of clustering is 99.48%. Clustering 

algorithms from open source package ELKI [22] could not correctly separate all 5 classes. The best results (Fig. 3c and 3d) were 

obtained by density-based hierarchical algorithm OPTICS (79.7% for parameters 12epsilon  , 8minpts   and hierarchy cutoff 

level 4.9) and hierarchical nearest neighbor algorithm SLINK (72.72% for parameter 5threshold  ). 

 
a 

 
b 

 
c 

 
d 

Fig. 3. Experiment 2: synthetic dataset (a) and results obtained by ECCA (b), OPTICS (c) and SLINK (d) clustering algorithms. 

Experiment 3. The purpose of this experiment is to demonstrate an increasing stability of the ensemble clustering results 

with ensemble size ( L ) growth. The accuracy of clustering “bananas” dataset (see Fig. 2c) with respect to grid parameter m  

(bandwidth) for CCA( , )m T  algorithm and corresponding ensemble algorithms ECCA( , , )m L T  and CCAE( , , )m L T  with 5L   

and 10L   is shown in Fig. 4. Parameter T  was fixed at value 0.3. As it can be seen from the graph, the stability of the results 

increases with ensemble size growth. 

 
a 

 
b 

Fig. 4. Graph of the clustering accuracy with respect to grid parameter for CCA, CCAE (a) and ECCA (b) algorithms. 

Experiment 4. Fig. 5 shows the result of WorldView-2 satellite image clustering (Burmistrovo, Novosibirsk region). Image 

size is 2048×2048 pixels; four spectral bands (1, 3, 5 and 8) were used. Image was processed by ECCA algorithm (with 8L  ) 

in 0.5 seconds. This experiment confirms the ability of the developed ensemble algorithm to effectively process multispectral 

satellite images. 

Experiment 5. The purpose of this experiment is to demonstrate computational efficiency of the proposed ensemble 

construction methods and to compare them. Six images were used (Fig. 5a and 6) [23], including 3 satellite ones (WorldView-2 

and Landsat-8, 4 bands selected). Table 1 shows the time of constructing clustering ensemble containing 8 elements with CCAE 

and ECCA algorithms. The time for 8 CCA runs (in parallel) performed before the ensemble construction is shown separately. 
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The results show that second ensemble constructing method based on the use of density-modes (ECCA algorithm) leads to much 

smaller size of consensus co-association matrix that substantially reduces processing time. 

 
a 

 
b 

Fig. 5. RGB-composite (bands 5, 3, 2) of the WorldView-2 satellite image (a) and segmentation result obtained by ECCA clustering algorithm (b). 

Table 1. Comparison of the proposed ensemble construction methods (the time is in seconds). 

Image size 
(megapixels) 

Number of 

bands 

Time for 8 

CCA runs 

Subclusters number, 

CCAE 

CCAE ensemble 

construction time 

Subclusters number, 

ECCA 

ECCA ensemble 

construction time 

1 3 0.08 1697 0.3 155 0.005 

5 3 0.3 2199 2.8 161 0.02 

14 3 0.6 3520 4.9 79 0.03 

4 4 0.5 9975 5.6 1278 0.06 

12 4 0.9 4640 2.1 1414 0.1 

50 4 2.5 9625 32 1518 0.2 

     
Fig. 6. Color pictures and images from WorldView-2 and Landsat-8 satellites. 

5. Conclusion 

In this paper, two methods of constructing clustering ensemble based on co-association matrix are proposed and theoretically 

substantiated. Developed ensemble clustering algorithms are based on nonparametric density estimates and they don’t make hard 

assumptions on the density distribution function. Experimental results on both synthetic and real datasets confirm high quality of 

the obtained solutions and their stability. Unlike common ensemble construction methods, the proposed approaches can be 

directly applied to large satellite images (containing millions of pixels) and demonstrate high performance. 
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Abstract

Edge detection is an important task in image processing. There are a lot of approaches in this area: Sobel, Canny operators and

others. One of the perspective techniques in image processing is the use of fuzzy logic and fuzzy sets theory. They allow us to

increase processing quality by representing information in its fuzzy form. Most of the existing fuzzy image processing methods

switch to fuzzy sets on very late stages, so this leads to some useful information loss. In this paper a novel method of edge detection

based on fuzzy image representation and fuzzy pixels is proposed. With this approach we convert the image to fuzzy form on the

first step. Different approaches to this conversion are described. Several membership functions for fuzzy pixel description and

requirements for their form and view are given. A novel approach to edge detection based on Sobel operator and fuzzy image

representation is proposed. Experimental testing of developed method was performed on remote sensing images. Comparison

of result with Sobel, Prewitt, Roberts and Canny operators is presented. Developed method selected more details (edges) rather

then Sobel, Prewitt and Roberts operators, but less than Canny operator. This is because the selected convolution kernel (Sobel)

has size 3x3. There are also used only simple functions of estimating the real intensities of pixels. Later, to increase quality it is

necessary to use more complex masks of size 5x5 and 7x7 or median filters. Developed approach showed its workability in solving

image processing problems. The proposed fuzzy model in the future can be extended to use higher level fuzzy sets (Type-2 FS and

others).

Keywords: edge detection; fuzzy features; fuzzy image representation; fuzzy sets

1. Introduction

To extract information from remote sensing image different methods of image processing are used. Edge detection is one of

these methods. It can be used to further extraction of interesting objects. There are a lot of algorithms developed in this area. The

most popular are Canny, Sobel, Prewitt, Roberts operators and some others [1, 2, 3]. One of the perspective techniques in image

processing is the use of fuzzy logic and fuzzy sets theory [4, 5, 6]. Different algorithms and methods use different approaches to

fuzzy processing. Linguistic variables are useful when the results are well distinguishable [7, 8, 9], but this is not very common

situation. On the other hand it is better to process the results using analytical methods. Most papers suggest switching to fuzzy

sets on very late stages of processing when the source image is enhanced, converted or somehow preprocessed. Papers that extract

fuzzy properties based on existing crisp features can be taken to this category [10, 11]. Early defuzzification of the results has also

negative influence on fuzzy processing [12]. All these things lower flexibility of fuzzy approach.

Other drawback is the use of fuzzy sets of first type (Type-1 Fuzzy Sets or T1FS), that have very little amount of uncertainty.

To solve this issue type-2 fuzzy sets (T2FS) and other more high-type fuzzy sets were introduced [13, 14]. Also, other types of

sets based on fuzzy sets are evolving: rough sets, soft sets, soft rough sets, blurry sets and others [15, 16].

In this paper we propose a novel approach to image processing based on fuzzy sets, that suggest a transition to fuzzy image

representation with fuzzy pixels on the earliest stages of processing. With this approach all extracted features are fuzzy by

definition and defuzzification process at best should be done only when retrieving information from the computer system.

2. Fuzzy image representation

Continuous image can be described as two-dimensional signal f (x, y), where x and y – coordinates. During formation of digital

image transition to discrete coordinates and values of intensities are performed:

F(x, y) = D[ f (x, y)],

where D[·] – transformation operator from continuous signal to discrete, that is implemented on hardware, F(x, y) – the discrete

image. Obviously that with insufficient level of quantization, signal levels are rounded to integers. Then real intensity level of

point R(x, y) could be computed as

R(x, y) = F(x, y) + d(x, y),

where d(x, y) – round error. More noticeable distortion is brought by different noises ν(x, y), that could be greater than 1. We will

use the simplest noise model – additive noise. More complex models of noise could be investigated accordingly. Then the real

intensity level could be calculated as

R(x, y) = F(x, y) + d(x, y) + ν(x, y).

1 1

1
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Fig. 1. Membership function of image fuzzy pixel. Real intensity level at µ(F(x, y)) = 1: a) greater, b) less than current.

Computations that does not take into account these details, soon could accumulate big error related to source continuous image.

Methods of fuzzy sets theory allow us to save the uncertainty till the latest stages of image processing and analysis. To do it we

should switch to fuzzy image representation. U(F, x, y)

U(F, x, y) = µ(F(x, y)),

where µ(F(x, y)) – membership function of a pixel with coordinates (x, y) to intensity level F(x, y). Graphically this can be

represented as shown on Fig. 1.

There are a lot of membership functions known. One must select those which satisfy the following conditions

lim
l→∞
µ(F(x, y)) = 0,

L−1
∫

0

µ(F(x, y))dl > 0, l ∈ [0; L − 1].

These include triangular, trapezoidal, bell, Gauss-like, π functions and others. In the simplest case we will be using π-function

which is based on s-function:

π(l) =















s(l, c − b, c − b
2
, c), l ≤ c,

1 − s(l, c, c + b
2
, c + b), l ≥ c,

s(l) =







































0, l ≤ a,

2
( l−a

c−a

)2
, a ≤ l ≤ b,

1 − 2
( l−c

c−a

)2
, b ≤ l ≤ c,

1, l ≥ c,

where b = a+c
2

, l – intensity level. Form of π-function is shown on Fig. 1.

To pick µ(F(x, y)) = π(F(x, y)) function, that is, pick b and c parameters, it is necessary to extract some additional information

from the image. Firstly, let us simplify this task reducing the selection to single parameter Ic — center of membership function

π(Ic) = 1. In this case π-function lies symmetrically on this point. To set slope inclination, we must choose necessary width of w

section, where π(x) > 0. Then let us use the following equation to find parameters of function π:

b =
w

2
, c = Ic.

Value of w is chosen empirically, e.g. w = 60. With small value of w slope will be very big, and small intensity deviations will

make the pixel insignificant (π < 0.5).

Parameter Ic can be selected differently. In our case π(Ic) = 1 means real intensity of the pixel, and π(F(x, y)) , 1 shows

interference, noise, errors in quantization and similar errors. Value of Ic can be computed using neighbor of point (x, y), that is

shown on Fig. 2. Let us consider some possible approaches:

1. average between horizontal pixels

Ic = (P4 + P8)/2,

2. average between vertical pixels

Ic = (P2 + P6)/2,

3. average in 4-neighbour D4

Ic = (P2 + P4 + P6 + P8)/4,
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Fig. 2. Neighbour of pixel P0 with coordinates (x, y).
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Fig. 3. Sobel kernels: a) horizontal, b) vertical.

4. average in 8-neighbour D8

Ic =
1

8

8
∑

i=1

Pi,

5. average in d-neighbour Dd

Ic = (P1 + P3 + P5 + P7)/4,

In more complex case to get Ic value one could use one of the existing smoothing methods like median filters, approximations etc.

3. Edge detection

Most of the edge detection operators uses gradient operator that has modulo |∇G| and direction θ

|∇G| =

√

G2
x +G2

y ,

θ = arctan
Gy

Gx

,

where Gx = Mx ∗G, Gy = My ∗G – the result of convolution operator with horizontal and vertical matrices.

Let us consider possibility of the use of fuzzy pixels in Sobel and Prewitt edge detection operator (Fig. 3, 4). To do this we

must process the membership function values π(F(x, y)) in addition to normal intensity levels. Calculations of Gxµ and Gyµ can be

done analogously. The difference here is in gradient computations of π-function.

|∇π| = 1 −

√

G2
xµ +G2

yµ.

We take complementary value because after squaring, sum and square root operations from values on interval [0; 1], the result is

near to 0. Final value of gradient will be

|∇Gπ| = |∇G||∇π|.

Threshold value of gradient can be selected manually or with different binarization techniques (e.g. with Otsu method [17]).

-1 -1 -1

0 0 0

1 1 1

(a)

-1 0 1

-1 0 1

-1 0 1

(b)

Fig. 4. Prewitt kernels: a) horizontal, b) vertical.
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4. Testing

Let us consider transition to fuzzy pixels. Test remote sensing image has size 160×160. Simple averaging procedures described

above were applied to it. Result images are shown on Fig. 5, according membership functions are shown on Fig. 6 and the values

are put in Table 1. Comparison of different methods is shown on Fig. 7.

Proposed method extracted more details (edges) than Sobel, Prewitt and Roberts operators, but less than Canny operator. This

is because the selected convolution kernel (Sobel) has size 3x3. Also we used only simple functions during real pixel intensity

estimation. To increase quality of the results more complex masks (5x5, 7x7) could be used and median filters also.

On processed images we can see that proposed method found a lot of ”islands”, which in the original image are green plantings.

Rivers were marked well. Presence of the big number of details after the use of Canny operator in some cases could bring some

issues during further steps, so additional filtering may be applied. In proposed method number of details less than after Canny

operator and this could be useful. Later, selected edges could be used in segmentation and object detection algorithms [18, 19].

(a) source f = 184 (b) avg. hor. f = 182 (c) avg. vert. f = 195

(d) avg. D4 f = 188 (e) avg. D8 f = 190 (f) avg. Dd f = 192

Fig. 5. Remote sensing image of a river. Intensity level of the pixel f = F(70, 55) during different approaches to Ic calculation.

Table 1. Intensities of pixels and according values of membership functions

Image F(70, 55) π(F(70, 55))

Source 184 1

Avg. hor. 182 0.9911

Avg. vert. 195 0.7311

Avg. D4 188 0.9644

Avg. D8 190 0.92

Avg. Dd 192 0.8578

5. Conclusion

Proposed algorithm showed their applicability in edge detection task during image processing. Main feature is the use of fuzzy

image representation based on fuzzy pixels. This approach is very perspective because it saves the uncertainty much better rather

other existing algorithms. In the future this model could be extended to type-2 and higher fuzzy sets and also to other kinds of

fuzzy sets.
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(d) avg. D4 µ = 0.9644
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(f) avg. Dd µ = 0.8578

Fig. 6. Value of membership function µ = µ(F(70, 55)) during different approaches to Ic calculation.

(a) Sobel operator (b) Prewitt operator (c) Roberts operator

(d) Canny operator (e) our method

(based on Sobel operator)

(f) our method

(based on Canny operator)

Fig. 7. Application of different edge detection operators.
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Abstract 

In this paper, we consider the problem of insufficient runtime and memory-space complexities of deep convolutional neural networks for 

visual emotion recognition. A survey of recent compression methods and efficient neural networks architectures is provided. We 

experimentally compare the computational speed and memory consumption during the training and the inference stages of such methods as the 

weights matrix decomposition, binarization and hashing. It is shown that the most efficient optimization can be achieved with the matrices 

decomposition and hashing. Finally, we explore the possibility to distill the knowledge from the large neural network, if only large unlabeled 

sample of facial images is available. 

 

Keywords: deep learning; convolutional neural networks; deep compression; visual emotion recognition; deep compression; binarized neural 

networks; tensor decomposition; SqueezeNet; XNOR-Net; distilling the knowledge of neural network 

1. Introduction 

Emotion recognition in the wild has many potential applications in various information systems with man-machine 

interaction. Emotions can be automatically extracted from voice [1], text [2] and body language. However, one of the most 

practical way of classifying of human emotions is the usage of facial expressions in either video or still images seems to be one 

of the major research directions in the area of image recognition [3] – [5]. It is known that contemporary deep convolutional 

neural networks (CNNs) [6] – [8] cause much more accurate solutions than the traditional techniques. However, their runtime 

complexity becomes insufficient for application in practical tasks, especially with implementation on mobile platforms. For 

example, the size of the file with the neural model trained on EmotiW [9] dataset is approximately equal to 475 Mb [10]. 

Moreover, it is impossible to classify images with this model faster than 10 FPS even on common laptop. At the same time, the 

most exciting applications of emotion recognition appear in mobile hardware. Hence, the performance optimization of deep 

CNN is now considered as one of the most important studies in deep learning.  

The most remarkable research direction in this field is the optimization of algorithms and neural network architectures. For 

instance, the work on the CNNs compression [11] received the Best Paper Award in very prestigious International Conference 

on Learning Representation (ICLR’16). To compare various methods, we will use such goals as recognition accuracy, and space 

(memory) complexity of the training and inference procedures. It is also important to take into account GPU total training time 

and average inference time. 

The visual emotion recognition problem is particularly difficult because there does not exist a large database of training 

images. In this context, it is worth mentioning the EmotiW challenge [9], which provides one of the most famous datasets 

playing a key role in the growth of the field. Unfortunately, this dataset is not publicly available. Thus, in this paper we, firstly, 

selected the most promising and effective optimization possibilities introduced in the papers from the last year. Secondly, we 

examine the possibility to distill the knowledge [12] of large CNN [10] trained on the EmotiW dataset [9] by classifying the 

images from unlabeled facial dataset in order to train the most efficient CNN architecture. 

The rest of the paper is organized as follows. In Section 2, we provide a survey of recent literature devoted to the performance 

improvements of deep neural networks. Section 3 contains an experimental study of performance optimization methods in visual 

emotion recognition within the already done model. Section 4 explains the possibility to build a powerful yet efficient model by 

distilling the knowledge on architecture independent basis. Finally, concluding comments are given in Section 5. 

2. Review of CNN compression techniques 

There are several types of classification of deep neural networks performance optimization methods, which can differ: by  

1) accuracy loss: lossless, optimization with accuracy loss, optimization-accuracy trade-off; 

2) applicability level: architectural, operational (by model / framework modification), computational (exactly while training 

or inference), hardware; 

3) limitations: architecture-dependent, and architecture-independent; 

4) implementation: runtime implementation, two-step (training -> optimization), sequential (training -> optimization -> re-

training); 

5) optimization building block: all blocks, convolutional layers, fully connected layers. 

Perhaps the most fundamental approach and in the same time one of the most efficient and universal is the pruning [11], [13]. 

It is known that in huge amount of weights (connections) in the trained network even with the superior generalization ability the 
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contribution to every neuron (connection) is different. One can alternately remove connections with low (by absolute value) 

weight and, in turn, minimal impact to the prediction results, and fine-tune after every pruning, until achieving the allowable 

loss in the accuracy. It is important to note that the pruning can be applied to any neural network architecture and both before 

and after every another performance optimization technique being the most general approach. 

Distilling the knowledge technique has been initially suggested by Hinton et al. in 2014 [12]. The idea of this approach is to 

train a cumbersome neural model or an ensemble of models with the superior generalization ability (“teacher”) and then transfer 

its predictive power to another, thinner but usually deeper model (“student”) by training the latter to predict the same labels as 

the original one. The main disadvantage of this approach is that the time cost for the optimization is on the same level with the 

training from scratch. Another obvious drawback is that the “student” model is not protected from the mistakes of the “teacher” 

model. In fact, the resulted model is even weaker, because it can tends to unexpected behavior in predictions. Moreover, it is not 

an absolute performance optimization but rather relative to the original teacher network. This technique have not become widely 

used. We can only mention the work of Romero et al. [14] in which some limitations of the initial approach were overcome. 

The idea of weights hashing (quantization) [15] is based on that close values of the CNN weights may be considered equal 

(with some precision), which makes it possible to share the same memory unit, and, in turn, drastically reduce the memory costs. 

This approach continues to exploit the idea of lower precision computations. It is exactly the key part of the famous Deep 

Compression method [11], in which a very effective pipeline to optimize the performance and the size of the network is 

described. Unfortunately, it is hard to distill from the paper the real influence of quantization to overall compression quality, 

because it also includes pruning, which is the most important factor, which allowed the authors to achieve their outstanding 

results in compression of AlexNet [16] architecture. 

The tensor decomposition exploits a very intuitive idea: since that deep neural network contains high order matrices (tensors) 

of weights in each layer, they can be decomposed to the sequence of lower order matrices and vectors. The most popular 

techniques nowadays are CP (CANDECOMP/PARAFAC or Canonical Polyadic Decomposition) [17], Tucker [18] and the most 

recent one – Tensor Train [19], [20]. Such approaches allow to explicitly choose between the amount of memory consumption 

and the accuracy loss by setting the rank of the decomposition. 

The group of binarization methods is based on the observation that it is to enough for weights to be stored in FP32 and 

continues the trend of lower precision computations. These techniques differs from the hashing (quantization) by going deeper 

into performance optimization problem caring out not only about the storage and native (because of lower precision) 

computational efficient. Original idea is followed by the observation that only 1 bit ({0, 1} or {-1, +1}) is enough for weights 

values. Thus, it is possible to store only the sign of values instead of usage of full FP32 precision. Hence, the arithmetic 

operations can be replaced to much faster logical operations. However, the binarization of the network right after traditional 

training leads to the complete loss of the predictive power of the network. It is important to apply binarization iteratively, epoch-

by-epoch. The procedure of binary weights backpropagation was suggested in [21] to implement this approach. Initial idea to 

binarize only weights outgrew to binarizing the whole network including the input vector. Such an approach [22] leads to the 

complete replacement of the arithmetic operations by XNOR. It has recently been shown [23] that the applied binary mapping 

does not matter, hence, the sign of the variable is usually the simplest and fastest technique. 

There exist other methods, which optimize a fixed architecture or even already learned model by using several architectural 

tricks. Among these methods, it is important to mention the SqueezeNet [24] and the Tiny Darknet [25], which achieve the 

accuracy compared to the AlexNet [16], but are much smaller and even faster. The PVANet [26] is the architecture for the 

object detection task with minimal computational cost obtained by adapting and combining recent technical innovations. The 

BranchyNet [27] introduces early exits (classifiers) along the architecture by which the researcher can explicitly balance 

between the inference speed and the accuracy. 

To summarize our brief survey, we present in Table 1 the potential of the most important discussed methods to achieve four 

optimization goals, which we mentioned in introduction. As we can see here, despite of the large number of reviewed papers, 

there are no “silver-bullet” methods, which guarantee the training speedup or memory consumption while training. Most of 

these techniques dedicated on reduction the memory consumption while inference. The pruning can be very common approach, 

e.g. integrated in every modern framework but unfortunately, it is still not common. Next, we consider a set of experiments 

similarly to [28]. 

3. Experimental results 

In this section, we will discuss the computational experiments dedicated on performance optimization power of already done 

model using the following techniques: HashedNet, BWN, XNOR-Net and CP-decomposition. We have used the author’s code 

that guarantees us the exact implementation and results reproducibility. These methods were evaluated on the real task of 

emotion recognition from facial images detected in the widely used Radboud Faces Database (RaFD) [29] which contains 

pictures of eight emotional expressions: anger, disgust, fear, happiness, sadness, surprise, contempt, and neutral. Each emotion 

was shown with three different gaze directions and all images were taken from five camera angles simultaneously. In our 

experiments, we omitted profile images and use only frontal faces and pictures with 45°rotation. The neural networks were 

trained from scratch using identical training samples and learning procedures. Inspired by the well-known facial expression 

recognition CNN [10], we choose the VGG-S architecture for the HashedNet, BWN and XNOR-Net as a baseline. All the neural 
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network models are freely available at (https://mega.nz/#F!2FVz1SAT!dRdzpfc7UEwHC-jI9jEkIQ). In fact, in [10] authors 

trained an ensemble of neural networks using RGB and different kind LBP (Local Binary Patterns) visual features, but we 

decided to use a single RGB input for the simplicity. All the experiments were done on the same machine using Tesla M2090 

with 6 GB of memory under Ubuntu 14.04 with CUDA Toolkit 8.0. 

Table 1. Reported results of deep neural networks performance optimization. 

 Memory reduction 

while training 

Memory reduction 

while inference 
Inference speedup Baseline model Dataset 

Deep Compression [11] no 49 unknown VGG-16 ImageNet 

FitNets [14] no 36 13.36 Maxout CIFAR-10 

HashedNets [15] no 64 unknown same-size MNIST 

CP-Decomposition [17] no 12 4.5 AlexNet ImageNet 

TensorNet [20] unknown 80 unknown simple CIFAR-10 

BinaryNet [21] ~32 (theoretical) ~32 (theoretical) 3.4~23 Maxout CIFAR-10 

Binary-Weight-Network and 

XNOR-Net [22] 
no 67 58 (CPU) ResNet-18 ImageNet 

SqueezeNet [24] unknown 50 1. 
AlexNet ImageNet 

Tiny Darknet [25] unknown 60 2.9 

BranchyNet [27] no no 1.9 ResNet-110 CIFAR-10 

The HashedNets, BWN and XNOR-Net have been trained using RGB images from the same distinct and balanced training / 

testing subsets of the RaFD [29] dataset using the Torch framework. We used SGD with momentum equal to 0.9, learning rate 

fixed at 0.001 and mini-batch of 20 sample. The common baseline model [10] was trained with the same settings. This baseline 

CNN converged to accuracy 97.13% after 100 epochs (Fig. 1). Here and bellow, the testing error rate is in practically all cases 

less than the training error rate. Though such behavior seems to be not obvious, it is reasonable due to the usage of dropout 

regularization layer, which is activated while training phase and deactivated when evaluating on the validation set. Moreover, 

the training error rate is computed as the mean error rate for all mini-batches in one epoch. On the contrary, the testing error rate 

is computed only after each epoch with more optimal weights, which were learned during this epoch. Let us compare this result 

with the performance optimization techniques. 

We used default compression settings, provided by the authors of the HashedNet technique [15]: compression rate is equal to 

0.125 and the bias hashing was set. The latter option leads to the 81.64% reduction in the weights count. Despite this reduction, 

the training process (Fig. 2) is practically identical to the baseline (Fig. 1): the network converged to 96.31% accuracy after 100 

epochs, which is 0.8% lower when compared to the baseline CNN (Fig. 1). However, the training procedure is 6.7 times slower 

when compared to the baseline. The inference procedure of the HashedNet is also 4.7 times slower. We believe that such 

slowdown can be drastically reduced by replacing the current third-party implementation of hashing, which does not allow us 

saving trained model and measure memory consumption while inference accurately. 

The testing of the CP-decomposition [17] was performed using the SqueezeNet-1.1 [24] architecture instead of VGG-S (Fig. 

3). Indeed, convolutional layers take a small portion of weights in such architectures with massive fully connected layers, as the 

VGG-S. Hence, the CP-decomposition is appropriate only for such convolutional architectures without fully connected layers as 

the SqueezeNet. The baseline model was trained with Caffe framework using stochastic gradient descent (SGD) with 

momentum 0.9, fixed learning rate 0.001 and 32 images in a mini-batch. To compare the neural networks computing efficiency 

we measured: 1) epoch time for single forward pass and subsequent gradient update on GPU for mini-batch in one random 

sample, averaged over 1000 runs; and 2) GPU inference time for single random sample, averaged over 1000 runs. We 

additionally estimated the accuracy loss and the reduction in number of weights. Original version of the SqueezeNet-1.1 

architecture has relatively small number of filters in every convolutional layer. Hence, the decomposition of every layer to a 

lower rank, e.g., 16, tends to the complete loss in accuracy. However, when only two last convolutional layers were decomposed 

with the rank equal to 192, the number of parameters reduced at 23.5% with 1.65% of the accuracy loss (from 89.14% to 

87.5%). Unfortunately, the inference in the resulted network became even 1.5 times slower. It seems that replacement of the 

Fig. 1. The training/testing error rates for the baseline VGG-S neural network model. 

https://mega.nz/%23F!2FVz1SAT!dRdzpfc7UEwHC-jI9jEkIQ
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single large convolutional layer to four sequentially connected small layers causes higher computing complexity in parallel 

environment. 

 In next experiments, the BWN and the XNOR-Net are implemented according to the paper [22]. Every conv-bn-activation 

block excluding the first was replaced with the bn-activation-conv block. The dependences of the testing and training error rates 

of the BWN on the epoch number are shown in Fig. 4. Here the BWN converged to the very low error rate 1.43% after forty 

epochs. After that time both training and testing error rate started to grow. We cannot precisely explain this behavior but 

probably, advanced learning rate policy can suppress this binarization shortcoming. In fact, all our experiments demonstrate that 

BWN model always converges 2-4 times faster, when compared to the baseline CNN, which can be explained by very strong 

regularization effect introduced by the BWN architecture. We have not observed the inference memory reduction or inference 

speedup. The number of parameters also remains unchanged. 

The XNOR-Net [22] was not converged in our experiments (Fig. 5). The lowest error rate for the testing set was equal to 

41.19%. The only advantage of this method is the slight (2.4%) reduction in the memory consumption while inference, which is 

the benefit of the modified binarized activation layer. It is interesting to note that using only binarized activation layer without 

weights binarization leads to the same parameters reduction and even slight epoch time speedup. What is more important, such 

modification is capable to converge much closer to the accuracy of the baseline model – 88.32% – within the same learning 

procedure (Fig. 6).  

 

All results of these experiments are briefly summarized in Table 2. The best value in each column is marked by bold. Here in 

“Model size” column we count only the minimum amount of memory needed to store all weights of the CNN. In fact, the real 

Fig.2. The training/testing error rates for the HashedNet. 

Fig.3. The training/testing error rates for the SqueezeNet. 

Fig. 4. The training/testing error rates for the BWN. 
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size of the file with the model can be much larger. For instance, the real size of the baseline VGG-S model is equal to 474 MB, 

i.e., it is approximately 100 MB larger than the model size in Table 2. The best accuracy achieves with the BWN technique, 

while the SqueezeNet outperforms other networks by the model size and execution times. 

Table 2. Summary of evaluation results of CNN compressing methods. 

  

  

Training time per 

one epoch, ms 
Inference time, ms Model size, MB  Accuracy, % 

VGG-S (baseline) 43.7 33.4 372.2 97.13 

SqueezeNet-1.1 (baseline) 22.94 4.94 2.8 89.14 

SqueezeNet-1.1, CP-Decomposition 22.94 7.74 2.1 87.5 

HashedNets 294.8 158.2 68.3 96.31 

Binary-Weight-Network (BWN) 83.8 33.5 11.6 98.57 

XNOR-Net 84.3 34.2 11.6 58.81 

XNOR-Net w/o weights activation 43.4 34.1 11.6 88.32 

4. Distilling the knowledge of neural network in unsupervised environment 

Let us consider the well-known practical case of visual emotion recognition, when the large training dataset is unavailable. 

However, there exist several pre-trained large CNN models, which do not satisfy the requirements of space complexity and run-

time efficiency. Due to lack of original or suitable dataset it is impossible to directly implement compact architecture described 

above. Hence, in this section we examine the potential of distilling the knowledge [12], [14] of these CNNs using one of the 

known face datasets, which are widely applied in face recognition tasks.  

The main disadvantage of the distilling the knowledge technique from paper [12] is its strong dependence on the network 

architecture. However, Tramèr et al. [30] have shown that probably any classifier of multimedia data can be reproduced based 

only on the labels, which are returned by this classifier for images from large enough dataset, even if nothing is known about its 

internal structure (architecture or even a kind of model). Hence, we can train an arbitrary architecture (small-size and efficient 

network like SqueezeNet [24]) using labels obtained by the existing (large) CNN or even an ensemble of such networks. This 

problem is the special case of unsupervised learning, because images from these available datasets usually do not contain the 

emotion labels. 

In this paper, we propose to extend this idea and train the small network using not only the labels predicted by large 

(“teacher”) CNN, but the vectors of posterior probabilities of all emotion classes at the output of softmax layer of this network. 

The loss function is defined as the Kullback-Leibler divergence (KLD) between these posterior probabilities and the output of 

the softmax layer of the trained small (“student”) CNN. It is expected that having also the scoring for each label can drastically 

improve the accuracy of the system. This architecture was implemented using Keras framework with Theano backend 

(https://github.com/arassadin/cnn-compression).  The sketch of this network is shown in Fig. 7.  

Fig. 5. The training/testing error rates for the modified XNOR-Net w/o weights activation. 

Fig. 6. The training/testing error rates for the modified XNOR-Net. 

https://github.com/arassadin/cnn-compression
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This architecture (hereinafter “softmax outputs”) is experimentally compared with the traditional (“label-only”) by 

architecture-independent distillation the knowledge. Rather large VGG-S network was used as a teacher, and trained the most 

promising architecture discussed in the previous section, namely, SqueezeNet-1.1 model [24]. Due to the lack of computational 

resources, the VGG-S knowledge was distilled on 13813 facial images from PubFig83 dataset [31]. The resulted architecture 

was tested with the RaFD [29] dataset. However, unlike the previous section, here we examine all images from this set with 

either frontal or profile orientation. We used two VGG-S teacher models, namely, the publicly available model from pre-trained 

[10] on EmotiW [9] dataset, and our own model trained directly on the RaFD dataset. The accuracies of these models on the 

whole RaFD testing set are approximately equal to 41.45% and 81%, respectively. The estimated accuracies of resulted 

(SqueezeNet) CNNs using either training or testing datasets are presented in Table 3.  

Table 3. Experimental results of knowledge distillation.  

 VGG on EmotiW VGG on RaFD 

 Label-only  Softmax outputs Labels-only  Softmax outputs 

Training (PubFig83) accuracy, % 66.5 73 75.5 77 

Testing (RaFD) accuracy, % 12.3 23.8 40.9 46.9 

This experiment shows the strong domination of the learning on posterior probabilities at the softmax layer (Fig. 7) over the 

traditional (labels-only) approach. However, we cannot consider the experiment with VGG (EmotiW) model very representative 

due to very low accuracy rate (23.8% for the softmax outputs and 12.3% for labels only). Such behavior can be explained by the 

very low capabilities of the initial model (near the 40% accuracy according to the paper [10]). However, it is very revealing that 

labels-only accuracy is on rate of random guessing while the accuracy of the proposed architecture (Fig. 7) is almost twice 

higher. Another teacher network allowed labels-only training the small model achieving near the 41% of accuracy. At the same 

time the model trained on the softmax outputs was able to achieve near the 47% of accuracy rate. Such two simple experiments 

show the potential of the knowledge distillation via the training on both labels and softmax of the large (“teacher”) architecture. 

5. Conclusion 

In this paper, we have reviewed several modern approaches to reduce the space requirements and run-time complexity of deep 

CNNs in the problem of visual emotion recognition based on facial expressions. We emphasized the obvious trends in this field, 

namely, efficient tensor (or CP) decomposition techniques, lower precision calculations and more accurate network binarization. 

It was experimentally shown, that the most promising CNN performance optimization methods include the usage of special 

architectures, e.g., SqueezeNet [24], and binarization techniques [22], [23]. Additional set of experiments was intended to 

demonstrate the potential of the knowledge distillation methods using the pre-trained large CNN as a teacher network, which 

allows training a small CNN even with limited computational resources and the absence of the massive specialized datasets. 

The main direction for further research will be concentrated on combining of the most successful reviewed techniques. It is 

important to test these methods with other datasets, e.g., in the group-level emotion recognition in the EmotiW 2017 challenge. 

Another research direction is the implementation of the complete pipeline to video-based emotion recognition [9]. Finally, it is 

necessary to examine the possibility to implement discussed methods in image recognition on mobile platforms.  
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Abstract

A tracking algorithm using locally adaptive correlation filtering is proposed. The algorithm is designed to track multiple objects

with invariance to pose, occlusion, clutter, and illumination variations. The algorithm employs a prediction scheme and composite

correlation filters. The filters are synthesized with the help of an iterative algorithm, which optimizes discrimination capability for

each target. The filters are adapted online to targets changes using information of current and past scene frames. Results obtained

with the proposed algorithm using real-life scenes, are presented and compared with those obtained with state-of-the-art tracking

methods in terms of detection efficiency, tracking accuracy, and speed of processing.

Keywords: tracking; locally adaptive filters; correlation filters; matching.

1. Introduction

Nowadays, object tracking is a widely investigated topic in engineering and computer vision [1, 2]. Video surveillance, vehicle

navigation, human-computer interaction, and robotics are examples of tracking applications [3, 4, 5, 6, 7, 8, 9, 10, 11]. In tracking,

objects are localized in a current frame automatically by applying a detection engine [12, 13, 14, 15]. A main difficulty in object

tracking is that the observed scene is commonly degraded by additive noise, the presence of a cluttered background, geometric

modifications such as pose changing and scaling, gesticulations, and nonuniform illumination. Additionally, eventual occlusions

and real-time requirements are challenges that a modern tracking algorithm must solve.

Object tracking based on correlation-based methods are widely utilized as an attractive alternative to existing tracking algo-

rithms [16, 17, 18]. Correlation filters have a good formal basis, and they can be easily implemented for real-time applications

[19, 20]. Recognition methods involving template matching are not useful in some cases, for instance, when articulation changes

global features like the object outline. So, conventional correlation filters without training may yield a poor performance to recog-

nize objects possessing incomplete information [21, 22, 23]. Adaptive approach to the filter design helps us to synthesize adaptive

filters for object tracking [24, 25].

In this work, we propose an algorithm for object tracking based on locally adaptive correlation filtering. The algorithm is able

to carry out object tracking with a high accuracy in an video without offline training. The objects are selected at the beginning

of the algorithm. Afterwards, a composite correlation filter optimized for distortion tolerant pattern recognition is designed to

recognize the target in the next frame. The impulse responses of optimum correlation filters are used to synthesize composite

filters for distortion invariant object tracking. Two techniques are used to improve the detection performance: adaptive procedure

that achieves a prespecified performance for a typical scene background, and multiple composite filters (bank of composite filters)

when numerous views are available for training. The filter is dynamically adapted to each frame using information of current and

past scene observations.

The paper is organized as follows. Section 2 recalls the optimum composite filter design. Section 3 describes the suggested

algorithm for object tracking by locally adaptive correlation filtering. Computer simulation results obtained with the proposed

algorithm are presented and compared with common algorithms in terms of detection efficiency and location accuracy in section

4. Finally, section 5 presents our conclusions.

2. Composite filter design using optimum correlation filters

We are interested in the design of a correlation filter which is able to recognize an object embedded into a disjoint background

in the scene corrupted with additive noise. The designed filter should be also able to recognize geometrically distorted versions of

the target. Let T = {ti(x, y); i = 1, . . . ,N} be an image set containing geometrically distorted versions of the target to be recognized.

The input scene is assumed to be composed by the target t(x, y) embedded into a disjoint background b(x, y) at unknown coordinates

(τx, τy), and the whole scene is corrupted with additive noise n(x, y), as follows:

f (x, y) = t(x − τx, y − τy) + b(x, y)w(x − τx, y − τy) + n(x, y), (1)

where w̄(x, y) is a binary function defined as zero inside the target area, and unity elsewhere. The optimum filter for detecting

the target, in terms of the signal to noise ratio (SNR) and the minimum variance of measurements of location errors (LE), is the

generalized matched filter (GMF) [26], whose frequency response is given by

H∗(u, v) =
T (u, v) + µbW(u, v)

Pb(u, v) ⊗ |W(u, v)|2 + Pn(u, v).
(2)
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In (2), T (u, v) and W(u, v) are the Fourier transforms of t(x, y) and w(x, y), respectively; µb is the mean value of the background

b(x, y); Pb(u, v) and Pn(u, v) denote power spectral densities of b0(x, y) = b(x, y) − µb and n(x, y), respectively. The symbol ⊗

denotes convolution.

Let hi(x, y) be the impulse response of a GMF constructed for the ith available view of the target ti(x, y) in T . Let H =

{hi(x, y); i = 1, . . . ,N} be the set of all GMF impulse responses constructed for all training images ti(x, y). Additionally, let

S = {si(x, y); i = 1, . . . ,M} be an image set containing M unwanted patterns to be rejected. We want to synthesize a filter capable

to recognize all target views in T and to reject the false patterns in S , by combining the optimum filter templates contained in H,

and by using only a single correlation operation. The required filter p(x, y), can be constructed as follows [26]:

p(x, y) =

N∑

i=1

αihi(x, y) +

N+M∑

i=N+1

αisi(x, y), (3)

where the coefficients {αi; i = 1, . . . ,N + M} are chosen to satisfy prespecified output values for each pattern in U = T ∪ S . Using

vectormatrix notation, we denote by R a matrix with N + M columns, where each column is the vector version of each element of

U. Let a = [αi; i = 1, . . . ,N + M]T be a vector of coefficients. Thus, (3) can be rewritten as

p = Ra. (4)

Let us denote by

u =




1, . . . , 1
︸  ︷︷  ︸

Nones

, 0, . . . , 0
︸  ︷︷  ︸

Mzeros





T

,

the desired responses to the training patterns, and denote by Q the matrix whose columns are the elements of U. The response

constraints can be expressed as

u = Q+p, (5)

where superscript + denotes complex conjugate. Substituting (4) into (5), we obtain

u = Q+Ra.

Thus, the solution for a, is

a = [Q+R]−1u. (6)

Finally, substituting (8) into (4), the solution for the composite filter is given by

p = R[Q+R]−1u. (7)

Note that the value of the correlation peak when using the filter given in Eq. 7, is expected to be close to unity for true-class

objects, and close to zero for false-class objects.

The discrimination capability (DC) is a measure of the ability of the filter to distinguish a target from unwanted objects; it is

defined by [26]

DC = 1 −
|cb|2

|ct |2
,

where cb is the value of the maximum correlation sidelobe in background area and ct is the value of the correlation peak generated

by the target. A DC value close to unity indicates that the filter has a good capability to distinguish between the target and any

false object. Negatives values of the DC indicate that the filter is unable to detect the target. Also, if the obtained DC is greater

than a prespecified threshold (DC > DCth), then the target is considered as detected and, otherwise, the target is rejected.

3. Object tracking with locally adaptive correlation filtering

In this section we describe the proposed algorithm for object tracking based on composite correlation filtering. The proposed

algorithm is robust to pose changes and appearance modifications of objects, as well as to the presence of scene noise, illumination

changes, and target occlusions.

The algorithm starts with an initialization step where the objects are selected. Next, an optimum correlation filter for reliable

detection and location estimation of the target is designed. Afterwards, a composite locally adaptive correlation filter is synthe-

sized. The proposed algorithm incorporates an automatic re-initialization mechanism that reestablishes the tracking if it fails. The

block diagram of the proposed algorithm is depicted in Fig. 1. The detailed operation steps are explained below.

Step 1: For each object select a small target ti(x, y) from a captured scene frame fi(x, y) containing the object to be tracked.

Step 2: Synthesize an optimum correlation filter hi(x, y) with (2) for reliable detection and location estimation of the target ti(x, y)

in the observed local frame li(x, y).
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Step 3: Synthesize a composite locally adaptive correlation filter pi(x, y) as follows. First, detect and locate the target by hi(x, y)

filter from the observed local frame li(x, y). If the obtained DC is greater than a prespecified threshold (DC > DCrec), then

the target is considered as successfully detected, ti(x, y) added into the set T and recursion should be stopped. Otherwise,

the target si(x, y) corresponding to a false peak added into the set S . Second, synthesize a composite filter pi(x, y) with the

help of (7). Third, detect and locate the target by pi(x, y) filter from the observed local frame li(x, y) recursively until the

condition DC > DCrec is satisfied.

Step 4: Detect and locate the target in the observed local frame li+1(x, y) from a new scene frame fi+1(x, y) by pi(x, y) filter. The

coordinates of the observed local frame li+1(x, y) are provided by a prediction process that analyzes the motion kinematics

of the target. If the obtained DC is greater than a prespecified threshold (DC > DCth), then the target is considered as

successfully detected and pi(x, y) filter added to the bank B of composite correlation filters. Otherwise, the target is lost in

the observed local frame li+1(x, y) and we recursively used the filters from bank B until condition DC > DCcon is satisfied.

The filter from bank B with condition DC > DCcon is used to a new scene frame. If the target is lost in the observed local

frame li+1(x, y) with help the filters from bank B, then the coordinates of the target is set coordinates of the past scene frame

fi(x, y) and we proceed to a new scene frame fi+2(x, y).

Begin

Capture a scene 

frame fi(x,y)

Select the target 

ti(x,y)

Synthesize an optimum 

correlation ✁lter hi(x, y)

Construct composite filter 

pi(x,y) by SDF

Add different 

versions of target
Compute DC with frame 

fi(x,y)

DC>DCrec
Locate maximum in 

correlation plane

Create a new 

rejection pattern

from background

Add new 
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Select local 
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kinematics in fi(x,y)
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composite 

correlation filters

No
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Proceed to new 
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No
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Fig. 1. Block diagram of the proposed tracking algorithm based on locally adaptive correlation filtering.

4. Computer simulation

In this section, computer simulation results obtained with the proposed algorithm for object tracking are presented and com-

pared with common algorithms in terms of detection efficiency, tracking accuracy, and speed of processing.

In order to evaluate the performance of our tracker, we conduct experiments on 100 challenging image sequences from Object

Tracking Benchmark (TB-100 database) [27]. These sequences cover most challenging situations in object tracking: Illumination

Variation (IV), Scale Variation (SV), Occlusion (OCC), Deformation (DEF), Motion Blur (MB), Fast Motion (FM), In-Plane

Rotation (IPR), Out-of-Plane Rotation (OPR), Out-of-View (OV), Background Clutters (BC), Low Resolution (LR).
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For comparison, we run 3 state-of-the-art algorithms with the same initial position of the target. The first tracking algorithm

(SURF) [28] is based on matching of local features and descriptors. The second tracking algorithm (STRUCK) predicts the target

location change between frames on the basis of structured learning [29]. The third collaborative tracking algorithm (SCM) is

combined a sparsity-based discriminative classifier and a sparsity-based generative model [30]. The work [27] performed large-

scale experiments to evaluate the performance of recent 33 object-tracking algorithms. Tracking algorithms STRUCK and SCM

perform much better than the others.

For evaluating of detection efficiency we use an evaluation metric of the overlap score. Given a tracked bounding box rt and

the ground-truth bounding extent r0 of a target object, the overlap score is defined as

S =
∥rt ∩ r0∥

∥rt ∪ r0∥
, (8)

where ∩ and ∪ represent the intersection and union operators, respectively, and ∥ · ∥ denotes the number of pixels in a region. This

average overlap score (AOS) can be used as the performance measure. In addition, the overlap scores can be used for determining

whether an algorithm successfully tracks a target in a frame, by testing whether S is larger than a threshold of 0.5. Also we

evaluate the tracking algorithms using the average center location error (ACLE) for all image sequences from database.

Table 1 shows the average overlap score (AOS), the average center location errors (ACLE) and the Average Processing Time

(APT) on a scena for all the tracking algorithms with the overlap threshold of 0.5. The evaluation results show that our proposed

algorithm is faster than the others and more accurate in terms of the average center location errors.

Table 1. Evaluation results of the state-of-the-art STRUCK, SCM, SURF and proposed algorithms by the average overlap score (AOS), the average center location

errors (ACLE), and the Average Processing Time (APT)

Tracker All BC DEF FM IPR IV LR MB OCC OPR OV SV APT ACLE

Proposed 53.3 50.7 51.1 60.0 56.4 43.5 56.7 55.7 44.6 50.5 41.7 51.4 0.2005 68.8

STRUCK 57.5 59.3 52.4 55.6 57.0 59.0 59.1 59.9 55.9 57.3 58.9 57.8 0.2894 61.5

SCM 54.4 61.3 51.5 42.8 51.8 61.1 61.7 45.2 56.8 57.0 56.4 55.8 0.3122 64.8

SURF 35.2 37.4 25.8 41.6 39.7 37.3 23.0 45.4 36.0 34.8 46,.7 33.0 0.1668 276.6

When an object moves fastly on the FM subset, the proposed algorithm performs much better than the others. However, the

proposed algorithm does not perform well in the subset (IV, OCC, OV) due to illumination variation, and partial occlusion of the

target. On the other subsets, the Struck, SCM, and the proposed algorithms outperform other the state-of-the-art algorithms. Fig. 2

shows sample tracking results of the proposed algorithms where the target objects are marked with red rectangles and the actually

tracked objects by the proposed algorithm are marked with green rectangles.

Fig. 2. Results of tracking by proposed algorithm.

5. Conclusion

A tracking algorithm using locally adaptive correlation filtering is proposed. The algorithm is designed to track multiple objects

with invariance to pose, partial occlusion, clutter, and illumination variations. The algorithm employs a prediction scheme and

composite correlation filters. The filters are synthesized with the help of an iterative algorithm, which optimizes discrimination

capability for each target. The filters are adapted online to targets changes using information of current and past scene frames.

The evaluation results show that our proposed algorithm is faster than the others and more accurate in terms of the average center

location errors. On the majority test sets the proposed algorithm performs much better than the state-of-the-art algorithms.
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Abstract 

In this paper, we propose methods designed to automate vectorization of point objects at cartographic image digitizing. These methods are 

based on the analysis of the skeleton-contour image representation and allow to detect point objects, estimate their parameters, and restore a 

regular grid of points. The experiments show high accuracy of the developed methods, which results in the possibility of using them in order to 

accelerate the process of digitizing cartographic images. 

Keywords: vectorization; digitizing; cartographic image; point object; skeletonization; geoinformation system; GIS; skeleton-contour 

representation 

1. Introduction 

At present, the problem of digitizing important information from paper carriers is of great urgency [1]. These include old 

books, drawings, engravings important for the preservation of cultural heritage. Also, we can note plans, charts, and maps 

printed 20 or more years ago, which digital sources did not exist or were not preserved. Such documents in addition to historical 

value can have great practical importance. Thus, topographic maps and plans are an important data source for geoinformation 

systems (GIS) and can be used to solve a lot of practical problems of territory analysis and development: digital terrain model 

creation, maintenance of forest and water registers, identification of flooding areas and others [2]. So the subject of this paper is 

digitizing such cartographic images. 

The simplest way to digitize paper maps is to scan them in bitmaps with subsequent coordinate binding in GIS. In such case, 

these data can be used as an underlying layer supplementing the information on a particular territory. However, they can not be 

used for solving any analytical tasks in GIS. For that, raster maps must be vectorized and become a part of the GIS database. In 

the past 20 years, a couple of methods and software tools were developed to simplify the process of digitizing bitmaps. For 

instance, we can mention such tools as ArcScan (in ArcGIS software), PowerTRACE (in CorelDRAW), EasyTrace, LineTracer, 

Spotlight, etc. However, cartographic images often contain various figures (topographic signs), and for their fast digitizing it is 

often necessary to develop new specialized methods and software tools. 

The current paper is devoted to the development of methods for solving one of the particular problems in the described area: 

vectorization of point objects. In general, all the objects plotted on the maps can be divided into two main groups. The first one 

includes linear objects, defined by their axial line, drawing method, and thickness. At their digitizing, the most important task is 

to restore the axial line with high precision. For that, there are used methods based on either raster skeletonization [3, 4] or 

vector skeleton-contour representation [5]. For the first group, the contour line is less significant than the axial line. The second 

group consists of all other objects, which are topographic signs, letters, and objects of complex shape. For them, unlike the first 

group, the contour line is more important than the axial line. Point objects, formally related to the second group, are a special 

case, and for their exact digitizing, as will be shown later, both the contour and the axial line are of high importance. 

Point objects are quite common on paper maps. They are used, for example, for designation of plantations, bushes, elevations, 

sand, orchards, etc. (see Figure 1) [6]. When vectorizing in a GIS, each such object is associated with a point object, defined by 

its coordinates ( )x, y  and radius R . In this case, depending on the type of data source, the radius can be either arbitrary (for 

example, if the point objects depict sands) or constant (most other objects). Often the exact point radius is unknown or is not of 

great significance. In this case, point objects of the same type should be justified in size after the vectorization. Another common 

case is the strictly ordered placement of point objects on maps. This is typical, for example, for the designation of orchards or 

forest plantations (see Figure 1). In this case, vector objects in GIS should be placed on the terrain according to the same rule. 

Thus, we see some special cases in the problem of digitizing point objects. This fact necessitates the development of specialized 

algorithms for automated vectorization of point objects that is the goal of this paper. 

The paper is organized as follows. The second section describes the general technology of cartographic image digitizing that 

we use and also denotes its stages requiring the development of specialized methods for point objects. Section 3 contains a 

description of the methods developed to detect such objects, restore their radius, and localize them on a continuous or discrete 

grid. The results of experimental studies of the methods developed are presented in Section 4. The paper ends with the 

conclusion and acknowledgments. 

2. General technology of cartographic image digitizing 

In our work, we used a typical technology of cartographic image digitizing that includes the following stages: 
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1. Preprocessing a bitmap. 

2. Transformation of the image into the skeleton-contour representation. 

3. Classification of objects to be vectorized. 

4. Type-adapted object vectorization. 

5. Correction of vector results based on analysis of object groups. 

 

a) 

 

b) 

Fig. 1. Examples of cartographic images with point objects. 

At the first stage, the original color scanned image is converted into one or more binary images prepared for subsequent 

vectorization. Thus, the mandatory procedures used at this stage are color segmentation and binarization. The need for color 

segmentation is due to the fact that most maps contain several thematic layers displayed by predetermined colors (for example, 

blue is used for hydrography, red or brown for relief, green for vegetation, etc.) [7, 8]. Thus, the separation of the original image 

into thematic layers by the color feature will avoid the overlay of dissimilar objects and improve the digitizing quality. 

Binarization is necessary because of the need for subsequent skeletonization, which usually requires binary input data [5]. In 

addition to the two mentioned procedures, at the first stage, additional processing operations can be carried out to improve 

image quality: linear or nonlinear filtering for noise reduction, morphological processing for gluing lines etc. 

The binary image obtained at the first stage can be considered as a set of figures. At the second stage, we estimate contours 

and skeletons for each of these figures. According to [5], the contour of a figure is an ordered set of vertices ( ){ }(i) (i)

1
, y

n

i
x

=
 

defining a polygon approximating the boundary representation of the figure. Such a polygon can not have intersections with 

other contours and self-intersections. For a formal definition of a figure skeleton, we use a definition based on the concept of a 

maximal empty circle [5]. An empty circle of a figure A  is a closed set of points ° ( ) ( ){ }2: , ,rS p q q R d p q r= О Ј  such 

that ° ( )rS p AМ . This set is a circle of the radius 0r і  with the center at a point 2p RО . The maximum empty circle is an 

empty circle, which is not contained in any other empty circle. The skeleton of a figure is the set of centers of all its maximal 

empty circles. 

The skeleton can be described by a flat graph [5], whose vertices are the centers of maximal empty circles having either one 

common point with the boundary of the figure or three and more points. In this case, the edges of a graph are lines that consist of 

the centers of those empty circles that touch the boundary exactly at two points. As shown in [5], the construction of a skeleton-

contour representation for a raster image is associated with a number of difficulties. Therefore, in this paper, we used algorithms 

[9] developed by Leonid Mestetskiy and widely used in the papers of his school. 

Since different methods of processing the skeleton-contour data are required for different object types (linear, point, area), at 

the third stage it is necessary to classify each object (figure) for correct processing performed at the fourth stage. The result of 

the fourth stage is the vector data, which can be further corrected in the fifth stage based on a priori known constraints on the 

geometry of similar objects. For example, many conventional topographic signs should have a constant size, and some groups of 

symbols must also be located at the same distance from each other [6]. The methods used at the stages 3-5 for vectorizing point 

objects are described in the next section. 

3. Methods for point object vectorizing 

3.1. Estimation of a circle radius 

As studies have shown, to classify point objects (i.e. to check whether an object is point-like), it is useful to estimate the 

object radius. The initial approximation of the circle radius 0R  can be calculated based on the skeleton edge lengths , 1..jl j N  

and radiuses ,1jr  and ,2jr  of maximal empty inscribed circles for corresponding vertices. Let L  be the length of the entire figure 

skeleton: 
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Further, two different methods can be used to refine the radius of the circle: the method based on contour length, and the one 

based on figure area. 

  

a) minimizing the perimeter deviation  b) minimizing the area deviation 

Fig. 2. An illustration of two methods for the radius refinement. The figure to be analyzed is a triangle. 

Method 1 is based on minimizing the deviation of the figure perimeter from the theoretical circumference based on the value 

of the radius r : 

  (1) 

where D  is the length of the figure contour. 

The problem (1) can be solved numerically (for example, using the golden section search) with the initial approximation 

0Rr = . Method 1 is illustrated in Fig. 2a, where the figure contour (shown as a triangle) and the theoretical circumference are 

highlighted in color. 

Method 2 is based on minimizing the deviation of the figure area from the theoretical value of circle area, determined by the 

radius r . Let S  be the figure area, 
IS  – the area of intersection of a circle with a figure, FS  – the figure area that is outside of 

the circle, CS  – the circle area that is outside of the figure (see Fig. 2b). We used the following accuracy characteristics: 

2
, .I I I I

I F I C

S S S S
a b

S S S S S pr
= = = =

+ +
 

Let g  be the harmonic mean of a  and b : 

2

22
.

1 1
IS

S

a b

g
pr

= =
+

+

 

Then the radius R  can be calculated by minimizing the deviation of g  from unity: 

 
The problem (2) can be solved by the same method as the problem (1). 

3.2. Detection of point objects 

To detect point objects on a map, we need to calculate some features and classify whether the object is from the point class. 

Our studies have shown that a set of only two features is sufficient and the linear separating function can be applied for 
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classification. The first feature characterizes the deviation of the functional (1) (or (2)) from zero, thus, it can have one of two 

forms: 

1

1 1 ,
2

D
f

Rp
= -  

2

1 2

2
1 .ПS

f
S pr

= -
+

 

To reduce the computational complexity, it is preferable to use the feature 
1

1f  for the first method of a circle radius 

refinement and the feature 
2

1f  for the second one. 

The second feature is defined as the ratio of the skeleton length to the radius estimation: 

2 .
L

f
R

=  

For point objects, such ratio should be small, as shown in Fig. 3. 

 

Fig. 3. Skeletons of figures with various shapes (figure shows that the skeleton length of a point object should be much less than the radius). 

3.3. Reconstruction of a regular grid of objects 

In Section 1 it was noted that some point symbols (for example, orchards, wooded areas) on maps follow the same distance 

from each other. Thus, the resulting vector objects must also keep a regular layout. However, this requirement is not guaranteed 

when objects are processed individually. To restore a regular object grid, the following method is proposed. 

Let one of the grid nodes is located in the origin of coordinates. Then a two-dimensional grid can be defined by two vectors 

𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗  (which are often orthogonal to each other) (see Fig. 4). Then the coordinates ( )( ) ( ),i ix y  of a particular grid node can 

be found as follows: 

  

where  are the indices of the grid node. 

The initial approximation of the grid can be based on three adjacent support objects, one of which is central, and the other 

two specify the direction of the vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗ (see Fig. 4). In practice, these support objects can be selected by the user. 

When reconstructing a regular grid of points, it is necessary to solve next three problems: 

 refine the vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗; 
 detect all point objects lying on the grid 

 

 correct the center coordinates of the found objects taking into account the refined vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗ 
Here is the proposed algorithm: 

Step 0. Set the initial approximations of vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗; add 3 reference objects to the set S .  

Step 1. Find the theoretical coordinates of all grid nodes not yet added to the set S  and having at least one neighbor in the set 

S  by the rule of four neighbors. 

Step 2. Among all the point objects of the map, find objects that are located at a distance no more than the threshold value d  

from the theoretical coordinates found in Step 1. If at least one object is found, go to Step 3, otherwise – to Step 5. 

A loop for all found objects (grid nodes). After the loop go to Step 1. 

Step 3. Refine vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗: 
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where  are the counts of vectors used to estimate the vectors; 𝐴1
⃗⃗⃗⃗ , 𝐴2

⃗⃗ ⃗⃗  are the estimations of vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗ for 

current grid node by Eq. (3) and known indices 1 2,k k . If one of these indices is zero, then it is obvious that only one of the 

vectors 𝑉1
⃗⃗  ⃗and 𝑉2

⃗⃗  ⃗ is recalculated. 

 

 

Fig. 4. An initial approximation of a grid of point objects. 

Step 4. Add the current object to the set S . 

Step 5. Recalculate the coordinates of the initial reference object (which corresponds to the indices 1 2 0k k= = ). Go to Step 

1. Finish the algorithm if no objects have been added at step 4. 

4. Experimental research 

For the experiments, we primarily used a scanned image containing many regularly located point objects with some linear 

ones (see Fig. 5a). For this image, a manual vectorization was performed, as well as automatic vectorization using the proposed 

methods. The results of manual vectorization were considered as reference ones. Also, during the experiments, a synthesized 

image was used (see Fig. 5b), for which the exact number of point objects and their locations are known. 

 

 

 
a) scanned image  b) synthesized image 

Fig. 5. Fragments of the test images. 

4.1. Detection and localization of point objects 

Since the average point size influence on the parameters of a point classifier and we had only two test images of different 

origin, we decided not to train a particular classifier (which would have to be trained on a fragment of the same image). Instead, 

several fixed threshold values ∆1
1 (or ∆1

2) and ∆2 for features 
1

1f  (or 
2

1f ) and 2f  were considered, and the classification was 

performed according to the rule 

 
The value of F-measure was used as a quality measure. 

During the experiment on the real image, for the refinement method 1, the largest value of F-measure was achieved at 

∆1
1= 0.35, ∆2= 3.5 and was equal to 0.9943. For the refinement method 2, the largest value was achieved at ∆2

1= 0.2, ∆2= 4.5 

and reached 0.9957. Fig. 6 shows how ∆1
1 (for the fixed) ∆2= 3.5 and ∆1

2 (for fixed) ∆2= 4.5 influence on F-measure. As can be 

seen from the graphs, for a wide range of values, the F-measure has very high values, which confirms the possibility of 

separation of point objects in this image. 
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In addition, Table 1 specifies some other statistics. As can be seen, the second method showed a somewhat higher accuracy 

both in detecting the points and in estimating their location. 

 

Fig. 6. Dependencies of F-measure on features 
1

1f  (
2

1f ). 

Table 1. Comparison of the best results for two methods of radius refinement. 

Characteristic Method 1 Method 2 

Number of detected objects 1056 1059 

Number of false positives 6 6 

Number of missed objects 6 3 

F-measure for hits of the center of a point inside the true 

contour of a point 
0.9953 0.9957 

Median deviation of the centers of circles, pixels 1.065 0.7908 

Median radius deviation, pixels 2.3146 1.1011 

 

For the synthesized image (Fig. 5b), in a sufficiently large range of threshold values, it is possible to separate all 2243 point 

objects from all 326 figures having other shapes by both methods. 

4.2. Reconstruction of a regular grid 

Testing of the grid reconstruction method was carried out using a fragment of the image from Fig. 5a, containing 147 circles, 

with 10d =  pixels. As the measure of the method effectiveness, the number of objects matched with the grid nodes and the total 

deviation of their centers from the grid nodes were used. 

During the experiment, at the first iteration (steps 0-4, until the coordinates of the support objects were refined), all circles 

were found which should lie on the grid, and the total deviation was 11.02 pixels (for 147 objects). At the second iteration (after 

changing the coordinates of the reference object), the deviation was 6.47 pixels, and the total deviation was reduced to 6.41 

pixels. 

Figure 7 shows the results of processing after the first iteration (Fig. 7a) and the final result (Fig. 7b). For comparison, both 

figures show the initial contours of points before the procedure starts. The result in Fig. 7b has a smaller deviation than initial 

approximation on Fig. 7a. 

5. Conclusion 

In this paper we have proposed a number of algorithms which use the skeleton-contour image representation: 

1. the algorithm for estimating the radius of a point object; 

2. the algorithm for point objects classification; 

3. The algorithm for reconstructing a regular grid of objects. 

The experimental study has shown, that the proposed methods have high accuracy and allow significantly accelerate the 

process of raster map digitizing. 
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a) after the first step of processing  b) the result 

Fig. 7. Reconstruction of a regular grid. 
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Abstract

The goal of this study is development of a novel signal processing and analysis method for detailed investigation of

the time-frequency dynamics of brain cortex electrical activity. The idea of our method of electroencephalograms

(EEG) analyzing is in that we consider EEG signal as a composition of so-called wave trains. The wave train term is

used to denote a signal localized in time, frequency, and space. We consider the wave train as a typical component of

EEG, but not as a special kind of EEG signals.

In contrast to papers devoted to detecting wave trains of one or two specific types, such as alpha spindles and

sleep spindles, we analyze any kind of wave trains in a wide frequency band. Using this method, we have found three

interesting frequency areas where differences were detected between a group of Parkinson’s disease (PD) patients

and a control group of healthy volunteers. The goal of this work is to check whether the regularities in the mu and

beta frequency bands are independent ones, that is, the beta wave trains observed in the analysis were not the second

harmonics of the mu wave trains.

We have developed a special algorithm that eliminates from the analysis all beta wave trains in EEG signal that

were observed simultaneously with the mu wave trains. Analysis of a real experimental data set processed by this

algorithm has confirmed that the beta frequency band regularity is separate from the mu frequency band regularity.

Moreover, a new significant difference between the left hand tremor and right hand tremor Parkinson’s disease patients

was discovered.

Keywords: Wave train, Wave packet, Burst, Electroencephalogram, EEG, Beta, Mu, Wavelet, Visualizing EEG data,

Decrease of quantity of wave trains, Parkinson’s disease

1. Introduction

The goal of our research is development of a novel signal processing and analysis method for detailed investigation

of time-frequency dynamics of brain cortex electrical activity. The idea of our method of analyzing EEG is in that we

consider EEG signal as a composition of so-called wave trains. In contract to papers devoted to detecting wave trains

of one or two specific types, such as alpha spindles [1] and sleep spindles [2, 3, 4, 5, 6, 7], we analyze any kind of

wave trains in a wide frequency area. The developed method differs from analogous method for detailed analysis of

time-frequency dynamics of EEG [8] in that the statistical analysis of samples of wave trains and a new method for

visualizing the results of the analysis are proposed. The algorithm used for detecting wave trains also is different. In

particular, a new kind of diagrams based on ROC curves was developed to visualize the neurophysiological data (see

an example of the diagram in Figure 6, Section 2).

In physics, a wave train (or a wave packet) is a short “burst” or “envelope” of localized wave action that travels as

a unit. In this paper, the wave train term is used to denote a signal localized in time, frequency, and space. We consider

the wave train as a typical pattern in EEG signals. Recently we have demonstrated that the number of wave trains in

the EEG beta frequency range (12−25 Hz) is significantly decreased in early stage Parkinson’s disease patients [9, 10].

In previous paper [11], a method of visualization of EEG analysis results based on ROC curves was described. Using

this method, we have revealed three interesting frequency ranges where differences between a Parkinson’s disease

patient group and a control group are detected. The first range is 7.5−9.5 Hz (approximately the mu frequency band),

1 1,2 3

1

2
3
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the second is 10.5 − 13.5 Hz (also the mu frequency band), and the third range is 18 − 24 Hz (approximately the

beta-2 frequency band). The presence of the first and second frequency bands gives an evidence for a shift of EEG mu

rhythm to the lower frequency areas in Parkinson’s disease patients. The third frequency band is a confirmation of the

regularity reported in [9]. Note that in [9] another frequency band was investigated (12 − 25 Hz). As a consequence,

the numerical characteristics of EEG given in this paper differ slightly from the numerical characteristics considered

in the paper [9]. In addition, the frequency ranges of beta-1 and beta-2 were not separated in the paper [9], but in the

course of further research we came to the conclusion that the characteristics of the wave trains in these beta sub-bands

should be investigated separately.

The goal of this work is to check whether the regularities in the mu and beta frequency bands are independent ones,

that is, the beta wave trains observed in the analysis were not the second harmonics of the mu wave trains. This check

is important for understanding the development of neurodegenerative processes and the formation of compensatory

neurophysiological mechanisms in Parkinson’s disease, since the frequency ranges of mu and beta correspond to

the work of different functional systems in the brain [12, 13, 14, 15]). We have developed a special algorithm that

eliminates from the analysis all beta wave trains in EEG signal that were observed simultaneously with the mu wave

trains. Analysis of a real experimental data set processed by this algorithm has confirmed that the beta frequency band

regularity is separate from the mu frequency band regularity. Furthermore, a new significant difference between the

left hand tremor and right hand tremor Parkinson’s disease patients was discovered.

2. A Problem Statement

Let M be a local maximum in a wavelet spectrogram (see Figure 1). We estimate the full width at half maximum

(FWHM) of M in the time plane FWHMT IME and in the frequency plane FWHMFREQUENCY . Then we check whether

Figure 1: An example of a spectrogram of a wave train in a time-frequency domain. The diagram at the left shows the spectrogram of the signal in

the time plane. The abscissa indicates a time and the ordinate indicates a power. The diagram at the right shows the spectrogram of the signal in

the frequency plane. The abscissa indicates a frequency and the ordinate indicates a power.

there are no values in the rectangle area

FWHMT IME × FWHMFREQUENCY

that are bigger than the M value (see Figure 2). We consider M as a case of a wave train if FWHMT IME of M is

greater or equal to the TD threshold (see Figure 1). The TD threshold is a function of the frequency f of the maximum

M:

FWHMT IME ≥ TD = NP/ f ,

where NP is a constant given by an expert. In this paper, we apply the value: NP = 2.

An example of wave trains in the time-frequency domain in a PD patient is shown in Figure 3. The figure demon-

strates the wave trains in the background EEG in the right hand tremor patient, the C3 cortex area. Each circle

indicates a wave train in the wavelet spectrogram. It is obvious that most wave trains are located in the mu frequency

band (8 − 12 Hz). In addition, there are wave trains in the delta (1 − 4 Hz), theta (4 − 8 Hz), and beta (12 − 30 Hz)

frequency bands.
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Figure 2: Time and frequency bounds of the M wave train in the wavelet spectrogram. The abscissa indicates the time and the ordinate indicates

the frequency.

Figure 3: Wave trains of the PD patient in the time-frequency domain. A background EEG in the right hand tremor patient is presented, the C3

cortex area, the delta (1 − 4 Hz), theta (4 − 8 Hz), mu (8 − 12 Hz), and beta (12 − 30 Hz) frequency bands. Each circle indicates a wave train in the

wavelet spectrogram. The abscissa is the time and the ordinate is the frequency.

Figure 4: The scattering of the quantity of beta wave trains in the patients and the healthy volunteers. The C3 cortex area is shown at the left, the

C4 cortex area is shown at the right. The abscissa is the quantity of wave trains per second in the mu frequency band. The ordinate is the quantity

of wave trains per second in the beta frequency band. The patients are indicated by diamonds and the healthy volunteers are indicated by circles.

The method of EEG wave train analysis revealed a new effect in the Parkinson’s disease [9, 10]. The number of

beta (12 − 25 Hz) wave trains in the C3 and C4 cortex areas is significantly decreased (Mann-Whitney, p < 0.02), see

Figure 4. The patients are indicated by red diamonds, and the healthy volunteers are indicated by white circles. Each

diamond and each circle correspond to a particular person. The number of wave trains is standardized by the length

of EEG record in seconds, because durations of EEG records were slightly different in the subjects. Note that in this

test the quantity of the wave trains is considered only, but not the amplitude of the wave trains.

In previous paper [11], a method of visualization of results of EEG analysis based on ROC curves was described.

Let MinFreq, MaxFreq are frequency bounds of a four-dimensional area S in the space of the wave trains. Let
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MinPower, MaxPower are power bounds of the area S ; MinDurat, MaxDurat are duration bounds of the area S ; and

MinBandwidth, MaxBandwidth are bandwidth bounds of the area S . It was calculated a number of wave trains per

second located in the area S in every individual patient and healthy volunteer and created histograms of the quantity

of the wave trains per second (see an example in Figure 5). A statistical difference between the diagrams may indicate

that the area S contains wave trains that are typical for Parkinson’s disease patients, but not for the control group,

or vice versa. Another interesting issue is whether it can be specified a threshold (a limit of the number of the wave

trains in the area S ) that separates adequately the histograms, because the presence of such threshold means that the

quantity of the wave trains in the area S may be used for the clinical diagnosis of Parkinson’s disease. For instance,

there is a strong statistical difference between the histograms in the Figure 5 (the Mann-Whitney test, p < 0.009). The

diagram demonstrates that a typical number of the wave trains in the control group is about 0.13 per second in the

given frequency band. At the same time, a typical number of the wave trains in the patients is about 0.06.

Figure 5: At the left: histograms of the quantity of the wave trains per second in the patients and the control group (the left hand tremor patients,

the C3 cortex area). The wave trains are considered in the S space bounded by the following limits: a frequency range is 10 − 12 Hz, a power range

is 1− 500 µV2/Hz, the duration range is 2− 4 periods, the bandwidth range has no limits. The patients’ histogram is indicated by the dark magenta

color; and the control group histogram is indicated by the light cyan color. At the right: a ROC curve based on the histograms. The abscissa

indicates the False Positive Rate. The ordinate indicates the True Positive Rate. The area under the ROC curve (AUC) indicates whether the area S

is applicable for separation of the patients and the control group. AUC < 0.5 indicates that the wave trains quantity is greater in the control group

than in the patients.

Thus, in mathematical terms, the goal of our investigation was searching such areas in the multidimensional

space of the wave trains, where AUC differs sufficiently from 0.5 and is approached to 1 or to 0. AUC > 0.5

indicates that the wave trains quantity is greater in the patients than in the healthy volunteers. Similarly, AUC < 0.5

indicates that the wave trains quantity is greater in the control group. An exhaustive search of the values MinFreq,

MaxFreq, MinPower, MaxPower, MinDurat, MaxDurat, MinBandwidth, and MaxBandwidth can be implemented

to investigate the multidimensional space, but we consider different slices of the space using various 2D and 3D

diagrams not to miss any interesting regularities in the space of the wave trains. An example of this analysis is

presented in the Figure 6.

Let us compute AUC values for various frequency ranges. In Figure 6, the functional dependence of AUC is

shown, where the arguments of the function are the MinFreq and MaxFreq bounds. The frequency values varied

from 2 to 25 Hz (with the 0.5 Hz step); the MinPower, MaxPower, MinDurat, MaxDurat, MinBandwidth, and

MaxBandwidth were constant: MinPower = 1, MaxPower = ∞, MinDurat = 0, MaxDurat = ∞, MinBandwidth =

0, MaxBandwidth = ∞. The upper left triangle of the diagram indicates the values of AUC corresponding to the

MinFreq−MaxFreq frequency range. The lower right triangle of the diagram indicates the AUC values corresponding

to the total frequency band 2 − 25 Hz except the MaxFreq − MinFreq band. Note that in the lower right triangle of

the diagram the MinFreq indicates the upper limit (but not the lower limit) of the excepted frequency band and the

MaxFreq indicates the lower bound of the excepted values.

Using this method we have revealed three interesting frequency ranges where differences between a Parkinson’s

disease patient group and a control group were detected [11]. The first range is 7.5 − 9.5 Hz (approximately the

mu frequency band), the second is 10.5 − 13.5 Hz (also the mu frequency band), and the third range is 18 − 24 Hz

(approximately the beta-2 frequency band). The task of this paper is to check whether the regularities in EEG in the
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Figure 6: A diagram of AUC values calculated for various frequency bands. In the upper left triangle of the diagram: the abscissa is the lower

bound of the frequency band and the ordinate is the upper bound of the frequency band. In the lower right triangle of the diagram: the abscissa is

the upper bound of the excluded frequency band and the ordinate is the lower bound of the excluded frequency band. The frequency varied from 2

to 25 Hz with the 0.5 Hz step. The background EEG was analyzed, the right hand tremor patients, the C3 cortex area.

central cortex area in the frequency bands 7.5−13.5 Hz (mu) and 18−24 Hz (beta-2) are independent. In other words,

we have to demonstrate that the beta wave trains observed in the analysis are not the second harmonics of the mu wave

trains. In this paper we demonstrate that these regularities in the mu and beta frequency bands are independent ones.

3. Description of the Algorithm for Beta Wave Trains Elimination

We have developed a special algorithm that eliminates from the analysis all beta wave trains in EEG signal that

were observed simultaneously with the mu wave trains. There are four hypothetical cases when the beta wave trains

can be observed simultaneously with the mu wave trains (superpositions of the mu wave train and the beta wave train):

1. The time interval of the beta wave train is located inside the time interval of the mu wave train (Figure 7). The

duration of the beta wave train is smaller than the duration of the mu wave train.

2. The time interval of the mu wave train is located inside the time interval of the beta wave train (Figure 8). The

duration of the beta wave train is bigger than the duration of the mu wave train.

3. The left end of the beta wave train is intersected with the right end of the mu wave train (Figure 9).

4. The right end of the beta wave train is intersected with the left end of the mu wave train (Figure 10).

Figure 7: Superposition of a mu wave train and a beta wave train. The time interval of the beta wave train is located inside the time interval of the

mu wave train.

The algorithm eliminates all beta wave trains that are intersected in time with any wave trains in the 2 − 14 Hz

frequency range. Thus, all four cases are covered by this algorithm. In addition, the algorithm removes extra wave

trains to exclude even the hypothetical possibility that the second or third harmonics of theta and mu EEG signals

(4 − 12 Hz) are observed in the beta frequency range. This is done because EEG signals are not sine-shaped and the

EEG wave train corresponds to a certain frequency band. Therefore, it is fundamentally impossible to predict exactly

the frequency bands of the second and third harmonics of the wave trains under consideration.

Below we compare the results of EEG analysis with using and without using this algorithm of the wave train

elimination.
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Figure 8: Superposition of a mu wave train and a beta wave train. The time interval of the mu wave train is located inside the time interval of the

beta wave train.

Figure 9: Superposition of a mu wave train and a beta wave train. The left end of the beta wave train is intersected with the right end of the mu

wave train.

4. The Experimental Setting

We considered a set of EEG wave trains detected in a group of de novo Parkinson’s disease patients and a healthy

volunteer group. The group of patients included 17 patients with right hand tremor and 11 patients with left hand

tremor in the first stage of Parkinson’s disease without Parkinson’s disease treatment. The group of healthy volunteers

included 15 people.

The ages of the patients were from 38 to 71 years old; the mean age was 60 years old. The ages of the healthy

volunteers were from 48 to 81 years old; the mean age was 58 years old. No statistically significant differences

between the patients’ ages and the volunteers’ ages were detected. The amount of the male patients was 11; the

amount of the female patients was 17. The amount of the male healthy volunteers was 5; the amount of the female

healthy volunteers was 10. The size of the groups is typical for a neurophysiological examination.

The patients were clinically diagnosed according to the standard Hoehn and Yahr scale. All patients and volunteers

were right-handed. A standard 10x20 EEG acquisition schema was used for the data collection. A background EEG

was recorded in standard conditions. Examined person sat in an armchair relaxing with arms disposing on the armrests

and fingers dangling freely from the ends of armrests. The eyes were closed during the recordings. A 41-channel

digital EEG system Neuron-Spectrum-5 (Neurosoft Ltd.) was used. The sampling rate was 500 Hz. The 0.5 Hz

high-pass filter, the 35 Hz low-pass filter, and the 50 Hz notch filter were used. The duration of every record was

about 3 minutes. The record was analyzed as is, without selection of areas in the signal.

In this paper, the C3 and C4 cortex areas are considered only, because these areas approximately correspond to

the motor cortex areas and are situated in the scalp area that produces a minimal number of muscle artifacts.

5. Results of the Analysis and Discussion

Before applying the algorithm of the elimination of beta wave trains intersected with the mu wave trains, no

statistically significant differences between quantities of wave trains in the right hand tremor patients and the healthy

volunteers in both the C3 and C4 cortex areas were observed (see Figure 11). Also there were no significant differences

between the left hand tremor patients and healthy volunteers (see Figure 12). Note that in [9] the Mann-Whitney test

revealed significant differences between the data samples. This inconsistency of the results can be explained by the

fact that another frequency range is considered in comparison with the previous work [9] (the 18 − 30 Hz frequency
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Figure 10: Superposition of a mu wave train and a beta wave train. The right end of the beta wave train is intersected with the left end of the mu

wave train.

range is considered instead of the 12−25 Hz range). In addition, the right hand tremor patients and the left hand tremor

patients are separated in present work. The algorithm of wave train detection also has been modified in comparison

with the paper [9].

Figure 11: The scattering of the quantity of the beta wave trains in the right hand tremor patients and the healthy volunteers in the C3 cortex area

(at the left) and in the C4 cortex area (at the right) before applying the algorithm of the elimination of beta wave trains intersected with the mu

wave trains. There are no significant differences between the groups. The abscissa is the quantity of wave trains per second in the beta-1 frequency

band. The ordinate is the quantity of wave trains in the beta-2 frequency band. The patients are indicated by diamonds and the healthy volunteers

are indicated by circles.

After the processing of the experimental data by the wave trains elimination algorithm, the analysis of the data has

confirmed that the beta band regularity does exist in its own. The statistically significant decrease of the beta wave

train quantity was observed between the right hand tremor patients and the healthy volunteers in the C3 cortex area

(18−30 Hz, Mann-Whitney, p < 0.02, see Figure 13, left). Note that there is no significant difference in the C4 cortex

area (see Figure 13, right), however, there was a statistical trend (p < 0.19). Thus, we have refined substantially the

space and frequency localization of the investigated neurophysiological regularity in comparison with the paper [9].

The wave trains elimination algorithm decreases the quantity of beta-2 wave trains in all groups (the right hand

tremor patients, the left hand tremor patients, and the control group) by approximately 30%. The fact that the statisti-

cally significant difference in the quantities of wave trains between the patients and the control group was detected by

the Mann-Whitney test after the elimination of coincident mu and beta wave trains indicates that the eliminated wave

trains are not a cause of the regularity. On the contrary, these wave trains were a noise that complicates the detection

of the regularity.

It is interesting that a new neurophysiological regularity was discovered in the beta-2 frequency band after applying

the algorithm. The statistically significant differences of quantities of the beta-2 wave trains were observed between

the right hand tremor patients and the left hand tremor patients in both the C3 cortex area (Mann-Whitney, p < 0.03,

see Figure 14, left) and the C4 cortex area (Mann-Whitney, p < 0.02, see Figure 14, right). The results of the

test demonstrate that EEG of the right hand tremor patients and the left hand tremor patients are differed in both

hemispheres.

Image Processing, Geoinformation Technology and Information Security / O.S. Sushkova, A.A. Morozov, A.V. Gabova

3rd International conference “Information Technology and Nanotechnology 2017” 232



Figure 12: The scattering of the quantity of the beta wave trains in the left hand tremor patients and the healthy volunteers in the C3 cortex area (at

the left) and in the C4 cortex area (at the right) before applying the algorithm of the elimination of beta wave trains intersected with the mu wave

trains. There are no significant differences between the groups. The abscissa is the quantity of wave trains per second in the beta-1 frequency band.

The ordinate is the quantity of wave trains in the beta-2 frequency band. The patients are indicated by diamonds and the healthy volunteers are

indicated by circles.

Figure 13: The scattering of the quantity of the beta wave trains in the right hand tremor patients and the healthy volunteers in the C3 cortex area

(at the left) and in the C4 cortex area (at the right) after the processing the experimental data by the wave trains elimination algorithm. There is

a significant difference between the groups at the left, but there is no significant difference between the groups at the right. The abscissa is the

quantity of wave trains per second in the beta-1 frequency band. The ordinate is the quantity of wave trains per second in the beta-2 frequency

band. The patients are indicated by diamonds and the healthy volunteers are indicated by circles.

6. Conclusions

A new method of signal processing and analysis for detailed investigation of time-frequency dynamics of the

cortex electrical activity is developed. A distinctive feature of the method is a possibility to separate and analyze a

specified set of wave trains in EEG signals. The results of the research give evidence that EEG analysis method based

on the wave trains is prospective for:

• Looking for group statistical regularities in the early stages of Parkinson’s disease that gives a basic knowledge

about the disease and compensatory mechanisms in the brain cortex.

• Searching EEG features that are prospective for the early stages of Parkinson’s disease diagnostics.

Using a special algorithm, we have demonstrated that a neurophysiological regularity discovered in the beta fre-

quency band of EEG signals [9] is not an artifact caused by another regularity observed in the mu frequency band. In

the course of the investigation, also, another neurophysiological regularity is discovered in the beta frequency band.

The results of the analysis indicate that the right hand tremor patients and the left hand tremor patients differed in both

hemispheres. This may be evidence that right hand tremor and left hand tremor Parkinson’s disease patients must be

diagnosed in different ways. Probably different approaches are necessary for treatment of the left hand tremor and

right hand tremor patients as well.

3rd International conference “Information Technology and Nanotechnology 2017” 233

Image Processing, Geoinformation Technology and Information Security / O.S. Sushkova, A.A. Morozov, A.V. Gabova



Figure 14: The scattering of the quantity of the beta wave trains in the right hand tremor patients and the left hand tremor patients in the C3 cortex

area (at the left) and in the C4 cortex area (at the right) after the processing the experimental data by the wave trains elimination algorithm. There

is a significant difference between the groups. The abscissa is the quantity of the wave trains per second in the beta-1 frequency band. The ordinate

is the quantity of the wave trains in the beta-2 frequency band. The right hand tremor patients are indicated by triangles and the left hand tremor

patients are indicated by squares.
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Abstract 

A comparative analysis of the efficiency of correlation (cross-correlation, Tanimoto coefficient and Kendall's rank correlation coefficient) and 

information (mutual information of Tsallis and Shannon, F-information measure and entropy of the joint probability distribution) measures of 

image similarity for the synthesis of recursive estimation algorithms is presented for the problem of estimating parameters of spatial 

deformations of a sequence of images. Unbiased additive Gaussian noise was used as an interfering factor in the experimental studies. It is 

shown that the potentially high convergence rate of the estimated parameters and the smaller variance of the estimation error from the 

investigated correlation measures are ensured by the Tonimoto coefficient, and from the I-information of the F-information among the 

information measures. According to these criteria, the Kendall's rank correlation coefficient and the M-measure of F-information are inferior, 

respectively. 

Keywords: image; recurrent estimation; similarity measures; cross-correlation; Tanimoto coefficient; Kendall's rank correlation coefficient; 

Tsallis mutual information; Shannon mutual information; F-information measures 

1. Introduction 

The detection and evaluation of spatial changes (deformations) in a sequence of images )(nZ , Nn ,1  is one of the key 

tasks of processing video sequences. Various approaches to the solution of this problem are implemented in the frequency [1] 

and in the spatial [2] domains. 

In this case, the solution is usually based on the search for an extremum of some similarity measure (SM) between each pair 

of adjacent images  )()( n

j
n zZ  and  )1()1(   n

j
n zZ , where j  − coordinates of the nodes of the grid of samples on which the 

images are defined. With the assumed model of interframe spatial deformations of images, estimates are sought for the strain 

parameters α  of one of the images at which the extremum of the SM is reached. 

When recursively searching for the SM extremum at each iteration t  of the estimation the current estimates α  of the spatial 

deformation parameters are corrected by a certain amount in the direction  tZ,α̂d  [3]:  

 ttttt Z,α̂dα̂α̂ 1 Λ , (1) 

where tΛ  — a positively defined matrix (usually diagonal); Tt ,1  — iteration number. 

The direction  d  is defined by the SM gradient estimated using a small subsample [4]  )1()( ,~  n

j

n

jt
tt

zzZ  of (usually 

random) points )(~ n

jt
z

)(~ nZ  and  )1(n

jt
z  1nZ  drawn on t -th iteration, where )(~ nΖ  - interpolated image obtained using current 

deformation parameters’ estimates tα̂  of image )(nZ  [5]. In order to improve the accuracy of parameters’ estimates α̂  we need 

to increase a number of points in the subsamples but it will lead to increase in computational time. 

There are many SM for images [6]. The choice of a particular SM is determined by the conditions and requirements of the 

applied problem, the nature of the possible spatial deformations of the video sequence, the properties of the images and the 

interfering factors. 

2. Problem formulation 

The chosen SM largely determines the potential effectiveness of the recursive algorithms for estimating spatial deformations 

in a sequence of images synthesized on its basis. However, criteria that allow a priori evaluation of the potential efficiency of 

algorithms by SM are poorly investigated. A variant of the solution of this problem was considered in [7,8]. In this work several 

correlation correlations have been selected for the study: cross-correlation (the coefficient of interframe correlation) [9], the 

Tanimoto coefficient [10] the Kendall’s rank correlation coefficient [11], and a number of informational SMs: Tsallis [12] and 

Shannon mutual information, F-information measures, and the entropy of the joint probability distribution [13]. Unbiased 

additive Gaussian noise was used as an interfering factor in the studies. The relation between SM characteristics and the 

probabilistic properties of estimates of the parameters of spatial deformations formed by recurrent algorithms synthesized on the 

basis of these measures was also investigated. 

A method for calculating the probabilistic properties of estimates of the parameters of inter-frame spatial deformations of 

images for a finite number of iterations of recurrent estimation [14] was proposed in [16]. It is based on finding the probabilities 

of demolition at each iteration (the probabilities of changing the estimates of the investigated parameters α̂  towards optimal 
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values). With allowance for (1) the probability of demolishing of the estimates at the next iteration can be interpreted as the 

probability that the projection of the gradient of the SM gradient on the axis of this parameter will be negative. In [15] this 

characteristic was used to find the error in estimates of the parameters of inter-frame spatial deformations of images formed by 

relay procedures of the form (1). However, this approach can be used for recurrent procedures of other classes. 

Since procedure (1) is based on the use of SM gradient estimates its capabilities are largely determined by the nature of the 

slope К   of the SM used in the synthesis of the procedure. Fig. 1 shows examples of the dependence of the slope of the SMs 

chosen for the study on the magnitude of the parallel shift h  of the images, where 500 h   is the shift in the grid steps of the 

image counts. Curves of the curvature module of the SM for correlation measures are shown on the left graph, where curve 1 

corresponds to the Kendall rank correlation coefficient, curve 2 - to the Tanimoto coefficient, curve 3 - to the interframe 

correlation coefficient (CC). The right graph shows the dependencies for information SMs, here curve 1 corresponds to Shannon 

MI, curve 2 - to Tsallis MI, curve 3 - to I-measure of F-information, curve 4 - to M-measure of F-information, curve 5 - to 

excluding F-information, curve 6 - the entropy of the joint probability distribution (JPD). The legend is the same for all other 

figures in this work. 

      

Correlation measures                                                       Information measures 

Fig. 1. Slope of the studied SM. 

From Fig. 1 it can be seen that the nature of the slope of different SMs differs significantly, which must affect the potential 

characteristics of the recurrent evaluation procedures synthesized on their basis. A number of efficiency criteria based on an 

analysis of the nature of the SM slope was proposed in [8]. We will consider these criteria with reference to the correlation and 

information SMs chosen for the study. 

3. Studied image similarity measures 

3.1. Probability-based measures 

CC (cross-correlation) [9] is one of the most popular similarity measures. CC can be defined as 
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linearity between )(nZ  and )1( nZ  which allows us to efficiently use correlation coefficient in case of additive noise or linear 

intensity distortions. In terms of computational complexity, CC is very effective, as it requires a small number of additions and 

multiplications for each element in the subsample. It is in the order of  . 

Tanimoto coefficient [10] between two images )(~ nZ  and )1( nZ  is defined as: 
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In comparison with CC in Tanimoto coefficient normalization of intensity multiplication with respect to their standard 

deviations is replaced by the normalization with respect to the sum of squared differences between corresponding sample 

counts, which effects in the same way. Using the inner product of intensities in the denominator of Tanimoto coefficient gives 
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the same effect as the normalization with respect to mean values of images. Computational complexity of Tanimoto coefficient 

is on the same order as for correlation coefficient. 

Kendall rank correlation coefficient [11]. If 
)(~ n

j
z  and 

)1( n

j
z  are intensities of corresponding image pixels then for their 

differences )~~( )()( n

j

n

i
zz   and )( )1()1(   n

j

n

i
zz  when ji   there are two possible situations: concordance - when 

)(sign)~~(sign )1()1()()(   n

j

n

i

n

j

n

i
zzzz  and mismatch - when )(sign)~~(sign )1()1()()(   n

j

n

i

n

j

n

i
zzzz . If we take a large 

sample from images )(~ nZ  and )1( nZ  and the number of concordances is greater than the number of mismatches then we can 

conclude that image intensities are bounded. Let assume that from 2  pixel pairs are concordances and dN  are mismatches 

then Kendall correlation coefficient can be defined as follows [9]: 
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Kendal correlation coefficient is one of the most complex measures in terms of computational complexity. It requires 

concordance and mismatch computations for   21  corresponding pixel pairs. Therefore, its computational complexity of  

  is on the order of 2  operations. 

3.2. Information measures 

Shannon mutual information (MI) is one of the most widely used similarity measure in image registration [12,13] as it 

provides an extremely high accuracy when images have linear and non-linear intensity distortions, occlusions and also in case of 

additive noise and multimodal images. Generalized Shannon MI can be defined in terms of entropy as: 

       ,,
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where 
i

iziz zpzpH )(log)()(Z  ‒ image Z  entropy estimation; zp  ‒ marginal PDF estimation of the image sample; 







i k
kizzkizz

nn zzpzzpH
nnnn

),(log),(),
~

(
11 ,,

)1()( ZZ  ‒ joint entropy estimation; 
1, nn zzp  ‒ joint PDF estimation of 

intensities. 

Tsallis MI is defined as [12]: 
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( ZZ  ‒ Tsallis entropy of the order g , g  - a real number. When g =1 Tsallis 

entropy approaches Shannon entropy.  

F-information measures are based on divergence or distance between joint probability distributions and multiplication of 

marginal distribution of image pair. A class of divergence measures that uses MI is the F-information measures. F-information 

measures are [13]: 
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I -measure is defined for 0 , 1 , and when 1  it approaches Shannon MI. M -measure is defiened for 10  , and 

 -measure – for 1 . 

Exclusive F-information is related to entropy of JPD and Shannon MI: 
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Entropy of JPD is defined as: 
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where jip ,  – an element of JPD which can be estimated, for example using histograms. The stronger the relationship between 

two variables the smaller the entropy of JPD. 
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4. Effectiveness analysis of similarity measures  

4.1. Effectiveness criteria 

As already noted, a number of criteria for the effectiveness of SM’s use in the synthesis of recurrent procedures for 

estimating spatial deformations of images were proposed in [8]. They are based on an analysis of the slope of SM dependening 

on the Euclidean mismatch distance [16]. Among the characteristics that determine efficiency, the maximum slope maxК  in the 

area of interest of the parameters being evaluated, the effective range of the parameters P , and the region of curvature growth 

S  can be attributed. 

It is shown that the maximum slope of SM corresponds to the maximum probability of improving the estimates of the 

parameters of interframe spatial deformations toward optimal values, and this extremum determines the potential rate of 

convergence of the estimation vector [7]. 

The effective range in this work refers to as subdomain of the domain of definition of registration parameters in which the 

required accuracy values are attained under given constraints, e.g. computational complexity, number of iteration etc. A 

condition under which a point of the space of estimated parameters falls into the effective range is that the slope of the SM at 

this point should exceed a certain critical value which does not guarantee the required convergence rate of the estimate vector α

any longer. Note that the actual effective range also depends on many other factors, in particular, the parameters of the 

estimation algorithm, the type of spatial deformation, so the critical value of the slope here is considered, in fact, as a criterion 

for determining the range of values of the discrepancies of the estimated parameters, for which the probabilitie of demolition of 

estimates exceeds the specified threshold value. 

4.2. Experimental results 

For SM efficiency analysis it is reasonable to use simulated images whose intensity PDF and correlation function can be 

priori defined during their synthesis. In conducted experiments simulated images based on wave model [17] with intensity PDF 

and correlation function close to Gaussian were used. In addition, an unbiased white noise was used as a disturbing factor. 

For example, Fig. 2 - Fig. 3 show the graphs of the dependence of the above efficiency indicators on the noise/signal ratio q  

(in terms of variances), where the left graph corresponds to the data for the correlation ones, and the right graph for the 

information SMs. As a mismatch, for simplicity, a parallel image shift was selected. We also note that the choice of parallel shift 

of images as frame-wise deformations doesn’t weakens the generalization of the examination, since for any set of strain 

parameters the result of their effect on each point of the image can be recalculated through the Euclidean mismatch distance [16] 

into the vector of its shift relative to the initial position. That is, the result of any deformations can be represented by the PDF of 

such shifts. 

      

Correlation measures                                                       Information measures 

Fig. 2. Maximum slope of SM. 

Analysis of fig. 2 shows that by the criterion of the maximum slope among the correlation SM the best result is provided by 

the Tonimoto coefficient whose maximum slope decreases most slowly with increasing noise intensity. The next by the result is 

the Kendall coefficient. CC at large noise is much inferior to them, however, with 07.0q  the maximum slope CC exceeds the 

maxК  of Kendall coefficient. Investigations of information SMs showed that the potentially high convergence rate of the 

parameters being evaluated is provided by the I-measure of the F-information. The next most effective M-measure of F-

information, which in large noises is more effective than the I-measure. Shannon and Tsallis MI, as well as the entropy of the 

JPD give close characteristics. Essentially they are inferior to the excluding F-information. 

According to the effective range criterion (fig. 3), the best results among the correlation SMs also gave the use of the 

Kendall rank correlation coefficient. Then, with a margin of up to 40%, the coefficient of Tanimoto and CC, respectively. 

Among the information measures for small noise ( 15.0q ) the best results were shown by the I-measure of the F-information 

and the netropy of the joint JPD. This is followed by Tsallis and Shannon MI and the M-measure of F-information. For large 

noise ( 25.0q ), the M-measure and the I-measure of the F-information provide a larger effective range. Approximately the 

same parameters show the entropy of the JPD, Shannon and Tsallis MI. We note that the slope of the I-measure of the F-
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information decreases significantly more rapidly with increasing noise than in the M-measure of the F-information. The worst 

results were shown by the excluding F-information. 

      

Correlation measures                                                       Information measures 

Fig. 3. Effective range of SM. 

5. Conclusion 

There are many SM of images on the basis of which recursive algorithms for estimating spatial deformations in a sequence 

of images can be synthesized. However, criteria that allow a priori evaluation of the potential efficiency of algorithms by the SM 

function are not well studied. A number of correlation (CC, Tanimoto coefficient and Kendall rank correlation coefficient) and 

informational (Tsallis and Shannon mutual information, F-information measures and joint probability distribution energy) SM 

are investigated based on the criteria of maximum slope that determines the potential rate of convergence of deformation 

parameter estimates and effective range, which refers to the subdomain of the domain of deformation parameters, in which the 

required indicators of accuracy and reliability of estimation are provided. 

Studies have shown that, according to the criterion of maximum slope from correlation SM, the best result is provided by the 

Tonimoto coefficient, the maximum slope of which decreases most slowly with increasing noise intensity, and among the 

information I-measure of F-information. The worst results were shown by the CC and the excluding F-information, respectively. 

By the criterion of the effective range, the best results among the correlation SMs were provided by the Kendall rank 

correlation coefficient. Then, respectively, the Tanimoto and CC coefficients. Among the information measures, the I-measure 

and the M-measure of the F-information showed greater resistance to noise. In this case, the slope of the I-measure of the F-

information decreases significantly faster with increasing noise than in the M-measure. 
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Abstract 

Geographically weighted models are widely used for analyzing the spatial data. There is a problem with spatial data processing of extracting a 

potentially lower number of unobserved variables while a set of correlated variables is observed. The factor analysis is commonly used to 

overcome this problem. A bandwidth selection is a main difficulty during the identification a spatial heterogeneity of factor loadings. In the 

paper an original bandwidth selection criterion is proposed. It is based on the testing the difference between factor loadings of global and 

geographically weighted model. Using the simulated data it is shown that the criterion proposed allows to define accurately the appropriate 

number of nearest neighbors. The proposed approach is used to analyze real data on performance metrics of Russian universities. 

Keywords: spatial data; geographically weighted factor analysis; bandwidth selection; factor loadings; nearest neighbors 

1. Introduction 

Large amounts of spatial data that need to be processed is stored in modern geographic information systems. Thus, the issue 

of reducing the dimension of the attribute space occurs frequently. The most popular approaches in this field are the method of 

the principal components analysis (PCA) and exploratory factor analysis (EFA). 

Both the PCA and EFA, require homogeneity of observed data. This assumption is violated in cases where the observations 

depend on geographical factors. Thus, both similar and different degree of dependency between observed variables and latent 

factors in different geographic regions can be observed. Often some of its spatial properties are ignored in analyzing data process 

and standard methods for reducing dimension are used. However, such spatial effects are often important for a better 

understanding of investigated process, and PCA in this case may be replaced by geographically weighted PCA [1], when we 

want to explain a certain spatial heterogeneity in the data. 

At the same time, the idea of building a geographically weighted model does not transferred so easy from the method of 

principal component to factor analysis. They have a number of substantial differences, and in fact, the purpose their use is 

different, in particular, factor loadings play the important role in the interpretation of the EFA results, reflecting the impact on 

the observed variables. For example, if there is a system of parameters, which are exposed to the same latent factor, the loadings 

on the main factor show the degree of impact on the indicators. 

In this paper, we used the idea of building a local model of EFA for geographically nearest neighbors (adaptive bandwidth). 

However, there is the problem of choosing the number of nearest neighbors. Authors of paper [2] that is devoted to 

geographically weighted PCA, propose criterion ‘goodness of fit’, based on the minimization of the residual sum of squares.  

This makes sense, since the aim of principal component analysis is to present indicators in the space of smaller dimension with 

the least loss of information. Here, for the factor analysis, we suggest another criterion, which takes into account the significance 

of the differences of factor loadings of locally weighted and global models. This is more consistent with the aim of factor 

analysis. 

Further, the principal component analysis and factor analysis are described in more detail and explained the difference 

between them. Essence of geographical weighting is presented, the problem of bandwidth selection is described. A new criterion 

for selecting the number of nearest neighbors is proposed. Advantages of this approach were demonstrated by comparison with 

the existing criterion of goodness of fit in the simulation study. 

2. Geographically weighted variable reduction 

PCA and EFA are both variable reduction techniques and sometimes erroneously considered as the same statistical method. 

However, there are distinct differences between PCA and EFA. Further, mathematical description of these approaches is given, 

and we explain how they are adapted to spatial data analysis. 

2.1. Principal component analysis  

There are n observations of m variables, so a data matrix X  contains n  rows and m columns. The columns in X  are 

normalized with zero mean and unit variance. Then TR X X  is the correlation matrix for X . The matrix TX denotes the 
transpose of X . The matrix R  is a real symmetric matrix and its factorization into a canonical form is 

 TR   (1) 
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where an orthogonal matrix   contains the eigenvectors of R , and   is a diagonal matrix which entries are the eigenvalues of
R . The eigenvalues of diagonal  imply the variances of the corresponding principal components. The eigenvectors in   are 
column vectors and represent the loadings of each variable on the corresponding principal component. 

If the number of principal components equal to the number of variables, the decomposition (1) perfectly reproduces the 
correlation matrix R . By reduction m variables in q -dimensional sub-space ( q m ) the correlation matrix is represented as 

 Tˆ
q q q qR     

where q denotes the matrix   with the first q  columns, i.e. the loadings on the first q  principal component, and q  is a 

diagonal matrix which entries are the first q
 
eigenvalues of R . The principal components are sorted in decreasing order of 

eigenvalues so the first principal components keep the most important information from the data set. 

Component scores in q -dimensional sub-space are found by multiplying the original data matrix X  by loading matrix q . 

The best rank q approximation to X  is Tˆ
q q qX X  . A standard result in linear algebra states that 

T T T

( ) ( )q q q q        

where ( )q   denotes the matrix   with the first q  columns removed. 

To assess the quality of the reconstitution of X  with q  components, the dissimilarity between X and ˆ
qX  is usually evaluated. 

The error matrix is 

T T T

( ) ( )
ˆ

q q q q qE X X X X X          . 

The most popular coefficient used for evaluating the quality of PCA model is the residual sum of squares [3] 

 
T

( ) ( )q q qRESS X    (2) 

where M  is the square root of the sum of all the squared elements of the matrix M . 

Thus, mathematically, PCA depends on the eigen-decomposition of positive semidefinite matrices. Its main goal is to extract 

the important information from the data using the correlation between the variables and to represent it as a set of orthogonal 

principal components in the sub-space of lower dimension. 

2.2. Factor analysis 

EFA model assumes that the relationship between the measured variables is due to the effect of some unobservable (latent) 

factors. The input information is a correlation matrix R  for all variables. It can be represented as [4] 

 TR     (3) 

where   is a factor loading matrix reflecting the relationship between the variables and factors,   is a correlation matrix of q  

factors,   is a covariance matrix of the unique factors.  

The presence of unique factors in EFA model (3) is the main difference from the model of PCA (1). It is due to the fact that 

extracted latent factors do not fully (with some errors) describe the correlation between the observed variables. Uniqueness is 

the variance that is ‘unique’ to the variable and not shared with other variables. The independence of unique factors is assumed,  

so the matrix   is a diagonal with uniqueness on the diagonal. 
The matrices  ,  ,   are estimated. In contrast to the PCA model the matrix   is of a particular interest, but loadings 

are not uniquely determined, so the rotation procedure is used, so that the resulting factor structure has a meaningful 
interpretation. With orthogonal rotation the independence between the latent factors is assumed. So matrix  is given as 
identity. There are a number of factor extraction methods for estimating loadings and uniqueness, for example, principal factor 
solution, minimum residual, maximum-likelihood method. 

Minimum residual method is based on ordinary least squares (OLS). The loss function is  

     
2

T, trOLSF R     . (4) 

Here  tr M  is the trace of a square matrix M . The OLS-estimates ̂ , ̂ are arguments at which the minimum of loss 

function (4) is achieved. 

2.3. Geographically weighted models 

The usage of local weighting as part of regression estimation initially was proposed by [5]. This approach is widely used in 
spatial data analysis [6] and known as geographically weighted model. 
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Geographically weighted model identifies spatial differences in the relationship between factors by constructing a regression 
model at each control point for geographically closed observations. The proximity regulated by assigning larger weights to 
closest points and reducing weights for observations as they move away from the control point. Thus, the weight is determined 
as a function of distance from the control point to the objects. The regression is estimated over the local subregion which 
volume is determined by the weight function parameter (a bandwidth).  

Regardless of the form of weight function specified, the local correlation matrix is 

 ( ) ( ) ( ) ( )Ti i i iR     (5) 

with respect to the local subregion of the i -th control point. The scores for the i -th control point on the m  variables are ( ) ( )i ix  

where ( )i
x  is a vector of variable values at i -th control point. 

Similarly geographically weighted EFA model is defined as 

 ( ) ( ) ( ) ( )T ( )i i i i iR       (6) 

and values of matrices ( )i , ( )i  are estimated with respect to the local subregion of the i -th control point. 

3. Criteria of bandwidth selection 

The choice of bandwidth value has a decisive influence on the estimation quality [6]. If someone takes bandwidth too large, 
then almost all observations will be included in the model, so it will be coincidental to the global model without geographical 
weighting. Thus it will not be possible to describe the change of the explanatory factors impact depending on the spatial location 
of the objects. Otherwise, too small bandwidth leads to the overfitting problem: the model perfectly predicts the training data, 
but drastically fails on some new datasets. 

The choice of a bandwidth parameter cannot be based on the common fitting indicators (like R-squared, the mean square 
error, etc.). So for optimal bandwidth selection the cross-validation technique is often used when the training and quality 
evaluation both are produced on the distinct sample data [7]. There are some other approaches to solve this problem, for 
instance, Akaike information criterion [7], and the Lagrange multiplier test [8]. 

In recent studies on the bandwidth selection [8, 9] for geographically weighted models two essentially different methods to 
the weighting function construction are considered: 

• with a fixed local area radius; 

• with a given number of nearest neighbors. 

The second one is considered to be adaptive because it allows adjusting to varying density of the spatial location of the 
objects. Thus in the neighborhood of one control point the objects may be more concentrated than for the other points where 
they are more distant from each other. In such cases the latching of the local area radius leads to the fact that for some control 
points the regression will be estimated on a very large number of observations, for the others – on very small. 

We selected the adaptive approach. Therefore, the task is to determine the optimal number of nearest neighbors, taking into 
account features of EFA. 

3.1. Goodness of fit statistic 

The criterion ‘goodness of fit’ is proposed for geographically weighted PCA model construction (see [2]). The criterion is 
based on the minimization of the residual sum of squares. It is calculated by the formula (2) for a global model. For a local PCA 
model (5) the residual sum of squares at the i -th control point is 

( ) ( ) ( ) ( )T

( ) ( )

i i i i

q q qRESS X     

where a superscript ( )i  denotes the values that are calculated in a local subregion of the i -th control point. The values of the 

residual sum of squares are summed for all the control points to calculate the goodness of fit statistics: 

( )

1

n
i

q
i

GOF RESS


  . 

A set of control points can be selected in different ways. Leave-One-Out Cross-Validation (LOOCV) is the simplest 
procedure for cross-validation. It suggests that only one observation is selected as a control point from the data set, while other 
observations are considered as a training sample. The procedure is repeated until all the objects will be alternately selected as 
control points. The advantage of this approach is a computational speed. Often the model structure based on LOOCV leads to 
the overfitting problem and the forecast error underestimation [10]. In our case the wrong selection of bandwidth parameter may 
cause such problems.  
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The more complicated procedure is a Monte-Carlo cross-validation (MCCV) [10]. It assumes that the whole sample is 
separated randomly into training and check samples. Nevertheless, this choice could increase the computational time. Therefore, 
we have chosen LOOCV procedure. 

3.2. Test the difference between global and local factor loadings 

There are some problems with usage the cross-validation technique for evaluating the quality of EFA models. It is mainly 

used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in 

practice. The task of variable reduction is not quite a prediction. Of course, we can use the loss function qRESS  for PCA, and 

 ,OLSF   for EFA. But goodness of fit is not so important for EFA, the loadings are more interesting. For this reason a new 

criterion for bandwidth selection is proposed. It is based on testing the difference between global and local factor loadings.  

A statistical inference for comparing global and local factor loadings is based on the information about mean values of 

loadings and their standard deviation. We need replications of sample data to get this information. One way to get it is to take a 

sample of the same size n  from the rows of data matrix X  with replacement. Let we have L  replications of sample data. For 

each l th replication we estimate loading matrix l  of global EFA model (3) and loading matrix ( )i

l  of the geographically 

weighted EFA model (6). We can calculate matrices containing the average values of loadings for all replications 

( ) ( )

1 1

1 1
,

L L
i i

l l l l
l lL L

   
 

   . 

The ,k j th elements of matrices l  and 
)(i

l  are denoted by  kjm   and  ( )i

kjm  .  

Similarly, we can calculate the variance of loadings for all replications. Let us denote them as  kjv   and  ( )i

kjv  . So the test 

statistic comparing the means is well known. It is given by 

 
   

   

( )

( )

( )1

i

kj kji

kj
i

kj kj

m m
SS

L v v

 

 





. (7) 

We propose the significance test statistics for optimal bandwidth selection 

 ( )

1 1 1

1 qn m
i

kj
i j k

SS SS
n q m   

   
 

. (8) 

The maximum value of the significance test statistics (8) corresponds to the optimal number of nearest neighbors. On the one 

hand it is evident that for the global model (maximum number of nearest neighbors) the numerator of (7) will be minimal, and 

vice versa. So we would expect that the geographically weighted EFA model with the smallest number of nearest neighbors will 

be the best by test statistics (7). But on the other hand a small number of nearest neighbors results in very large loadings 

variation. Thus, the denominator of (7) will increase with a decrease of the number of nearest neighbors. Essentially the 

significance test statistics (8) is a trade-off between differences in the average factor loadings and their variation. 

To calculate statistics (8) we need to compare multiple EFA models. These comparisons require columns of factor loading 

matrices to be properly aligned. However, the most rotation criteria do not uniquely define a factor loading matrix. This is 

referred to an alignment problem [4]. The most popular method for aligning a factor loading matrix against another is to 

minimize the sum of squared differences of factor loadings in the two matrices. Further, in simulation study, this approach was 

used. We compared the dissimilarity of loading column of global EFA model and one of local models, initial and with the 

opposite sign. Column reflection (an operation when the signs of values in column are replaced with the opposite) of original 

column was carried out in cases when reflected loading column corresponded to less value of sum of squared deviations. 

There are some problems with the calculation of the statistics (8). Firstly, it is necessary to conduct the Ln-fold factor 

analysis. With a large number of control points and repeated replications, this procedure takes a very long time. A smaller 

number of control points can be taken to reduce the calculation time. Another way is to replicate the sample using the jackknife 

method. However, the decrease in the number of replications may result in loss of the quality of an optimal bandwidth selection. 

Secondly, factors can be extracted using various methods. There is a problem with the starting values during the optimization 

of the log likelihood. The uniqueness is technically constrained to lie in [0, 1], but there are some problems with near-zero 

values, and the optimization is typically done with a lower bound of 0.005. Sometimes it is unable to optimize the likelihood 

from certain starting value, because the algorithm does not converge. If we try to increase or decrease the lower bound for 

uniqueness during the optimization, it allows a solution to be converged. However, such lower bound selection is practically not 

efficient in the case of Ln-fold factor analysis. So more simple factoring methods should be used. 

The method of principal axes may be used in the cases when maximum likelihood solutions fail to converge. However, it is 

based on the iterative algorithm, so it works rather slowly. If the procedure of factor analysis is repeated many times, the speed 
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of implementation of the factoring procedure is very important. Therefore, optimization procedures are more preferable. In 

addition, they produce even better solutions for some examples. Minimum residual method based on OLS usually has no 

problems with convergence and tends to produce better solutions. 

Further, two approaches to the bandwidth selection are compared in a simulation study. For identification of PCA and EFA 

models one can use statistical packages, for instance, the free software for statistical analysis R [11]. The function princomp 

{stats} performs a principal components analysis on the given numeric data matrix, function efa{EFAutilities} performs 

exploratory factor analysis. The algorithms of optimal bandwidth selection are implemented using R. 

4. Results of simulation study 

The main purpose of the simulation study is concluded in comparison of approaches mentioned above in precision of the 
bandwidth selection. A simple one-factor model was chosen. The factor F  is standard normally distributed. It affects three 
variables 1 2 3, ,x x x . So the EFA model has the form 

 

1 1 1

2 2 2

3 3 3

,

,

x b F

x b F

x b F







 


 
  

 (9) 

where 321 ,, bbb  are factor loadings, 1 2 3, ,    are random errors. The simulated random error i  was chosen as a normally 

distributed variable with variance that equals to 2 20.8 ib . 

The case with certain local centers of object’s concentration was considered for modeling spatial heterogeneity. The whole 
number of those centers was equal to six, and each of them was represented by a circle with the same number of observations. 

All center’s locations were chosen randomly within the unit square  
2

0,1 . The sample size was 300n  . The true value of 

number of nearest neighbors was 50. Different spatial location of objects towards the centers was set in two ways. 

In Model 1, the radius of a circle with homogeneous observations was fixed. It was set to 0.05. 

Model 2 has a distance from the objects to the center of the local area multiplied by a coefficient 1 0.2K , where K  is a 

serial number of the area, 6,,1K . The number of objects belonging to the K-th region was set to K629  . This ensures 

that there are areas with varying density of spatial location of objects. 

Equal loadings were set for all objects in the same local area. Their values are shown in Table 1. 

Table 1. The true values of factor loadings. 
Factor loadings K=1 K=2 K=3 K=4 K=5 K=6 

1b  0.37 0.32 0.25 0.57 0.58 0.71 

2b  0.43 0.18 0.49 0.16 0.32 0.28 

3b  0.2 0.5 0.26 0.27 0.1 0.01 

The total number of experiments was equal to 50 for each model. The values of both statistics GOF and SS were calculated 
on the simulated data for fixed number of nearest neighbors. The number of nearest neighbors was set from 20 to 150 with the 
step of 10. The optimal number of nearest neighbors based on GOF statistics was selected as argument of the goodness of fit 
statistics minimum constructed as a result of the LOOCV procedure. The optimal number of nearest neighbors based on SS 
statistics was selected as argument of the significance test statistics maximum constructed as a result of the MCCV procedure. 
The number L  of replications of sample data was set to 100. The size of random sample with replacement was 300n  . The 
final results are presented in Table 2. 

Table 2. The optimal number of nearest neighbors. 
 Based on GOF statistics Based on SS statistics 

 Q1 Median Mean Q3 Q1 Median Mean Q3 

Model 1 42.5 75 84.2 137.5 30 40 50.6 67.5 

Model 2 52.5 70 83.8 120 22.5 40 49.2 60 

It is clearly seen that the significance test statistics proposed determines the number of nearest neighbors more accurately for 
both model 1 and model 2. The goodness of fit criterion gives an average value of optimal number of nearest neighbors of about 
80, while the significance test statistics reaches a maximum value when the average number of nearest neighbors almost equal to 
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50. Thus, the use of the goodness of fit criterion leads to an explicit overestimation of the bandwidth. In addition, SS statistics 
also provide a more accurate determination of the number of nearest neighbors. The interquartile range of the optimal bandwidth 
for it is 30.5. While the optimal number of nearest neighbors, according to the GOF criterion, has an interquartile range of 95 
and 67.5, that is 2-3 times more than the results of use the second criterion. 

Figure 1 shows the resulting values of statistics for one of the samples. The true number of nearest neighbors for model 1 
that equals 50 is indicated by a dashed line. For model 2 the true number of nearest neighbors varies according to local area 
from 35 to 65 with the step of 6. The average number of nearest neighbors is 50. 

  

NUMBER OF NEAREST NEIGHBORS NUMBER OF NEAREST NEIGHBORS 

(a) (b) 

Fig. 1.  The dependence on the goodness of fit statistics and the significance test statistics on the number of nearest neighbors  

for model 1 (a) and model 2 (b). 

It should be noted that values of the goodness of fit statistics vary greatly. We see a lot of local minima and maxima. This 
fact complicates the use of optimization routines to find the best values of the bandwidth. At the same time, the dependence of 
the significance test statistics on the number of nearest neighbors appears smoother. This fact allows us to develop more 
effective optimization algorithms than direct-search method on the grid. 

5. Application to educational monitoring 

The Ministry of Education and Science of the Russian Federation initiated monitoring of the effectiveness of universities in 
2012. Since then, all Russian universities are obliged to provide information on their activities on a number of indicators. The 
decision on the effectiveness of the university is made depending on whether the university is able to reach thresholds for most 
indicators. The leadership of different universities can differently determine the priority indicators. It is interesting to determine 
the structure of universities’ efficiency taking into account regional differences in their activities. 

We will rely on the model (9) for determining the structure of performance indicators. We are interested in the factor F that 
is the overall efficiency of the university. So the observed indicators of activities can be interpreted as 

 1x  is a financial and economic activity: income of the educational organization from all sources per one NDP; 

 2x  is a level of wages of the teaching staff: the ratio of the salary of PPP to the average wage for the economy of 

the region; 

 3x  is an employment of graduates: the proportion of graduates who have found employment during the calendar 

year following the year of release, in the total number of graduates of the educational organization who have 
studied the main educational programs of higher education. 

Coefficients 321 ,, bbb  show the extent to which an particular performance indicator determines effectiveness. 

The data from monitoring the effectiveness of educational institutions of higher education for 2015, downloaded from the 

pages of each individual university, were used as an information base [12]. 571 universities are represented in the sample. They 

provided information on performance indicators, branches of universities are not included in the analysis. The optimal number 

of nearest neighbors was chosen based on the SS statistics. The MCCV procedure was used. Control points were located in 

administrative centers within six federal districts: Central Federal District (CFD), Northwestern Federal District (NWFD), Volga 

Federal District (VFD), Ural federal district (UFD), Siberian Federal District (SFD), Far Eastern Federal District (FEFD). A 

total of 67 control points are set. The number L  of replications of sample data was set to 300. The size of random sample with 

replacement was 571. The optimal number of nearest neighbors was 119. The average values of loadings for all replications 

denoted by m (b1), m (b2), m (b3) are presented graphically in Figure 2 using pie charts. 
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Fig. 2.  Geographical variations of the factor loadings of universities’ efficiency. 

As can be seen from Fig. 2, the structure of indicators of the effectiveness of HEIs varies greatly depending on the territory. 
Thus, for the regions of Siberia and the Far East, the income of the educational organization has the greatest weight. For many 
European regions of the country, financial and economic activity does not have such a significant contribution. In most cases, 
the level of wages of scientific and pedagogical workers is most important in the formation of performance of universities. Only 
for one northern region of Russia (Arkhangelsk region), employment of graduates predominates in the structure of performance 
indicators Consequently we can conclude that for most universities the key performance indicators are financial, while the 
employment of graduates as a result of educational activities does not play such a significant role. 

6. Conclusion 

In the paper we propose an original criterion to determine the bandwidth for geographically weighted factor analysis 
estimation. For this purpose the authors developed a software implementation using the statistical framework R. The 
investigation of the accuracy of the criterion that determines the optimal number of neighbors is based on the results of the 
experiments. They show that proposed significance test statistics determines the optimal number of nearest neighbors more 
accurately. Furthermore the dependence of significance test statistics on the number of nearest neighbors appears smoother. This 
makes it possible to develop more effective optimization algorithms for automatic bandwidth selection. The proposed approach 
is used for education monitoring problems. 
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A learning based feature point detector 
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Abstract 

We propose a learning-based image feature points detector. Instead of giving an explicit definition for feature point we apply the methods of 

machine learning to infer it inductively using a representative training set. This allows for a flexible tuning of the proposed detector to a 

specific problem that is described by a training set of desired responses. To increase feature points' repeatability and robustness to various 

image transformations the feature space of the learning algorithm includes raw image moments and image moment invariants. Experiments 

demonstrate high flexibility in tuning the detector to a specific task, acceptable repeatability of the feature points and robustness to various 

image transformations. 

Keywords: image feature points; image feature points detector; image moments; image moment invariants; machine learning 

1. Introduction 

Feature point is a piece of information which is relevant to solving a certain application-related computational task. Feature 

points find their use in numerous applications such as image stitching, stereo correspondence, locating and tracking of a moving 

object, object detection and recognition, and others [1, 2]. The ubiquitous usage of feature points is a direct consequence of their 

properties [3]: 

 Repeatability: Given two images of the same object or scene, a high percentage of the features detected on the scene visible 

in both images should be found in both images. 

 Informativeness: The intensity patterns underlying the detected features should show a lot of variation. 

 Locality: The features should be local, so as to reduce the probability of occlusion and to allow simple model approximations 

of the geometric and photometric deformations between two images. 

 Quantity: The number of detected features should be sufficiently large, such that a reasonable number of features are detected 

even on small objects. 

 Accuracy: The detected features should be accurately localized. 

 Efficiency: The detection of features in a new image should allow for time-critical applications. 

Algorithms and methods that detect image feature points by making local decisions are called feature points detector. An 

abundance of image feature points detectors is known, most of which are based on a certain criterion - a heuristics that implicitly 

defines what a term feature point constitutes. Generally these heuristics can be classified into three categories [4]: 

 Gradient-based: A majority of image feature points detectors is based on computation of gradients of intensity function, for 

example Förstner [5], Harris [6], Shi-Tomasi [7]. 

 Template-based: Feature points are found by comparing the intensity of surrounding pixels with that of center pixels which is 

governed by some template. The well-known template-based detectors are SUSAN [8], FAST [9], AGAST [10]. 

 Contour-based: A feature point is defined as the intersecting point of two adjacent edge lines, examples are DoG-curve [11], 

ANDD [12]. 

However, formulating a heuristics for an image feature points detector requires a well-formed application-dependent 

definition of the term feature point, which in turn requires some level of expertise in the application domain. Moreover, a strictly 

stated criterion, although sharpening performance, diminishes its flexibility to adjust to a particular problem, which renders all 

the possible usages outside the destined application moot. 

The goal of this work is to dispense with defining the term feature point altogether and focus on the properties we wish the 

feature points to possess. With that goal in mind we resort to machine learning methods. Image raw moments and image 

moment invariants are used along with some other local characteristics of image points to form a feature space of a learning 

algorithm. The detector is trained to solve a specific problem on a relevant and carefully collected training set. This effectively 

defines the term feature point implicitly, since it's inductively inferred from the training examples. 

The proposed method is described in full detail in section 2, along with the learning algorithm, its feature space and the 

procedures for collecting training and test sets. Evaluation criteria of a trained detector's performance and the results of 

experimental evaluation are described in section 3. We conclude with a discussion of these results. 

2. Proposed method 

The proposed learning-based feature points detector is based on the idea of transforming detection task into a classification 

task as suggested in [13], which boils down to training the detector's classifier on a set of the desired responses. 
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2.1. Feature space 

The first step towards constructing our detector is to define the classifier's feature space, which is an ℝ15 vector space. Each 

pixel of an image 𝐼[𝑥, 𝑦] is mapped to a certain vector in this feature space using a locally defined operator 𝑃9×9 → ℝ15, where 

𝑃 = {𝑛: 0 ≤ 𝑛 < 256} is a set of intensities of a grayscale image. The features of the feature space are described below. 

The first two features are standard deviation of a standardized local area, 𝜙1, and standard deviation divided by the norm of 

the local area, 𝜙2: 

 𝜙1 = √
1

80
∑ ∑

1

𝑛2
(𝐼[𝑥 + 𝑖, 𝑦 + 𝑗] − 𝐼)̅24

𝑗=−4
4
𝑖=−4 , 

 𝜙2 =
𝜙1

𝑛
, 

(1) 

where norm 𝑛 and local mean 𝐼 ̅are defined: 

 𝐼 ̅ =
1

81
∑ ∑ 𝐼[𝑥 + 𝑖, 𝑦 + 𝑗]4

𝑗=−4
4
𝑖=−4 ,  

 𝑛 = √∑ ∑ (𝐼[𝑥 + 𝑖, 𝑦 + 𝑗])24
𝑗=−4

4
𝑖=−4 . 

 

The use of these features is motivated by their sensitivity to monotonous and textured areas. 

The next four features are chosen to be central image moments of a local image area: 𝜙𝑡+3 = 𝜇𝑡𝑡, 0 ≤ 𝑡 ≤ 3. The central 

moments are defined [14]: 

 𝜇𝑖𝑗 = ∑ ∑ 𝑘𝑖 ∙ 𝑙𝑗 ∙
1

81
𝐼[𝑥 + 𝑘, 𝑦 + 𝑙]4

𝑙=−4
4
𝑘=−4 . (2) 

To induce invariance to rotation transformations the following Hu invariant image moments and Flusser moments are 

used [15, 16]: 

 𝜙7 = 𝜇20 + 𝜇02, 

 𝜙8 = (𝜇20 − 𝜇02)2 + 4𝜇11
2 , 

 𝜙9 = (𝜇30 − 3𝜇12)2 + (3𝜇21 − 𝜇03)2, 

 𝜙10 = (𝜇30 + 𝜇12)2 + (𝜇21 + 𝜇03)2, 

 𝜙11 = (𝜇30 − 3𝜇12)(𝜇30 + 𝜇12)[(𝜇30 + 𝜇12)2 − 3(𝜇21 + 𝜇03)2] + (3𝜇21 − 𝜇03)(𝜇21 + 𝜇03)[3(𝜇30 + 𝜇12)2 −
(𝜇21 + 𝜇03)2], 

 𝜙12 = (𝜇20 − 𝜇02)[(𝜇30 + 𝜇12)2 − (𝜇21 + 𝜇03)2] + 4(𝜇30 + 𝜇12)(𝜇21 + 𝜇03), 

 𝜙13 = (3𝜇21 − 𝜇03)(𝜇30 + 𝜇12)[(𝜇30 + 𝜇12)2 − 3(𝜇21 + 𝜇03)2] − (𝜇30 − 3𝜇12)(𝜇21 + 𝜇03)[3(𝜇30 + 𝜇12)2 −
(𝜇21 + 𝜇03)2], 

 𝜙14 = 𝜇11[(𝜇30 + 𝜇12)2 − (𝜇03 + 𝜇21)2] − (𝜇20 − 𝜇02)(𝜇30 + 𝜇12)(𝜇03 + 𝜇21). 

(3) 

Moments calculation is an intensive computational task that requires of a lot of operations. To reduce the number of 

arithmetical operations we apply the recursive method of moments calculation based on the use of integer factorial 

polynomials [16]. 

The last feature that characterizes misalignment of centre of local area and its centre of mass is defined: 

𝜙15 = √(𝑥𝑐 − 𝑥)2 + (𝑦𝑐 − 𝑦)2, (4) 

where 𝑥𝑐 = 𝜇10/𝜇00 and  𝑦с = 𝜇01/𝜇00. 

The set of the features 𝜙𝑖, 1 ≤ 𝑖 ≤ 15, defined by (1) - (4), with a usual addition and scalar multiplication operations form 

the feature vector space. 
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2.2. Tuning the detector 

2.2.1. Collecting a training set 

Tuning the detector requires a training set that consists of the desired detector's responses. Depending on the application there 

are various ways the set can be obtained: 

 manually, involving experts of the domain; 

 automatically, using well-known feature points detectors such as Harris or Canny; 

 combining the two. 

In case there is a human involvement of any kind it is inevitable for a training set to contain a so called training noise [17]. 

Besides, in a typical scenario a number of feature points is small compared to the other points. To alleviate these negative effects 

the neighbouring points of the feature points can be considered feature points as well. 

Provided an application requires high level of robustness to certain transformations, a training set can be enlarged to contain 

the so called virtual examples [18]. To this end every image used to form a training set is transformed according to some 

transformation. Since the parameters of that transformation are known, the elements of the original image can be mapped onto 

the transformed image, which makes it possible to extract feature vectors of the points of the transformed image that correspond 

to the feature points of the original image. These new feature vectors are the virtual examples that convey information about 

various effects the transformation have on the feature vectors. 

2.2.2. Training a classifier 

With a training set at hand we can pose and solve a supervised learning problem. Since the number of the feature vectors in a 

training set is typically quite large we chose to apply nonparametric probability density estimation approach. Let 𝐷 =
{(𝒙𝑖 , 𝑦𝑖)}𝑖=1

𝑁  denote training set, where 𝒙𝑖 is a feature vector, 𝑦𝑖  is its label, 𝑦𝑖 ∈ {𝐶1, 𝐶2}. 𝐶1 corresponds to feature points and 𝐶2 

corresponds to the other points. Then, an estimation of conditional probability density function is defined as follows: 

 �̂�(𝒙|𝐶𝑖) ∝ ∑ [𝑦𝑗 = 𝐶𝑖]
𝑁
𝑗=1 𝐾 (

‖𝒙−𝒙𝑗‖

ℎ
), (5) 

where 𝐾 is a kernel function, ℎ is kernel’s width parameter. By the Bayes’ Theorem: 

 �̂�(𝐶𝑖|𝒙) ∝ �̂�(𝒙|𝐶𝑖) ∙ �̂�𝑖, (6) 

where �̂�𝑖  is an estimate of prior probability of i
th

 class: 

 �̂�𝑖 =
1

𝑁
∑ [𝑦𝑗 = 𝐶𝑖]

𝑁
𝑗=1 . (7) 

Define a characteristic function of a feature point 𝑙(𝒙): 

 𝑙(𝒙) = 𝑙𝑛(�̂�(𝐶1|𝒙)) − 𝑙𝑛(�̂�(𝐶2|𝒙)). (8) 

In order to smooth the detector’s response we filter the characteristic function 𝑙(𝒙) using a local peak filter. The peak filter 

suppresses non-maximal values in a local 3×3 neighbourhood of the point 𝒙: 

𝑙(𝒙) = {
 𝑙(𝒙), 𝑙(𝒙) > 𝑙(𝒈) + 𝛿   ∀𝒈 ∈ 𝑊 ∖ {𝒙}

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, (9) 

where 𝑊 is a set of all feature vectors from the local neighbourhood, 𝛿is some threshold. 

From (8) and (9) we infer the decision rule: 

𝑦(𝒙) = {
𝐶1, 𝑙(𝒙) > 𝑡 = 𝑙𝑛 (

�̂�2

�̂�1
)

𝐶2, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

(10) 

3. Experimental evaluation 

3.1. Experimental setup 

To experimentally evaluate the proposed detector we built a set of images. The set contains a series of 10 overlapping images 

of 6 different scenes, 60 images in total. Figure 1 shows three images of one of these scenes. Each of the 6 groups of images was 

split in relation 8:2 to form training set 𝐷 and test set 𝐶, respectively. We chose to use Harris [6] corner detector to detect feature 

points. The training set was enlarged by the virtual examples as described in section 2.2.1 and the transformations that were 

applied are described in section 3.3. 
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Fig. 1. Example images of a scene. 

Table 1. Accuracy, precision and recall of the trained detector . 

 𝐴(𝐷)  𝑃(𝐷)  𝑅(𝐷)  

Training set, 𝐷 0.997 0.905 0.960 

Test set, 𝐶 0.9766 0.730 0.580 

 

3.2. Evaluation of training accuracy 

Let 𝑉 = {(𝒙𝑖 , 𝑦𝑖)}𝑖=1
𝑁  be training or test set. The primary criterion of detector’s performance on the set V is its accuracy: 

 𝐴(𝑉) =
1

𝑁
∑ [𝑦(𝒙𝑖) = 𝑦𝑖]𝑁

𝑖=1 . (11) 

Besides the accuracy two more criteria are used: precision 𝑃 and recall 𝑅 [19]. Precision is the fraction of relevant instances 

over the retrieved instances, while recall is the fraction of relevant instances among the retrieved ones over the total number of 

relevant instances in the set. 

Let 𝐹𝑃, 𝐹𝑁 and 𝑇𝑃 denote false positives, false negatives and true positives, respectively. Then, 

 𝐹𝑃(𝑉) = ∑ [𝑦(𝒙𝑖) = 𝐶1] ∙ [𝑦𝑖 = 𝐶2 ]𝑁
𝑖=1 , 

 𝐹𝑁(𝑉) = ∑ [𝑦(𝒙𝑖) = 𝐶2] ∙ [𝑦𝑖 = 𝐶1 ]𝑁
𝑖=1 , 

 𝑇𝑃(𝑉) = ∑ [𝑦(𝒙𝑖) = 𝑦𝑖]𝑁
𝑖=1 . 

(12) 

Precision and recall are defined: 

 𝑃(𝑉) =
𝑇𝑃(𝑉)

𝑇𝑃(𝑉)+𝐹𝑃(𝑉)
, 

 𝑅(𝑉) =
𝑇𝑃(𝑉)

𝑇𝑃(𝑉)+𝐹𝑁(𝑉)
. 

(13) 

The proposed detector was first trained on the training set. Accuracy, precision and recall were evaluated on the training set 

𝐷 and test set 𝐶. The results are shown in table 1. Taking into account a fairly large size of the sets, the data suggests an 

adequate quality of training. 

3.3. Repeatability evaluation of the detector 

As mentioned in introduction, repeatability is one of the most important properties of the feature points. Along with its 

importance, repeatability allows for an objective and qualitative evaluation. Hence, we used repeatability to evaluate the 

performance of the proposed detector. 

The procedure for repeatability evaluation is outlined below. 

 An original image is used to find a set of feature points 𝑃𝑜. 

 The original image is transformed by one of the transformations (cf. the next list below). 

 The transformed image is used to find a set of feature points 𝑃𝑡. 

 Since parameters of the transformation are known, coordinates of the points 𝑃𝑜 of the original image can be mapped onto the 

transformed image. Thus, the points in the set 𝑃𝑜 are mapped onto the transformed image, forming a set 𝑃𝑚. 

 The sets 𝑃𝑚 and 𝑃𝑡 are matched. Two points 𝑎 ∈ 𝑃𝑚 and 𝑏 ∈ 𝑃𝑡 are considered equal if 𝑎 ∈ 𝑉𝜀(𝑏), = 2.0. 

f-1a.tiff
f-1b.tiff
f-1c.tiff
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(a)    (b)  

(c)  

Fig. 2. Repeatability of the detector evaluated for various transformations: (a) rotation, (b) scaling, (c) translation. 

 As a result of the comparison performed in the previous step we find three sets of points:  𝑃𝑇𝑃 are the points found on both 

sets, 𝑃𝐹𝑃  are new points that were not found on the original image but were found on the transformed image, 𝑃𝐹𝑁 are the 

missed points that were found on the original image and were not found on the transformed image. The cardinalities of these 

sets are, respectively, 𝑇𝑃 , 𝐹𝑃 and 𝐹𝑁 values of the proposed detector. These values are used to calculate the detector’s 

accuracy, precision and recall. 

To evaluate repeatability we used the following transformations of the images: 

 rotation by angle 𝛼, −45° ≤ 𝛼 ≤ 45°, 𝛼 is increased by 3°; 

 sub-pixel shift by 𝑡, 0.25 ≤ 𝑡 ≤ 0.75, 𝑡 is increased by 0.05; 

 scaling by 𝑠, 0.5 ≤ 𝑠 < 1.5, 𝑠 is increased by 0.1 

The results of the repeatability evaluation of the proposed detector that was trained on the training set 𝐷 are shown on fig. 2. 

The detector’s performance can be considered adequate on rotated images for −9° < 𝛼 < 9° and on scaled images for 0.8 ≤
𝑠 ≤ 1.2. The performance on shifted images is high for the whole range of the parameter 𝑡. 

4. Conclusion 

In this paper we investigated a relatively new approach to feature point detection. Contrary to the standard approach to the 

problem, we didn’t formulate any heuristics-based definition of the term feature point but tried to infer it inductively using the 

methods of machine learning and a representative training set. This enabled us to tune the proposed detector to a specific 

problem at hand. The results of the experimental evaluation of the detector verify that such a tuning is in fact possible. 

Moreover, the detector showed acceptable robustness to rotation and scaling transformation, and high robustness to sub-pixel 

shift transformation. This suggests a great potential of the learning-based approach to feature points detection. 
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Abstract 

The paper considers the solution of the problem of restoring three-dimensional information based on stereo images. An original combined 

approach to disparity calculation is proposed, as well as a variant of solving the problem of the heterogeneity of the initial data in calculating 

the actual metric parameters. 

Key words: stereo images; disparity maps; gradient operators; satellite photographs; long-range systems; optical systems 

1. Intoduction 

The tasks of comparing and image search are the main tasks in computer vision. The quality of the search, low sensitivity to 

distortions - the fundamental requirements for search algorithms. There are many approaches to solve such tasks, as well as a 

wide range of technical solutions to the problems of rangу-finding using lasers and other systems. At the same time there are a 

number of problems that imply the impossibility of active far-range systems use. In the described project is planned to develop 

and implement effective methods of image sections searching based on characteristics of pixel’s local neighborhoods. 

The relevance of the project is ensured by the need to develop methods for solving labor-consuming probabilistic-geometric 

problems of digital image processing. The complexity of these tasks is growing in connection to information and computing 

technologies development. New research methods of solution and specific applied problems are combined to the modular 

principle of components of all the systems being created. It makes possibilities of successful implementation of investigating 

problematic and applied problems. 

2. Current state and features of the range-finding systems 

The task of determining the distance to the object is extremely urgent in such areas as geodesy, military science, navigation 

and computer vision. Rangefinders are used to determine the distance. 

Range-finding devices are divided into active and passive. The initial development of the range-finding devices was among 

the passive systems but in recent years the most widespread got active range-finders due to the simplicity of their 

implementation, their unpretentious use and the rather high accuracy of measurements. 

The principle of active type rangefinder functioning consists in time measuring spent by the sent signal from the rangefinder 

to the object and back. The speed of the signal propagation is considered as known. Also there are active range-finders 

estimating changes in the parameters of the reflected signal (phase or power). 

It should be noted that there are a number of problems in which the use of active range finders is difficult or not possible. 

These tasks include using of rangefinders on low-visibility platforms. The use of emitters leads their unmasking as well as long-

distance measuring require installation of high-power emitters that could be dangerous for users. 

Measurement of distances by passive range finders is based on determining the height ℎ of an isosceles triangle 𝐴𝐵𝐶 on the 

known side 𝐴𝐵 =  𝑙  (stereo-base) and opposite acute angle 𝑏  (so-called parallactic angle). At small angles 𝛽  (expressed in 

radians) ℎ =  𝑙/ 𝑏. One of the quantities, 𝑙 or 𝑏, is usually a constant, and the other is a variable (measured). By this feature, 

rangefinders with a constant angle and range finders with a constant base are distinguished. In general, based on the distance 

between the observation points 𝑙 (stereo-base) and the angle of displacement 𝛼, the distance to the object is calculated: 

h =
𝑙

2 sin
𝛽
2

 

For a long time, the use of stereovision principles in systems has not been considered in practice due to the relative 

complexity of implementation and poor quality of digital images. In recent years, the quality parameters of shooting equipment 

increased significantly, which suggests the possibility of developing such systems. In addition, the stereovision system can 

possess in addition to low-visibility (due to the implementation of the passive calculation technique) also by a functional 

allowing the measuring on post-production. It is possible to use stereo-pairs and recalculate the parallax for a multitude of image 

points in the overlapping area and the sharply displayed image space in comparation with active range finder systems witch 

allows to obtain the distance-range information only at the time of shooting. 

Based on the above facts, it seems extremely relevant to develop both theoretical methods in the field of stereo-range 

metering, as well as technical hardware-software solutions. 
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3. Passive systems of range-finding 

A digital image obtained with a passive stereo system carries only color or brightness information and does not possess any 

additional data. 

Images of the real world include a narrow set of colors or luminances, and therefore, when solving the problem of 

determining conjugate identification is not for individual points, but for fragments of images. Thus, it is extremely important for 

a point taken in one image to know, where at the second image is its conjugate and how to compare these fragments correctly. 

A comparison of the neighborhoods of conjugate points does not yield to strict formalization. It is based on the problem of 

identifying images of fragments of the three-dimensional world from images. This task can hardly be adequately described in a 

formal way. Significant differences in views lead to the appearance of projective and brightness distortions when shooting. It is 

of fundamental importance that these differences depend not only on the geometry of shooting-system, but also on the geometric 

and physical characteristics of the surface itself. The location of the light source influences to the surface affects the light 

distribution. The position of the surface elements and their properties determine the amount of energy that enters the camera 

lenses and the local differences in the brightness of the conjugate fragments of images. 

The significance of the differences depends on the difference in the viewing angles. The more this difference (in particular, 

the larger base), the less similar the images becomes. Therefore, all methods of comparing neighborhoods of conjugate points 

rely more or less on a formal approach rather than on the character of images. Also important is the possibility of their 

preliminary processing, reduction to an epipolar stereopair, construction of efficient descriptors of neighborhoods of conjugate 

points for accuracy and speed for comparison. 

In an idealized situation, the values of the similarity function in the scanning process along the line should represent a one-

moment peak value for the desired pixel when the zero similarity value is returned for all other pixels (neighborhoods) of the 

line. 

During processing real graphics data, such combination of values returned by the function of similarity is impossible. But 

processing initial data with sufficient information to identify a local region, the graph of the function retains a sufficiently clear 

extremum, which allows to identify the desired pixel of the image. 

The main task in the construction of the disparity map is the selection of a variant for comparison of regions in which the 

extremum of values of the similarity function will be most pronounced. This involves defining for the point some characteristics 

that would uniquely characterize the point of the image. Moreover, the conjugate point on the reference image had identical or 

maximally similar values of similar characteristics. 

The final step of calculating disparity is the aggregation of total or averaged values. When aggregating, as the resulting 

disparity for the point 𝑝 of the base image, the value of 𝑑, is chosen, where the minimum value of the cost is reached. In the real 

situation, it is possible to find several values of 𝑑 with the same or minimum values of disparity (especially when averaging the 

values).  The problem of possible ambiguity arises in most methods of constructing disparity maps, which is associated with 

optical, mechanical, electronic features of cameras. A solution to multi-valuedness can be the introduction of certain conditions 

on the value of disparity, for example, the largest, average or smallest possible. 

4. Combined method of stereo reconstruction 

Usually, in practice, measures are taken based on the sum of the absolute differences or the sum of the squares of the 

differences. Both functions (summation over a given window) allow you to calculate the cost effectively enough when the 

corresponding pixel of the conjugate image has the closest intensity value. These functions are extremely sensitive to the quality 

and parameters of the original data (exposure, glare, overexposure, underexposure, matrix noise, random emissions). 

In the process of carrying out a computational experiment on real-world images, it was determined that correlation methods 

of comparing local parts of images give stable results on textured areas and extremely low accuracy in homogeneous areas (there 

are no explicit contrasts). During analyze of "alive" systems, we can conclude that in nature the distance to a homogeneous 

object is also poorly localized and its binding to the boundaries due to reflex saccadic movements. 

 

Fig. 1. Recording the movement of the eye (scanning while viewing the head of Nefertiti) according to Yarbus, 1965. 
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It can be argued that a comprehensive approach to the problem of ranging is required, including both consideration of the 

possibilities of increasing the uniqueness of the means of identification, and the development of a combined approach using 

different techniques to the neighborhoods of points, depending on their local characteristics. 

Work with digital stereo images allowed us to determine the following combined method: correlation areas with the 

maximum uniqueness of points should be applied to areas of images that have contrast objects in their area (brightness 

differences), and to homogeneous ones - to bind to remote contrast boundaries by building a set of vectors on several directions. 

Thus, in the preprocessing phase, it becomes important to compile a calculation map based on the proximity to the 

contrasting areas. In order to classify a point as being on a brightness difference, the brightness change associated with a given 

point must be substantially greater than the change in brightness at the background point. In connection with the specifics of 

local calculations, the way to determine the "essential" values to establish a threshold. In turn, the concepts of the first and 

second derivatives are used for the quantitative expression of the brightness variation. 

The definition of an image point as a drop point occurs if its two-dimensional derivative of the first order exceeds a certain 

predetermined threshold. The calculation of the first derivative of a digital image is based on various discrete approximations of 

a two-dimensional gradient. The direction of the gradient vector coincides with the direction of the maximum rate of change of 

the function f at the point (х, у). 
𝑧1 𝑧2 𝑧3
𝑧4 𝑧5 𝑧6
𝑧7 𝑧8 𝑧9

 

The calculation of the gradient of the image consists in obtaining the values of the partial derivatives 𝐺𝑥 = 𝑑𝑓/𝑑𝑥  𝐺у =
𝑑𝑓/𝑑𝑦 for each point. One of the methods for finding the first partial derivatives 𝐺𝑥 𝐺у at a particular point is to apply the 

following gradient Sobel operator: 

𝐺𝑥 =  (𝑧7 +  2 ∗ 𝑧8 +  𝑧9)  −  (𝑧1 +  2 ∗ 𝑧2 +  𝑧3) 
𝐺у =  (𝑧3 +  2 ∗ 𝑧6 +  𝑧9)  −  (𝑧1 +  2 ∗ 𝑧4 +  𝑧7) 

It is necessary to determine the appropriate masks for the Sobel operator, which identifies horizontal and vertical contours 

(brightness differences) for convolution with the original image. It is also possible to change the above formulas that give the 

maximum response for contours directed diagonally. Additional pairs of Sobel's masks for detecting gaps in diagonal directions 

can be defined as: 
0 1 2

−1 0 1
−2 −1 0

 

for points lying on the diagonal edge -45 degrees; 
−2 −1 0
−1 0 1
0 1 2

 

for points lying on the diagonal edge +45 degrees. 

For each of the masks the sum of the coefficients equals zero. That means that these operators will validate zero response on 

the areas of constant brightness, which is characteristic of the differential operator. The masks considered are used to obtain the 

gradient components Gx and Gy. To calculate the magnitude of the gradient these components must be used together: 

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =  |𝐺𝑥|  +  |𝐺𝑦| 
Сalculation map is to be constructed on the computed gradient map base. This process implies the recognition of the area as 

low-textured in the event that in the search window around the point less than 15% of the area is occupied by contrasts. 

Direct calculation of disparity occurs in several stages. At the first stage, high-textured sections are processed using the 

correlation functions of similarity measures, such as, for example, Euclidean distance, cross-correlation, etc. 

In the world practice only brightness information is usually used as criteria for comparing image points. The disadvantage of 

this approach is the color interpretation multiplicity for points with the same brightness value. In addition, one should take into 

account the fact that the perception of color and monochrome images is uneven. This feature is taken into account in the methods 

of degradation of the color model of the image to 256 shades of gray due to the introduction of coefficients applied to the 

respective channels. 

𝑌 = 0.299 ∗ 𝑅 + 0.587 ∗ 𝐺 + 0.114 ∗ 𝐵 

Most of the images were initially formed by a color sensor in color. Therefore, in order to increase efficiency, the use of color 

information is seen as obvious. 

Working with three components of color can be represented as a "cloud" of points in three-dimensional space with the axes 

corresponding to the color channels of the image. However, the RGB space is not orthogonal, due to the specificity of the human 

visual analyzer, which has a different number of rods and cones that are susceptible to a particular color. 

Since the correlation function of a three-dimensional space is a measure of correlation functions that use the Euclidean 

distance, which is correctly calculated in orthogonal systems, one should perform orthogonalization of the space RGB into the 

space XYZ. 

The representation of the RGB base colors, according to the ITU recommendations, in the XYZ space has the following 

correction factors: 

𝑅𝑒𝑑: 𝑥 =  0,64  𝑦 =  0,33 
𝐺𝑟𝑒𝑒𝑛: 𝑥 =  0,29  𝑦 =  0,60 
𝐵𝑙𝑢𝑒: 𝑥 =  0,15  𝑦 =  0,06 

Therefore the transformation system for translating colors between RGB and XYZ systems can be represented in the 

following form: 
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𝑋 =   0,431 ∗  𝑅 +  0,342 ∗  𝐺 +  0,178 ∗  𝐵 
𝑌 =   0,222 ∗  𝑅 +  0,707 ∗  𝐺 +  0,071 ∗  𝐵 
𝑍 =   0,020 ∗  𝑅 +  0,130 ∗  𝐺 +  0,939 ∗  𝐵 

After reduction of spaces, operations that are valid for orthogonal systems to points can be applied. Using the "color" image 

processing increases the potential uniqueness of the point 1.72 times (the maximum distance between the luminance values in 

the gray scale is 255 units, color values 416 units). 

After this step is performed the distances from the points in the low-textured regions to the nearest contours in several 

directions are calculated. A group of multidimensional characteristic vectors is formed, to which a similar approach is applied, as 

well as to vectors with color information. 

As the stages are completed, the disparity map is filled. Due to the fact that all operations are in strict accordance with the 

calculation card, auto-aggregation of the results of different stages into a single map occurs. 

         

Fig. 2. Image of stereopair and map of disparity. 

Despite the multi-stage implementation, this algorithm has a large number of cyclic stereotyped locally independent 

operations, which makes it possible to parallelize the algorithm. 

5. Calculation of the distance to the object on the basis of heterogeneous initial data 

Generalized the principle of determining the position of points in space on the basis of disparity data has been repeatedly 

described in the literature. Suppose two cameras L and R are installed in such a way that their 𝑋-axes are collinear, and the 𝑌and 

𝑍, axes are parallel. The centers of the cameras are displaced relative to each other by an amount 𝑏, corresponding to the base of 

the stereoscopic system. When observing a certain point of the space 𝑷 the point 𝑷𝒍, is formed on the left image, and on the right 

𝑷𝒓. 

 
Fig. 3. Geometric model of a stereoscopic system. 

Considering the similarity of two pairs of triangles, we obtain the equations: 

 
𝑧

𝑓
=

𝑥

𝑥𝑙 

               
𝑧

𝑓
=

𝑥 − 𝑏

𝑥𝑟

            
𝑧

𝑓
=

𝑦

𝑦𝑙

=
𝑦

𝑦𝑟

 
 

It should be noted that by construction, the coordinates of the image points 𝑦𝑙and 𝑦𝑟 can be considered the same, which 

corresponds to the rectified system with a rigid connection between the photosystems (3D camera, human visual system). Given 

this property, it is possible to transform the system of equations for the explicit expression of the coordinates x, y, z of P in real 

space on the basis of the coordinates of the projections of points on stereopair images: 

 

𝑧 = 𝑓𝑏/(𝑥𝑙 − 𝑥𝑟)      𝑥 =
𝑥𝑙𝑧

𝑓
= 𝑏 +

𝑥𝑟𝑧

𝑓
     𝑦 =

𝑦𝑙𝑧

𝑓
=

𝑦𝑟𝑧

𝑓
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The solution of the system of equations allows one to uniquely calculate the position of a point in space. 

Unfortunately, the given system of equations is not applicable for digital reconstruction, because there is a mixture of 

different systems of dimension: disparity value in pixel distance, focal length and base in metric units. However, it is possible to 

calculate the distance to the point using the disparity value, the angle of the lens alignment and the base of the stereo system. 

   

a)            b)                 c)             d) 

Fig.4. Geometrical model of calculating distance on the lens alignment. 

The stereovision system can be represented in the following form:  

 А, А1 – observation point;  

 BC – left image;  

 B1C1 – right image;  

 BC1 – zone of overlap;  

 𝛼 – horizontal lens opening angle.  

The calculation of the distances to the object is the problem of solving the triangle  B1АА1. 

Within the system, the base of the triangle is known - the base of the stereo system. Angles at the base can be calculated 

through the angle of the lens opening. 

The calculation of the viewing angle to the object of interest for the left camera is performed as follows (Fig. 4c): 

∠𝐸𝐴𝐴1 = 𝛽 = 90 ± 𝑎𝑟𝑐𝑡𝑔(
𝑡𝑔

𝛼
2

∗ (
𝐵𝐶
2

− 𝐵𝐸)

𝐵𝐶
2

) 

Where:  

β – angle of the desired triangle;  

α – angle of the horizontal lens opening;  

𝐵𝐸 – the 𝑋- coordinate of the image point; 

𝐵𝐶 – the width of the image (Fig 4d).  

Знак «+» используется в системе при 𝐵𝐸 <
𝐵𝐶

2
, «-» при 𝐵𝐸 >

𝐵𝐶

2
 соответственно, а при 𝐵𝐸 =

𝐵𝐶

2
 принимаем 

∠𝐸𝐴𝐴1 = 𝛽 = 90 

The angle of sight is calculated in the same way as the correction for the fact that the sign «-» is used in the system for 

𝐵𝐸 <
𝐵𝐶

2
, «+» for 𝐵𝐸 >

𝐵𝐶

2
 and for  𝐵𝐸 =

𝐵𝐶

2
 and ∠𝐸𝐴1𝐴 = 𝛽1 = 90. 

The third angle can be obtained by the formula: 

𝛽2 = 180 − 𝛽 − 𝛽1 

By the sine theorem, it is possible to determine the lengths of the sides 𝐴1𝐸 and 𝐴𝐸 

𝐴𝐸 = 𝐴𝐴1
𝑠𝑖𝑛𝛽

𝑠𝑖𝑛𝛽2
 and 𝐴1𝐸 = 𝐴𝐴1

𝑠𝑖𝑛𝛽1

𝑠𝑖𝑛𝛽2
 

Due to the possible inclination of 𝐴𝐸 relative to the horizontal plane of the system, it is necessary to bring 𝐸𝐴 into the plane 

of the system 

 
Fig. 5. Geometrical model of vertical declination of the system. 

In situation of 𝐾𝐸 <  𝐾𝐾1/2  

𝜗 = 𝑎𝑟𝑐𝑡𝑔(
𝑡𝑔

𝛼
2

∗ (
𝐾𝐾1

2
− 𝐴𝐸)

𝐾𝐾1

2

) 

In situation of 𝐾𝐸 >  𝐾𝐾1/2  
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𝜗 = 𝑎𝑟𝑐𝑡𝑔(
𝑡𝑔

𝛼
2

∗ (𝐴𝐸 −
𝐾𝐾1

2
)

𝐾𝐾1

2

) 

In situation of 𝐵𝐸 =  𝐵𝐶/2    

𝜗 = 0 

𝜗 =  ∠𝐸𝐴𝐸1 

𝐴𝐸1 = 𝐴𝐸𝑐𝑜𝑠 𝜗 

As a result, the distance from the reference (left) camera to the object and the angle relative to the base (plane of the 

matrices) of the system are obtained. 

It should be noted that increasing the measured distance increases the sensitivity of the system to the accuracy of the 

alignment of the system and the quality of the images. Since the angles at the base of the system take values close to 90° . This 

leads to the fact that the values of trigonometric functions change very dynamically. 

6. Conclusion 

During the research, the author made a study of the existing methods for processing stereo images in the tasks of stereo 

reconstruction. The algorithms functioning patterns are revealed and the causes of their unstable work are determined. A 

combined image processing technique that takes into account the characteristics of local image sections is proposed. 

Additionally author examined the problem of the heterogeneity of the initial data necessary for obtaining metric information of 

three-dimensional objects in the field of interests. 

The algorithm developed and described was implemented by the author in the form of a program library, which can later be 

used in a wide range of applications. Due to the fact that the matrix of distances to image points can be translated into a specific 

coordinate system for one or another application system. It should also be noted that the organization of the user's access to the 

functions allows for more flexible use of the library. 

In addition, the described technique has found its application in a number of software and hardware and software 

developments that are carried out at the United Institute of Informatics Problems of the National Academy of Sciences of 

Belarus. Specifically, as element of the mobile topogeodetic system and as program library for ERS system.  
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Abstract 

A method for improving the energy efficiency of OFDM systems based on differential transformation and extrapolation is considered. The 

possible structure of the extrapolator is analyzed, the implementation of an extrapolator based on the Kalman - Bucy filter and the Wiener 

filter is considered. The results of carried out simulation confirming the effectiveness of the proposed scheme are given. 
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1. Introduction 

One of the main directions of the development of telecommunication systems nowadays is the data rate increase. Quadrature 

modulation and orthogonal frequency division multiplexing are used to solve this problem. Mobile networks of 4th and 5th 

generation [1,2] and modern satellite communications [3] can be referred as the examples of this. But data rate increase requires 

signal-to-noise ratio increase while keeping channel parameters unchanged. This cause transmitting power increase.  The power 

increase, in turn, makes the process of microwave end amplifiers development and leads the devices power consumption 

increase which decreases their recharge interval. Various methods are currently used to reduce the radiated power. Base station 

(BTS) manages the mobile terminal (MT) power using control channel in 2d generation mobile networks (GSM, DCS). BTS 

measures the received from MT signal strength during the communication session and adjusts MT radiated power. This is an 

iterative process, MT power is being reduced gradually until optimal threshold level [4]. When  degradation of communication 

quality is detected, BTS increases MT radiated power gradually in the same way until its maximum. This method obviously 

requires dedicates control channel. Using automatic control theory terms, it is feedback path control.  

Another power control procedure is used in 3d and 4th (UMTS, LTE) generation mobile networks. Mobile terminals in these 

networks transmit and receive signals in the same frequency channel in one BTS cell sector, so MT output power is varied not 

from its maximum value to the minimum, but on the contrary – from the minimum to the optimal value that guarantees the 

predefined communication quality (to reduce electromagnetic disturbance for the other MT). Output power is being changed 

according the base station commands [1,5]. It is important to note that the method described doesn’t reduce transmitter 

maximum output power but only adjusts its according to the signal propagation conditions to provide predefined communication 

quality. 

Some methods allow maximum output power decrease, that provides recharge interval and life utility [6] growth. For 

example, multi-dimensional signal constellation method is known. It allows to reduce output power by 1 dB [7], but requires 

quadrature modulators of consisting telecommunication system replacing, because it changes constellation forming algorithm. 

So, this method increases the complexity of devices. 

It is suggested to use differential transformation of OFDM signals to reduce a transmitter output power without 

communication quality decrease and device complexity increase. Differential transformation means OFDM signal dynamic 

range decrease by extrapolating of its values. In this case, the extrapolator transfer function must be synthesized considering the 

signal properties and the channel noise. Differential transformation allows to reduce OFDM band signal power while keeping 

communication system noise stability unchanged, that is considered in this paper. 

2. The extrapolation method 

Two methods of differential transformation can be offered in general: using input control (“input method”) or output control 

(“output method”). OFDM signal generating and receiving general scheme is given in Fig. 1.  

The extrapolator parameters should be known on the receiving side to receive transformed signal correctly. These parameters 

are suggested to be transferred using secondary communication channel to reduce the calculation amount. If extrapolator 

parameters are changed slow compared with signal, secondary channel may be considered as a lossless channel, so transmitter 

and receiver extrapolators are equal. 

In the differential transformation “input method” schema design Kalman – Bucy filter can be used as the extrapolator. Such 

schema advantages are:  

1) considering channel moise directly in the model; 

2) both stationary and non-stationary signals processing; 

3) solving the problem in digital form. 

The schema disadvantages are: 

1) significant prediction error in the initial stages of signal observation; 

2) problem of stability guaranteeing. 



Image Processing, Geoinformation Technology and Information Security / G.S. Voronkov, I.V. Kuznetsov, A.Kh. Sultanov 

3rd International conference “Information Technology and Nanotechnology 2017”     260 

Another disadvantage is watch and state equations system solving necessity, which is somewhat complicated. 

Taking into consider these disadvantages, it is suggested to use the schema of differential transformation based on “output 

method” and to synthesize extrapolator transfer function based on Wiener-Hopf equation solution. It is also suggested to reduce 

the number of schema elements using one common extrapolator with coordination function to process both signals of in-phase 

and quadrature channels as it is shown in [5]. The calculation model used for this case shown in Fig. 2. 

Fig. 1. OFDM signal with differential tranformation generating and receiving general. 

 

Fig. 2. OFDM-signal transmitter with coordinated extrapolator calculation model  

Functions designated as xI(t), xQ(t) are OFDM band signal in-phase and quadrature components on the invers Fourier 

transform unit output, ˆ ˆ( ),  ( )I Qx t x t  – extrapolated values of the corresponding functions, eI(t), eQ(t) – difference signals. Channel 

noise nw(t), which spectral power density (SPD) ФNN is assumed to be known, is also taken in consideration in the proposed 

extrapolator schema transfer function W(s) (s – complex Laplace variable) synthesis process. Transfer functions designated as 

WI(s) and WQ(s) are introduced to describe the transformation and delay processes in the in-phase and quadrature channels and 

are also known. The transfer function synthesis is described in [4, 5]. In general, the extrapolator transfer function can be 

represented in the form below: 
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where Ф (s) – cross-spectral density of signals designated in the index;  

 x(t) – OFDM band signal in-phase or quadrature (according to the index) component; 

 z(t) – OFDM band signal in-phase or quadrature component and channel noise mixed signal, z(t) = x(t) + nw(t). 

The solution for the special case of PSD that represented in the form below was obtained in [5]: 
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Simulation modelling was done for the extrapolator parameters described above. 

3. Simulation modelling 

The described solution simulation modeling was carried out in the MatLab. Channel parameters are: channel bandwidth is 

equal 8 MHz, OFDM subcarriers number – 16. The channel is modeled as a medium with additive white Gaussian noise 

(AWGN), which power determines the signal-to-noise ratio at the reception at 22 dB. Multipath propagation and radio blackout 

aren’t considered in the model. These baselines and assumptions are correct when the method proposed is being used for the 

satellite communication channel or line-of-sight channel between pilotless vehicle and terrestrial management and its control 

center. QPSK is used for quadrature modulation. Earth remote sensing system picture is used as the source of information. 

Picture size is 512x512 pixels, image format is BMP without compression, color mode is grayscale. The source picture and its 

histogram are given in Fig.3  

 
Fig. 3. The source image and its histogram. 

The graphic file is divided into 32x32 pixel fragments, then each of the resulting 256 fragments is being converted to a binary 

format, after which the QPSK symbols are generated. These symbols are subjected to inverse fast Fourier transform, which 

allows to obtain the first type of band-pass signal (signal 1). The signal generated is being convoluted  with the extrapolator 

impulse respons, the difference between the original signal and its extrapolated value is calculated, thus, a second type of band 

signal is generated - a signal compressed in a differential scheme (signal 2). In-phase and quadrature signal shapes before 

upconvertion  for one of the fragments are given in Fig.4. Signal 1 and signal 2 average powers are calculated after that. Third 

type of signal (signal 3) is being formed with decreasing signal 1 amlitude until this signal power be equal signal 2 power. 

Transmittion along the AWGN channel is simulated after that. The received band signal is being transformed usin fast Fourier 
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transform. Since 3 variants of the band signal were previously obtained, it is possible to compare QPSK signal constellations 

obtained by processing different band signals and to estimate the symbol error. The received signal constellations for  one of the 

fragments transmission case are shown in Fig. 5, from left to right: a signal constellation for signal 1, signal 2 and signal 3.  

 
Fig. 4. Signal shapes before upconvertion. Blue – uncompressed signal; Red – extrapolated signal; 

Green – their difference. 

 

 Fig. 5. Received signal constellations.  

Since the original image was divided into 256 fragments, there were obtained 256 power gain values for the differential 

transformation using as a result of modeling. The histogram of compression levels is shown in Fig. 6. The horizontal axis shows 

the compression ratios, dB, vertical axis - the number of information parcels. 

 
Fig. 6. Dynamic range reduction histogram. 

According to the results of the simulation, the differential conversion made it possible to reduce the power of the band signal 

by 2.49 dB relative to the original signal. A corresponding reduction in transmitting power without extrapolation leads to an 

increase in the symbol error. For the uncompressed signal and for the signal subjected to differential transformation, the average 

symbol error ratio was about 0.000947 s
-1

, while for the signal with a reduced power the average symbol error ratio was about 

0.0638 s
-1

. The result can also be interpreted in a different way: the use of differential transformation makes it possible to reduce 

the required signal-to-noise ratio at reception by an average of 2.49 dB without degrading the communication quality.  

4. Conclusion 

The computational model of OFDM signal differential transformation of based on its extrapolation is presented in the paper. 

Proposed solution simulation for a short-range radio channel with AWGN without signal multipath propagation and radio 
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blackout is made. The high value of the signal-to-noise ratio given in the experiment is explained by the absence of noise-proof 

coding in the simulation program. The results of the simulation confirm that the proposed method of differential transformation 

allows to reduce the amplitude and reduce the average power of the band signal without impairing the noise immunity of the 

system. Thus, the proposed OFDM signal generation scheme allows to increase the communication system energy efficiency  

without degrading communication quality.  
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Abstract 

Complex matrix model of data and knowledge representation is proposed for solution of a road-climatic zoning of the territories problem using 

an intelligent system. This model consists of: 1) an extended matrix model, which includes extended description and distinguishing matrices 

(the extension is realized by the way of including of additional columns into the description matrix) for the territories under investigation, 

2) description and distinguishing matrices of highly qualified experts’ knowledge and 3) a partial matrix model, consisting of an extended 

description matrix of the territories under investigation (recognition). For the first time original approbation results of intelligent data and 

knowledge analysis on the base of intelligent instrumental software IMSLOG are given. The system is designed and developed in intelligent 

systems laboratory of the Tomsk State University of Architecture and Building to solve the problem of road-climatic zoning. 

Keywords: complex matrix model; intelligent data analysis; approbation results; geocomplex, road-climatic zoning 

1. Introduction 

An urgent need in intelligent systems (IS) application for a number of problem areas is not in doubt. Among the basic IS 

applications are those given in the monograph [1]: medicine, engineering, transport system and others. Among the fundamental 

IS components we distinguish the data and knowledge base. In this paper we will concentrate our efforts on the base 

construction. 

When developing the design standards for the highways we should take into account the regional features of the geographic 

territories. It is performed through the method of road-climatic zoning. The method serves as a basis for the development of 

building regulations, directives and guidelines valid in Russia [2,3], China [4,5], USA [6], Germany [7], Great Britain, 

Sweden [8] and in other countries, including such neighboring countries as Kazakhstan [9], Belorussia [10], Kyrgyzstan [11]. 

According to the building regulations [2,3] the Russian Federation territory is zone differentiated and divided into 5 road-

climatic zones, which are differing sufficiently in terms of the complexes of nature-climatic and geoengineering conditions. In 

their turn, the zones are divided into 9 subzones due to the road industry standards [9] and into 13 subzones due to the set of 

rules [3]. Depending on the position of the road section under design in one or another zone and subzone the road designers 

make technical decisions, providing safe and convenient traffic according to the requirement stated in [2,3]. 

A number of researchers in their papers [12–15] point out that the existing special position of the zones and subzones 

boundaries does not allow to provide the level of operational reliability of the highways due to the operability criterion since the 

position of the zones and subzones are not substantiated sufficiently. This situation is especially inherent to Western Siberia and 

Far East. That leads to an increase in financial and labor resources for maintaining and restoring the required technical condition 

of highways. Thus the research of the new approaches to the road-climatic zoning design is rather actually. The specificity of 

data and knowledge to solve the problem of the road-climatic zoning requires the new methods of the data and knowledge 

representation. Taking into consideration is proposed to choose intelligent instrumental software IMSLOG (IIS IMSLOG) 

[16,17] for IS construction of road-climatic zoning of territories (IS RCZT). 

Hereafter we give a description of a complex matrix model for the data and knowledge representation for the IS RCZT. The 

IS RCZT is based on test methods of pattern recognition and cognitive graphics tools. 

2. Complex Matrix Model for Data and Knowledge Representation  

For the first time we suggest to represent the complex model by 3 types of the following matrix models of data and 

knowledge representation [18,19]: 

1. An extended matrix model including an extended matrix of descriptions and a matrix of distinguishing. The extension is 

performed due to additional columns introduction to the matrix of descriptions [19]. The matrix of descriptions sets the objects 

description within the space of characteristic features. The additional columns correspond to compulsory features: zones, 

subzones, road districts, supporting point of the investigated territories. The present paper deals with the research results on 

Western Siberia territory. The columns of the extended matrix of descriptions correspond to characteristic features, represented 

by the 3 groups of factors. Those factors constitute the geographical complex of the territory: zonal, intrazonal and regional 

factors. The columns of the matrix of distinguishing correspond to the zones, subzones and road districts. We use integer 

features in the model. 

http://www.multitran.ru/c/m.exe?t=255681_1_2&s1=%F0%E0%E7%EB%E8%F7%E5%ED%E8%E5
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2. A matrix of expert knowledge description without compulsory features and a matrix of distinguishing. The columns of the 

matrix of distinguishing, as well as those of the matrix of distinguishing of the extended matrix model, correspond to the zones, 

subzones and road districts. Here we also use integer features. 

3. A partial matrix model, consisting only of the extended matrix of description of the investigated territories under 

recognition. 

Now we concentrate on the elements description of the matrices under consideration. The integer values of the characteristic 

features including grouped ones and the compulsory features are the elements of the extended matrix of objects’ description 

(Q
e
). The group characteristic features are split into the features of the integer values, which correspond to a certain partition 

intervals of the feature under study. A column of the matrix Q
e
 corresponds to each characteristic features. A row of the matrix 

Q
e
 corresponds to the stronghold for which the values of characteristic features are determined. Thus, the element of the matrix 

Q
e
 is the value of the integer characteristic features, including compulsory one. This feature correspond to a certain supporting 

point [18]. Note that the compulsory features are not used in regulations revealing. They are implemented only for the mapping 

of the zones, subzones and road districts. 

Integer values of the classification features of three types are the elements of the matrix of distinguishing (R
e
). We restrict our 

study to the diagnostic matrix of distinguishing. For the matrix under study each subsequent column splits the previous one into 

the classes of equivalency. Due to the methodology given in [20,21], we will use the three classification features of diagnostic 

type. The 1st feature corresponds to the zones, the 2nd one – to the subzones, the 3rd one – to the road districts. 

We note that we need the 2nd matrix model due to the incomplete information on the zones, subzones and road districts. Such 

information is contained in the 1st matrix model. The rows of the matrix of description and the matrix of distinguishing are 

fulfilled by the highly qualified experts in the problem area. Matrix fulfillment with data is performed by the colleagues of the 

Automobile roads building department of the Tomsk State University of Architecture and Building. 

The learning sample is represented by the extended matrix model. In the learning sample some combinations of the 

classification features could not be represented. Therefore, the dimensions of the matrix of description and the matrix of 

distinguishing could exceeded sufficiently the dimensions of the matrix of the extended matrix model, fulfilled beforehand. This 

is due to the absence of a number of combinations of the classification features values in the learning sample. 

The extended matrix of description of the territories under recognition for the partial matrix model is fulfilled by the highly 

qualified experts. They use the reference data and the data acquired during field and/or laboratory research. The research results 

could be transmitted both to the system’s users and to the enterprises, interested in the road-climatic zoning research results. 

The decision making about the supporting point correspondence to a certain zone, subzone and road district we perform using 

the two aforementioned matrix representations (extended matrix and the one based on the expert knowledge) based on the rules 

of the total decision making with use of IS RCZT. The architecture IS RCZT is presented in the publication [22]. 

3. Data and knowledge structuring. Bases of a database and knowledge construction 

The basis of the information technology of road-climatic zoning of territories is IS RCZT. To create the IS we united our 

efforts with our colleagues. Together with specialists in the cognitive science and experts in road-climatic zoning we have 

structured the data and knowledge on road-climatic zoning. The structuring has been performed based on the complex matrix 

model of data and knowledge representation, described in section 2. 

A list of characteristic features with indicating their values for the matrices of description is given in Table 1. The 

characteristic features are grouped ones beginning with characteristic features z10. Symbolic characteristic features, intervals of 

the integer characteristic features partitions as well as the real characteristic features are coded by numbers. The number 20 

(limiter) is used only for the sake of size reduction of the data and knowledge matrix representation. In table 1, the value of an 

integer feature is not greater than 8. 

Table 1. A list of characteristic features excluding compulsory ones. 

Characteristic feature Code Intervals of values  

Vegetation type z1 1 – tundra vegetation; 2 – forest-tundra vegetation; 3 – forest vegetation (northern taiga, with 
propagation of permafrost soils); 4 – forest vegetation (middle taiga); 5 – forest vegetation (southern 
taiga); 6 – forest-steppe vegetation; 7 – steppe vegetation; 8 – desert and desert steppe vegetation 

Terrain relief z2 1 – flat terrain with a relative elevation of the relief (RER) up to 25 m; 2 – hilly with RER from 25 m 
up to 200 m; 3 – mountainous (low mountains terrain) with RER from 200 m up to 500 m, and with a 
prevailing slope gradient (PSG) from 5° up to 10°; 4 – mountainous (mid-mountain terrain) with RER 
from 500 m up to 1000 m, PSG from 10° up to 25°, and elevation above sea level of about 1000–2000 
m; 5 – mountainous (highland terrain) with RER from 1000 m, PSG more than 25°, and elevation 
above the sea level more than 2000 m 

Calculated soil 
moisture (CSM), p.u. 

z3 1 – low soil moisture with CSM up to 0.4; 2 – normal soil moisture with CSM from 0.4, up to 0.6; 3 – 
increased soil moisture with CSM from 0.6, up to 0.8; 4 – waterlogged soil with CSM from 0.8, up to 1 

Evaporation from the 
land surface, mm/year 

z4 1 – extremely low, from 100 mm up to 150 mm (arctic deserts); 2 –very low, from150 mm up to 200 
mm (Siberian tundra provinces); 3 – low, from 200 mm up to 400 mm; 4 – average, from 400 mm up to 
600 mm (taiga, central and central black earth regions of Russia, Krasnodar region); 5 – increased, from 
600 mm up to 700 mm (mixed forests); 6 – high evaporation, from 700 mm up to 800 mm; 7 – very 
high evaporation, from 800 mm up to 900 mm (steppers); 8 – extremely high, from 900 mm up to1000 
mm (semi-deserts and deserts) 
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Continuation table 1. 

Characteristic feature Code Intervals of values  

Syelyaninov’s 
hydrothermic 
coefficient 

z5 1 – redundant moistening of the soil with SHC from 1,4 to 5; 2 – significant moistening of the soil in 
particular years with SHC from 1 to 1,4; 3 – insufficient moistening of the soil with SHC from 0,5 to 1; 
4 – dry regions with SHC up to 0.5 

A number of days with 
negative air 
temperature 

z6 1 – low from 141 to 198; 2 – medium from 199 to 246; 3 – high from 247 to 315 

Snow cover height 
(SCH), mm 

z7 1 – snowless regions with SCH up to 300; 2 – little snow cover regions with SCH from 300 to 500; 3 – 
medium snow cover regions with SCH from 500 to 700; 4 – high snow cover regions with SCH from 
700 to 1000; 5 – exclusive high snow cover regions with SCH from 1000 to 2900 

Soil frost depth (SFD), 
cm 

z8 1 – small frost depth with SFD from 50 to 180; 2- medium frost depth with SFD from 180 to 220; 3 – 
high frost depth with SFD from 220 to 260; 4 – very high frost depth with SFD from 260 to 300; 
excessive frost depth with SFD from  300 to 600 

Soil type according to 
natural condition I zone 

z9 1 – continuous distribution of the frozen soils for many years; 2 – continuous in general of the frozen 
soils for many years; 3 – predominately island distribution of the frozen soils for many years 

Average air 
temperature for many 
years, ºC 

z10 1 – extremely low temperature with AAT from –15.5 to –10.0; 2 – very low temperature with AAT 
from –10.0 to –6.0; 3 – low temperature with AAT from –6.0 to –2.0; 4 – medium temperature with 
AAT from –2.0 to 2.0; 5 – high temperature with AAT from 2.0 to 6.0; 6 – very high temperature with 
AAT from 6.0 to 10.0; 7 – extremely high temperature with AAT from 10.0 to 14.2 

Average minimum air 
temperature, ºC 

z11 1 – extremely low temperature less than –40.0; 2 – very low temperature from –39.9 to –32.0; 3 – low 
temperature from –31.9 to –24.0; 4 – medium temperature from –23.9 to –16.0; 5 – high temperature 
from –15.9 to –8.0; 6 – very high temperature from –7.9 to 0.0; 7 – extremely high temperature above 0.0 

Average annual 
maximum air 
temperature, ºC 

z12 1 – extremely low temperature from 0 to 4; 2 – very low temperature from 4 to 7; 3 – low temperature 
from 8 to 11; 4 – medium temperature from 12 to 15; 5 – high temperature from –16 to 19; 6 – very 
high temperature from 20 to 23; 7 – extremely high temperature above 24 

Annual precipitation, 
mm 

z13 1 – low less than 250; 2 – medium from 251 to 500; 3 – high from 501 to 1000; 4 – very high above 
1000 

Annual precipitation 
for the cold season, mm 

z14 1 – low less than 60; 2 – medium from 61 to 150; 3 – high from 151 to 405; 4 – very high above 405 

Annual precipitation 
for the warm season, 
mm 

z15 1 – low less than 190; 2 – medium from 191 to 340; 3 – high from 341 to 600; 4 – very high above 600 

Soil humidity on the 
liquid limit, p.u. 

z16 1 – low from 0.29 to 0.33; 2 – medium from 0.34 to 0.38; 3 – high from 0.39 to 0.43 

Soil humidity on the 
plastic limit, p.u. 

z17 1 – low from 0.20 to 0.23; 2 – medium from 0.24 to 0.26; 3 – high from 0.27 to 0.30 

Plasticity index, % z18 1 – non-cohesive soil (sand, etc.) from 0 to 1; 2 – clay sand from 1 to 7; 3 – light clay loam from 7 to 
12; 4 – heavy clay loam from 12 to 17; 5 – light clay from 17 to 27; 6 – heavy clay from 27 and above 

Grain-size composition 
of the clay sands, sand 
grain content, mass % 

z19 1 – clay sand above 50; 2 – pulverescent clay sand less than 50 

Grain-size composition 
of the clay sands, sand 
grain content, mass % 

z20 1 – low from 70.540 to 73.279; 2 – medium from 73.280 to 76.019; 3 – high from 76.020 to 78.76 

Grain-size composition 
of the clay sands, clay 
grain content, mass % 

z21 1 – low from 7.120 to 9.150; 2 – medium from 8.160 to 11.199; 3 – high from 11.200 to 13.240 

Grain-size composition 
of the clay loams, sand 
grain content, mass% 

z22 1 – sandy clay loam over 40; 2 – pulverescent clay loam less than 50 

Grain-size composition 
of the clay loams, 
pulverescent grains 
content, mass % 

z23 1 – low from 72.310 to 75.589; 2 – medium from 77.489 to 75.590; 3 – high from 77.490 to 77.540 

Grain-size composition 
of the clay loams, clay 
grains content, mass % 

z24 1 – low from 18.400 to 18.455; 2 – medium from 18.456 to 20.510; 3 – high from 20.511 to 23.870 

Grain-size composition 

of the clays, sand grain 

content, mass % 

z25 1 – sandy clay over 40; 2 – pulverescent clay, less than 50 

 z26 1 – low from 68.954 to 70.080; 2 – medium from 70.081 to 71.205; 3 – high from 71.343 to 72.329 
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Continuation table 1. 

Characteristic feature Code Intervals of values  

Grain-size composition 

of the clays, 

pulverescent grain 

content, mass % 

z27 1 – low from 23.871 to 24.895; 2 – medium from 25.896 to 27.920; 3 – high from 27.921 to 29.945 

To the above mentioned characteristic features we add 4 compulsory features (zone, subzone, road district, supporting point). 

The compulsory features are applied to 3 zones only, since Western Siberian territory has been investigated partly. We pointed 

out 1 subzone and 1 road district in the 1st zone, 2 subzones and 7 road districts – in the 2nd zone and 2 subzones and 3 road 

districts – in the 3rd zone. 

Illustrating example of matrices Q
e
, R

e
 and R' descriptions is given in Fig. 1. The matrices correspond to partial knowledge 

description. We use only a part of the characteristic features space and its values. 

Fig. 1. Fragments of the extended matrices of description and distinguishing. 

For the matrix model, filled in by the experts, the expert knowledge on the four zones, all the subzones and all the road 

districts are included. The fragments of description and distinguishing the matrices are represented in Fig. 2. 

There are examples of usage of some visualization tools including cognitive graphics tools. The free-distributed open-street 

maps (OSM) [23] with information layer overlay for the presentation of common information are proposed. Information layer 

presents road regions with borders and some information about its. This information is a number of zone and subzone which are 

determined for road region. The proposed visualization tool is presented on Fig. 3. 

In doing so note that for the mapping of decision-making results with usage of cognitive graphics tools we use 3-simplex for 

the zones representation and 2-simplex for subzones representation in case when the number of subzones equals 3 [24]. 

The information layer is denoted by number 1. It is a transparent layer over the map. The thin black lines separate the 

different road regions. The different color tones are used for labeling the different zones (red color tone is used for zone 2, blue 

color tone is used for zone 3). Each color of the road region in every zone is unique color gradation from zone base color given 

from color transformation in the hue-saturation-bright palette (HSB palette). The wide black lines are used to separate the 

different zones. Hatching over road region shows subzone type. Only 3 hatching types are used and only 2 types from them 

presented on Fig. 3. Description for all used colors and hatching is presented in the legend (see Fig. 3) and it is denoted by 

number 2. There is a list of all used hatchings and presented subzones in the upper part of the legend. The list of all used zones 

and correlated road regions is in the bottom part of the legend. 
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The information window for a road region is shown after click on a road region presentation. This window contains full 

information about a region. This information contains the road region name, 3-simplex and 2-simplex as information about 

proximity to specific zone (left 3-simplex) and subzone (right 2-simplex). The OUI (road region) is displayed as the circle with a 

big radius. Objects of learning sample are displayed as circles with smaller radiuses. The distance from the object OUI to an 

edge is directly-proportional to proximity of the object to the pattern corresponding to the edge. Distances of an OUI to edges are 

displayed as color lines. Color of an OUI (or objects from a learning sample) is mapped to the pattern which belongs to the 

concrete object. Mathematical foundations of the visualization of these objects with use of n-simplex are given in [25,26]. 

Fig. 2. Fragments of the matrices of description and distinguishing, filled in by highly qualified experts. 

Fig. 3. Visualization tool for representation of the map with zoning results. 

We revealed the different types of regularities on the basis of algorithms proposed by A. Yankovskaya and realized in IS 

RCZT. The revealed regularities allowed to reduce the features space from 27 to 11. That, in turn, has led to reduction of 

quantity of revealed feature values on 59 %. 

We also verified the decisions-making using the generated supporting point descriptions proposed by A. Yankovskaya. The 

research results showed the IS RCZT development will lead to reduce significantly the expenditure and the cost of field and 

laboratory works on the territories under investigation. That, in its turn, will essentially reduce time expenses the specialists of 

road branch for the identification of zone, subzone and road district of the territory under investigation. 

The proposed approach on road-climatic zoning of territories will allow to provide the required level of operational reliability 

of the highways. 



Image Processing, Geoinformation Technology and Information Security / A. Yankovskaya, A. Sukhorukov 

3rd International conference “Information Technology and Nanotechnology 2017”     269 

4. Conclusion 

The analysis of domestic and foreign standards of designing and building of highways is given. The advisability of creation 

intelligent systems road-climatic zoning of territories is substantiated. 

For the first time we proposed the complex matrix model of data and knowledge representation for road-climatic zoning. It 

has allowed to carry out structurization of the data and knowledge on the road-climatic zoning. Complex matrix model is 

represented by the 3 matrix models: the extended matrix model that includes the extended matrix of description and the matrix of 

distinguishing; the matrix of knowledge description and the matrix of distinguishing filled with highly qualified experts; the 

partial matrix model consisting of the extended matrix of description of the territories under study. 

It is created a prototype of the intelligent system of road-climatic zoning. On the basis of extended matrix representation it is 

created data and knowledge base using the research results on natural and climatic conditions of Western Siberian regions. The 

base of date and knowledge was created highly qualified experts. 

For the 1
st
 and the 2

nd
 matrix representations of data and knowledge are revealed and is eliminated at a finding of intersections 

of objects descriptions from different patterns.  

Results of a research prototype approbation of road-climatic zoning of the territories intelligent system have shown as 

follows: reduction on 59 % of necessary number of characteristic features for decision-making on reference of territory part 

under study to this or that zone, a subzone and road district. Application IS RCZT will decrease significantly the expenditure and 

cost on the field and laboratory research of the territories under study. That will also save the reduce time expenses of the road 

branch specialists.  

The proposed approach on road-climatic zoning of the territories will allow to provide demanded level of operational 

reliability of again under construction and reconstructed highways and first of all in regions with the poorly developed network 

of highways. 
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Abstract 

In this paper, a kinetic model of the benzylidene benzylamine synthesis reaction has been developed. The optimal rate constants for the stages 

and activation energies are found. When searching for kinetic parameters, the OpenMP parallel computing technology was used. An effective 

number of flows are determined, in which the solution of inverse problems is most effective.  

Keywords: kinetic model; rate constants; inverse kinetic  problem; parallel calculations; OpenMP 

1. Introduction 

The catalytic reaction of the synthesis of the N-benzylidene benzylamine aromatic compond has a wide range of applications. 

N-benzylidene benzylamine is known as an indicator for the quantitative determination of organolithium compounds by the 

titrimetric method and is the starting compound for the synthesis of a number of heterocycles [1, 2]. 

To study the mechanism of the synthesis reaction, it is necessary to construct a kinetic model, the solution of the inverse 

kinetic problems for which is complicated, because it is the most difficult and time consuming stage  of kinetic model 

development. 

Usage of parallel calculations is becoming more and more popular as a method of mathematical processing of experimental 

data because of the increasing complexity of obtained detailed information on chemical reactions. 

The inverse problems of chemical kinetics refer to such physico-chemical problems that involve a significant amount of 

computations [3]. High-performance computing systems usage fundamentally changed the possibilities of complex chemical 

processes analysis: a detailed analysis of complex kinetic models with a large amount of experimental information has became 

available; The time for kinetic models construction has been reduced in many times; The accuracy of decisions has increased. 

At present, solutions of inverse kinetic problems are proposed with the use of parallel calculations on cluster systems and 

graphics processors. Computer systems with multicore processors are actively introduced, the advantages of which are 

availability and ease of use, which expands the possibilities of their application in scientific researches [4, 5]. 

In this paper we propose a method for kinetic parameters searching using parallel calculations technology on multi-core 

systems for kinetic models construction of chemical reactions on metal complex catalysis with the aim of studying time reducing 

and mastering new catalytic processes. 

 

2. Kinetic model 

 

To understand the physical and chemical nature of the catalytic reaction, the subsequent mathematical modeling of the 

catalytic process and the definition of the conditions for its industrial realization, it is necessary first of all to develop its kinetic 

and mathematical models [6]. 

The fundamental basis for catalytic processes modeling is, first of all, the detailed studies of the physical and chemical nature 

of chemical reactions, since the quantitative characteristics obtained in the practical experiment and refined in numerical 

experiments will allow to develop kinetic models that will become a reliable basis for subsequent research. 

The kinetic model of the process is a set of elementary stages, reactions and equations characterizing the dependence of the 

rate of chemical transformation on the reaction parameters: pressure, temperature, reagent concentrations, etc. Such 

dependencies are determined on the basis of experimental data obtained in the practical experiment while changing reaction 

parameters at the range of industrial conditions. The model developed in this way is the first level of the catalytic reactor model 

and the basis for later solving static and dynamic problems which arise in the development of technological processes. 

The development of kinetic models, which is given in this paper, is based on experimental data of the benzylidene 

benzylamine synthesis which was obtained in the laboratory of hydrocarbon chemistry in IPC RAS. During the experiments, a 

new original method to include carboxyl group in pyrrols compounds, based on interaction between pyrrols and CCl4-CH3OH-

catalyst system. 

Based on the analysis of the experimental data and the results of tit mathematical processing, the following scheme of 

chemical transformations and the corresponding kinetic equations (1)-(2) are proposed: 

1.  C1 + C 2  C 3 + C 4 

2.  C 3  C 5 + C 6 

3.  C 5 + C 1  C 7 + C 8    

4.  C 8 + C 6  C 9 

W1=k1C1C2 

W2=k2C3 

W3=k3C5C1                                                                                                              (1)   

W4=k4C8C6 
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Ci – concentration of the components, mol/l: C1=C7H9N – benzylamine, C2=CCl4 – carbon tetrachloride, C3=C7H8NCl – 

chlorobenzylamine, C4=CHCl3 – chloroform, C5=C7H7N – 1- phenylmethaneimine, C6=HCl – hydrochloric acid, C7=C14H13N – 

benzilidenbenzilamin, C8=NH3 – ammonia, C9 =NH4Cl – ammonium chloride; kj – kinetic rate constant of j-th reaction, l∙mol
-

1
∙h

-1 
(j=1, 3, 4), h

-1
 (j=2), Wj – j-th rate of reaction, mol/(l∙h). 

The kinetic equations of the transformation scheme (1) are analyzed in accordance to the law mass action. The correct 

description of the laboratory reactor with a stirrer is the ideal mixing model: 

N
F

dt

Nd
 ,  




J

1j
jj

o

N
V

1
F , 




I

1i
ijj

                                                                                         (2) 

      

N

FXF

dt

dX
Niii


                                                                                                                                       (3)                                          

with the initial conditions:  𝑡 = 0, ,1  ,  NXX o

ii
where N = C/Co – relative change in the number of moles of the reaction 

mixture; C и Cо – the molar density and its initial value, mol/l; Xi=Сi/C – concentration of the components, the mole fractions; 

Vo – the volume of the reaction space, l; ωj=Wj/Co – given reaction rate, h
-1

; J – number of stages of chemical transformation; I – 

the number of components. 

The right sides of the systems of equations (2)-(3) have the following form:  

F1 = –ω1 – ω3; F2 = –ω1; F3 = ω1 – ω2; F4 = ω1; F5 = ω2 – ω3; F6 = ω2 – ω4; F7 =ω1; F8 = ω3 – ω4; F9 = ω4; Fn = ω2 – ω4. 

3. Usage of parallel calculations 

For the parallel solution of the inverse kinetic problem the most effective method is genetic algorithm which is based on the 

idea of breeding, borrowed from biology, that is, the preferential multiplication of the fittest individuals [7]. The practical 

application of the genetic algorithm in all known cases led to positive results [8]. It is shown that the genetic algorithm, unlike 

the gradient methods of minimization, is a universal method for searching for an optimum regardless of the complexity of the 

functions [8]. The sequence of operations that form the basis of the genetic is described below. 

At the first step of the algorithm, an initial population is created randomly, consisting of N individuals (N points in the space 

of kinetic parameters, each point has m coordinates - parameter values). At the stage of mutation, the individuals change in 

accordance with a predetermined mutation operation, in which the coordinate/parabolic descent from the points of space was 

taken. At the stage of selection, a certain proportion of the whole population is selected, which will remain "alive" at this stage 

of evolution. The probability of survival of an individual depends on the value of the fittest function for this individual; as a 

function of the fittest s is the residual functional. The proportion of surviving s is a parameter of the genetic algorithm, and 

according to the results of selection from N individuals of the population, the total population will include sN individuals. In the 

case under consideration, s = 1/2. When forming a new generation, a crossing is used - to produce a descendant, two parents are 

needed. To form a new point in the parameter space, one point from the "survivors" and one of the "dying" are selected as 

parents, and the crossing is done by choosing m/2 coordinates from the first point and the remaining ones from the second point; 

while the descendant inherits the traits of both parents. Specimens for reproduction are selected from the entire population, and 

not from surviving elements at the first step in order to exclude the possibility of population degradation. This set of actions is 

repeated iteratively, so the "evolutionary process", which lasts for several life cycles (generations), is modeled until the criterion 

for stopping the algorithm is fulfilled, which is any of the conditions: 

1) finding a global or suboptimal solution; 

2) the exhaustion of the number of generations released for evolution; 

3) the exhaustion of the time allowed for evolution. 

Parallelization of the calculation process takes place at the stage of initial filling, when the given pseudo-random points in 

the parameter space are uniformly distributed over the flows. Each mutation is mutated independently; The data is exchanged at 

the selection stage. At the same time, the autonomous work time of processes significantly exceeds the time of internuclear 

interactions, which determines the effectiveness of this algorithm (Fig. 1). 

  

 

Fig. 1. Genetic algorithm. 
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4. Results of computational experiments 

The numerical values of the found rate constants of the stages and activation energies for the synthesis of 

benzylidene benzylamine are presented in Table 1.  

Table 1. Kinetic parameters for synthesis of benzilidenbenzilamina. 

Kinetic constants at 23оС, h-1 Еi, kcal/mol 

k1 1.5×10-2 10.6 

k2 4.7  7.7 

k3 13.4  1.6 

k4 0.6  0.4 

Estimating the efficiency of parallelization when testing a program on a computational cluster showed us that 

the parallel program works efficiently with increasing number of threads. When solving the inverse kinetic problem 

for the benzylidene benzylamine synthesis reaction from all experimental data, the total calculation time was 60 

hours at 1 core, 3.5 hours using 18 fluxes (Fig. 2 and Fig. 3). 

 

Fig. 2. Efficiency. 

 

Fig. 3. Accelerate. 

The adequacy of the constructed model with usage of parallel calculation of the display by comparing the calculated and 

experimental data on the yield of the desired product, benzylidene benzylamine (Fig. 4). 

 

Fig. 4. Comparison of the calculated and experimental temperatures of 85 С0(2) and 23 С0(1). 
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5. Conclusion 

Thus, an algorithm has been developed for using multi-core computing systems to solve the inverse problems of chemical 

kinetics. The method is implemented as a software package that includes a database of kinetic studies, sequential and parallel 

algorithms for solving systems of ordinary differential equations, implemented on single-core and multi-core computing 

systems. 

The informational and analytical systems have been developed, the successful application of which in the  development of 

kinetic models of reactions of aromatic and heterocyclic compounds synthesis of has shown the universality of the proposed 

system approach to solving inverse kinetic problems. 

The system allows users to easily adapt to the development of kinetic models of various reactions due to the formation of 

new blocks in the database of experimental data, the selection or addition of new methods of data processing, the construction of 

mathematical models of the objects of varying complexity. 

Based on the developed approach, a kinetic model for the benzylidene benzylamine synthesis reaction was constructed. It is 

shown that with the use of the information system, the computing process can be accelerated approximately in 18 times. 
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Abstract 

An adaptive mesh refinement (AMR) method based on discretization matrix metric is described. The computational algorithm is implemented 
using OpenFOAM parallel library. This open C++ library provides data structures and routines to work with the finite volume method and 
adaptive mesh. The method was used for oil flow in final drive simulation. For more efficient use of computing resources, we decided to use 
an approach based on the use of adaptive mesh refinement/coarsening. Adaptive mesh refinement approach showed greater efficiency in cases 
of low rotational frequencies and less efficiency in case of high frequency. 

Keywords: mesh adaptation; lubrication modeling; final drive modeling; bearing modeling 

1. Introduction 

In this paper we consider a design of automobile final drive. One of the problems arising during the automobile final drive 
design is the lubricity problem. In particular, the authors of this paper solved the problem of the oil flow simulation created by 
rotating gear wheel of final drive. Then, the calculation results are transferred to design engineer, who will correct the shape of 
the final drive body accordingly that the oil flow will reach the stuffing box (see Fig.1). 

Fig. 1.  The original geometry and the basic elements of the final drive. 

To simulate oil flow we decided to use a two-phase liquid-air model without taking into account the compressibility, heat 
transfer and miscibility. For phase separation we use VOF method, such as Lemfeld [1], Chunfeng [2]. Oil flow simulation is 
quite complex and requires a lot of computational time. For more efficient use of computing resources, we decided to use an 
approach based on the use of adaptive mesh refinement/coarsening (Adaptive Mesh Refinement - AMR). AMR procedure 
implemented in the OpenFOAM library [3], but the original library does not support AMR for rotating mesh. In this paper, we 
conducted the OpenFOAM library modification for final drive lubricity modeling. 

2. Mesh adaptation method 

Currently, the mesh adaptation technologies are widely used in numerical problems solving. There is a large amount of 
literature which deals with dynamic mesh and mesh adaptation methods. One of the first works on dynamic mesh application 
were investigations of Miller [4] and Yanenko[5]. Mesh adaptation methods usually based on minimization of some selected 
functional. It is achieved by refinement or coarsening of mesh elements (h-adaptation) or mesh nodes moving (p-adaptation). 

Mesh adaptation allows to reduce computational cost, to correct mesh in more complex areas, to handle moving surfaces, 
phase transitions and other areas of high gradients. Mesh adaptation approaches was successfully implemented in many 
commercial and non-commercial software packages such as Star-CCM+, FlowVision, Abaqus, Ansys, OpenFOAM. In this 
study we used an OpenFOAM open library, which has complete modules for AMR implementation. 
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For AMR configuration in OpenFOAM user need to provide following information: 
 mesh update frequency (update mesh on every first, second or subsequent iteration); 
 scalar field, whose values will be used for the mesh refinement/coarsening; 
 field values interval, defined by minimum and maximum values, at which we want to refine mesh; 
 field threshold value, below which we want to start mesh coarsening; 
 maximum cells refinement level relative to initial mesh cells; 
 the maximum allowable mesh cells amount. 

In this work as scalar field we use field, based on discretization matrix eigenvalues estimation. This method described in more 
detail in [6]. 

Adaptive mesh refinement algorithm includes following steps: 

1. Discretization matrix A  initialization. 
2. Matrix  M I A  calculation. 
3. Eigenvalues estimation matrix calculation. 

 i ii ij
i j

m m


 F ,   

where iim
 and ijm

 diagonal and off-diagonal elements of matrix M . 

4. Mesh cells refinement/coarsening, based on matrix F . 

Current version of OpenFOAM-v4.1 does not allow to use mesh adaptation (implemented by dynamicRefineFvMesh class) 
and rotation of the mesh (implemented by solidBodyMotionFvMesh class) simultaneously. Therefore, to achieve the desired 
functionality, we have created a new C ++ class solidBodyMotion dynamicRefineFvMesh by virtual inheritance. The sources 
available at [7]. 

3. Discussed Problems 

In this section we briefly consider the mathematical model, which describes oil distribution during final drive gear wheel 
rotation. 

Oil distribution is described by the following equations [8]: 
 

   effU M
U U R p g

t
   

    
 

 
  

 


      


                      (1) 

  0U
t


 





 


                                             (2) 

 

where   – phase,   – phase fraction, 
eff

R  is combined Reynolds (turbulent) and viscous stress, M  – averaged inter-

phase momentum transfer term, U  – averaged transport velocity, p  – pressure, t  – time discretization step size, g  – 

acceleration due to gravity,   – phase density. 

Combining equation (2) for two phases with a   and b  yields the volumetric continuity equation for the mixture, which 
will be utilized to formulate an implicit equation for the pressure. The volumetric continuity equation reads: 

 

0U                                                       (3) 
 

where bU a U a U    . 

The averaged equations representing the conservation of mass and momentum for each phase. 
After the technical requirements analysis we decide to perform lubrication modeling for the following selected shaft rotational 

frequencies: 551, 800, 1600, 2400 rpm. These frequencies set describes final drive basic operating modes. 
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Fig. 2.  The final drive internal volume, gear wheel and bearings rotation directions. 

4. OpenFOAM library parallelism 

The method of parallel computing used in OpenFOAM is based on the computational domain mesh and fields decomposition 
into separate parts, every single part is assigned to a separate computing core. Algorithms parallelization is built-in OpenFOAM 
parallel library. Thus, the parallel calculation process includes the following steps: mesh and fields decomposition; parallel 
solver run; postprocessing after mesh and fields reconstruction or right in the decomposed form. When post-processing cases 
that have been run in parallel the user has two options: 

 reconstruction of the mesh and field data to recreate the complete domain and fields, which can be post-processed as 
normal; 

 post-processing each segment of decomposed domain individually. 
A decomposed OpenFOAM case is run in parallel using the openMPI implementation of MPI. openMPI can be run on a local 

multiprocessor machine very simply but when running on machines across a network, a file must be created that contains the 
host names of the machines. The file can be given any name and located at any path. OpenFOAM also allows to use other MPI 
implementation libraries. 

All computations are performed on cluster “Sergey Korolev”. In particular, we used two blade server types: 
 HS22 blade servers, each of them has 2x CPU: Intel Xeon X5560, 4 cores; 
 HS23 blade servers, each of them has 2x CPU: Intel Xeon E5-2665, 8 cores. 

Execution time comparison for this server types showed on Figure 3. 

Fig. 3.  Execution time for different number of cores and nodes types. 

5. Numerical simulation results 

Figure 4 shows the oil-air free surface for wheel rotational frequency 2400 rpm, time = 0.278 s. 
Figure 5 shows the oil distribution for wheel rotational frequency 551 rev/min, time t = 1.7 s. It can be seen that in this case 

the oil flow reaches the stuffing box location. 
Adaptive mesh refinement more effective in areas of constant oil flow form, less effective in areas with stochastic oil flow 

behavior. 
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Fig. 4.  Oil- distribution for wheel rotational frequency 2400 rpm, time t = 0.278 s. 

 
Fig. 5.  Oil distribution for wheel rotational frequency 551 rev/min, time t = 1.7 s. 

Fig. 6.  Mesh fragment, wheel rotational frequency 551 rev/min, time t = 1e-6 s. 

Figure 6 shows mesh fragment for case of wheel rotational frequency 551 rev/min, time t = 1e-6 s. More fine mesh formed in 
areas with a higher   phase fraction gradient, which reduces task computational cost. 

6. Conclusion 

Algorithms parallelization performed by built-in features of OpenFOAM parallel library. An implemented by OpenFOAM 
library model has shown efficiency and stability. Adaptive mesh refinement along with the ability to use parallel computing also 
provides computational costs reduction compared to the static mesh. 

Adaptive mesh refinement approach showed greater efficiency in cases of low rotational frequencies and less efficiency in 
case of high frequency. Computational complexity of the problem should be taken into account when deciding on the use of 
AMR. The additional costs of calculating the mesh quality metric field and mesh updating decrease efficiency of AMR using. 
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the gas transmittal unit rotor in aeroelastic formulation 
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Abstract 

The article deals with the issues related to the mutual influence of vibrations and gas dynamic processes in the labyrinth seals (LS) of gas 

transmittal unit compressors. The mutual influence of vibrational gas dynamic processes in LS and vibrations of the rotor is studied. Within 

the framework of the unified algorithm, a solution is obtained for an unsteady aeroelastic one-dimensional gas flow problem in a deformable 

LS. A new factor (the rotor diameter in the LS region), which affects the pulsation magnitude of the gas dynamic force in the LS, is 

revealed. Changing the diameter of the rotor, you can reduce vibration. In this case, it is possible to reduce the designated clearances in the LS 

and to reduce the leakage. 

Keywords: aeroelasticity; rotor vibration; labyrinth seal; unified algorithm; stress; pressure; deformation; displacement 

1. Introduction 

To ensure a contactless connection between a rotating rotor and a stationary body in aircraft engines [16], high-pressure 

pumps [13, 14], etc., labyrinth seals (LS) are used. In seals of labyrinth type, the working medium is sealed by throttling it when 

moving through successively located constrictions and extensions. 

The main task of the LS is to ensure tightness of the rotor, therefore expansions and constrictions of the flow in LS are 

usually considered in the direction parallel to the rotor axis. However, in order to ensure aerovibration resistance, it is necessary 

to take into account the processes of motion of the working medium that take place in the peripheral direction of the LS under 

the rotor vibrations. It should be noted that sequencing of the constrictions and expansions affects the oscillation amplitude in 

the gas-dynamic cavity between the LS and the rotor, and also increases the flow non-uniformity. Consequently, refusal to take 

these elements into account in aeroelastic calculation [15, 21-22] can give an additional margin from the point of view of 

reducing oscillations in LS, and, which is important for solving the related problems of continuum mechanics [19], reduce 

complexity and time of calculations. 

Based on the said above, the LS calculation is replaced by calculating the gap seal, equivalent (with margin) to the labyrinth 

seal, if we consider the processes taking place in the LS circumferential direction. 

As it is known,LS works at high temperatures and high rotation speeds. Under critical operating conditions the LS is effected 

by significant loads from the gas-dynamic flow as well as the LS influences the gas-dynamic flow. The impact of this process is 

ambiguous and requires more detailed research. Publications related to vibrational processes in LS and vibration of rotors, 

consider the influence of precession [11], geometric characteristics of LS [12] and in the most cases do not take into account the 

influence of gas-dynamic forces. 

The gas dynamic processes that arise in LS at the rotor vibrations caused, for example, by technological imbalances, may lag 

behind the rotor oscillations. It is necessary to analyze the possibility of amplifying or weakening the rotor vibrations and 

dependence of these processes on the LS characteristics [9-10]. 

The classical formulation of the vibration problem takes into account the influence of structural [20], physical-mechanical 

and technological parameters on vibration, but does not consider the influence of gas dynamic loads. 

When considering the problem of the vibration effect on gas-dynamic processes in the labyrinth seals of a centrifugal 

compressor model gas transmittal unit in a unidirectional dynamic related formulation it is possible to take into account the gas-

dynamic factors [13, 17]. In addition, it becomes possible to calculate the oscillation parameters of gas-dynamic forces acting on 

the rotor [4-8]. 

2. Object of study 

A physical model describing the LS operation in an aeroelastic formulation is developed. As a model, the LS scan with the 

width corresponding to the LS width is considered. In a unidirectional FSI-statement, the rotor motion is replaced by the 

movement of pistons located diametrically opposite, and moving with the specified amplitude and frequency (Fig.1). The scan 

length is equal to the circumference of the gas-dynamic cavity, which is aligned along the middle line between the rotating rotor 

and the stationary LS. 

The model is quasi-two-dimensional, dynamic. 

Thus, the rotor oscillations in the LS gap are modeled by a nonlinear dynamic quasi-two-dimensional gas dynamic scan model 

of the LS gap with movable boundaries. Extrusion of the gas as the gap is reduced and filling free volume with the gas as the 

gap is increased during the rotor oscillation in the LS is modeled by two pistons moving in harmonic order. Their oscillation 

frequency is the same and corresponds to the rotor oscillation frequency, calculated from the wave path equal to the length of 

the circumference arc around the rotor. The piston oscillation amplitudes are equal (formula 1). While calculating, the 
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oscillations of displacements, velocities, pressures and gas-dynamic force acting on the rotor in the LS area are recorded at the 

control points. The displacement of these oscillations (φ U) may take place with respect to two parameters: the gas-dynamic 

forces acting on the rotor in the LS area and the rotor displacements. With different phases (φ U) convergent, divergent and 

steady oscillatory processes can be observed. 

Fig. 1. Formation of the LS calculation scheme (unidirectional FSI-statement). 

3. Mathematical model 

The mathematical description of the gas-elastic process in this formulation includes the following relationships: 
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The boundary condition for the piston motion: 

)sin(0Vnleft.pistoV t ; )sin(0Vonright.pistV t  (12) 

where 0V – amplitude of the piston oscillations,  – the piston oscillation frequency. 

4. Method of solution 

For solving gas dynamic tacks was used method of large particles. Using the same method for solving gas dynamic and 

stress-strain state tasks provide unity mesh for gas dynamic region and stress-strain state tasks. For this used unified system of 

differential equations to ensurecoupled solving for elastic tasks and gas dynamic tasks. Thus we used method of large particles 

for calculations. 

The main idea of method’s large particles consisted in splitting into physical processes of the initial non-stationary system of 

Euler equations which written in the form’s conservation laws. The space is modeled by particle system which coincides with 

cell’s Euler grid in the moment. If stationary solving is, we get it in process stabilized solving.So all process solving composed 

multiple repetitions of time steps. 

Each computational cycle is divided into seven stages. The first three stages are designed to solve the gas dynamic tasks. The 

next four stages are designed to evaluate the parameters dynamic stress-strain state of the structure. 

5. Description of results 

5.1. Analysis of the influence of geometric characteristics 

In a unidirectional aeroelastic formulation, the solution using equations (1-4) and initial and boundary conditions, yielded the 

following results. 

When investigating the dependence of pressure fluctuations in the LS gas-dynamic cavity on the LS geometric characteristics 

the rotor diameters in the LS area variedand were equal to 65, 130, 195 or 260 mm. The working body of the gas-dynamic 

cavity is air, adiabatic exponent equals 1.4, density ρ= 1,29 kg / m
3
. 

With an increase in the shaft diameter from 65mm to 260mm, the pressure oscillations in the gas-dynamic cavity are noted, 

which have a time periodic character (Fig. 2). The pressure amplitude is 101368.8 Pa with D = 65mm, with D = 130 mm the 

pressure amplitude is 148792.2 Pa, and with D = 195mm the pressure amplitude is 107577.7 Pa, with D = 260mm the pressure 

amplitude is 101732.1Pa. 

Fig. 2. Dependence of the gas dynamic pressure of the gap near LS on time at different geometric characteristics of LS. 

Table 1. Pressure amplitude for LS different geometric characteristics. 

Computational experiment 1 2 3 4 

Rotor diameter D, mm 65 130 195 260 

Maximum pressure amplitude 

U P, MPa 
0.1 0.15 0.11 0.102 

When studying the dependence of the temperature oscillations in the gas-dynamic cavity on the geometric characteristics of 

the LU, the diameters of the rotor in the zone of the LU varied and assumed values of 65, 130, 195 or 260 mm, the working fluid 

of the gas-dynamic cavity is air, the adiabatic index is 1.4, ρ = 1.29 kg/m
3
.  

With an increase in shaft diameter from 65mm to 260mm, oscillations in the temperature of the gas-dynamic cavity are 

noted, which have a periodic character of the change in time (Fig. 3). The temperature amplitude is 272.4936K. At D = 65mm, 
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at D = 130mm the temperature amplitude is 323.6043K, and at D = 195mm the temperature amplitude is 279.0668K, at D = 

260mm the temperature amplitude is 274.4728K 

 

Fig.3. Dependence of the gas-dynamic gap temperature near LS on the time for LS different geometric characteristics. 

Thus, when designing the LS it is necessary to take into account the geometric dimensions of the rotor and the gap between 

the rotor and the LS in order to reduce possible vibrations. 

Table 2. Temperature amplitude for LS different geometric characteristics. 

Computational experiment 1 2 3 4 

Rotor diameter D, mm 65 130 195 260 

Temperature amplitude UT, K 272.4936 323.6043 279.0668 274.4728 

5.2. Analysis of the influence of kinematic parameters 

The dependence of pressure oscillations in the LS gas dynamic cavity on the kinematic parameters of propagation speed of 

gas oscillations in the circumferential direction varied and equaled 3.5, 7.0 or 10.5 m/s, the working fluid of the gas-dynamic 

cavity is air, the adiabatic index is 1.4, ρ = 1, 29 kg/m
3
. 

With speed increase from 3.5 m/s to 10.5 m/s, the pressure oscillations of the gas-dynamic cavity are noted, which have a 

periodic character (Fig. 4). The pressure amplitude is 100918.3 Pa at V = 3.5 m/s. At V = 7.0 m/s, the pressure amplitude is 

103,000 Pa, and at V = 10.5 m/s the pressure amplitude is 104419Pa. 

Fig.4. Pressure dependence in the gas-dynamic gap near the LS on time for different elasticity moduli of LS material. 

Table 3. Pressure amplitude at LS different kinematic parameters. 

Computational experiment 1 2 3 

Propagation speed of gas 

oscillations in the LS 
circumferential direction, m/s 

3.5 7.0 10.5 

Maximum pressure amplitude 

UP, MPa 
0.101 0.103 0.104 

When studying the temperature dependence of the gas dynamic cavity in the LS on kinematic parameters, the  propagation 

speed of the gas oscillations in the circumferential direction varied and assumed values of 3.5, 7.0 or 10.5 m/s, the working fluid 

of the gas-dynamic cavity is air, adiabatic index is 1.4, air density ρ = 1, 29 kg/m
3
. 
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With speed increase from 3.5 m/s to 10.5 m/s oscillations in the temperature of the gas-dynamic cavity are observed, which 

have a periodic character (Fig. 5). The temperature amplitude is 271.9472K at V = 3.5 m/s. At V = 7.0 m/s the temperature 

amplitude is 275.1519 K, and at V = 10.5 m/s the temperature amplitude is 279.8211K. 

Fig.5. Temperature dependence of the LS gas-dynamic gap on time for various kinematic parameters. 

Table 4.  Temperature amplitude for LS different kinematic parameters. 

Computational experiment 1 2 3 

Propagation speed of gas 
oscillations in the LS 

circumferential direction, m/s 

3.5 7.0 10.5 

Temperature amplitude UT, K 271.9472 275.1519 279.8211 

5.3. Analysis of the influence of the working fluid characteristics 

When studying the dependence of pressure oscillations in the LS gas-dynamic cavity on the working fluid characteristics the 

adiabatic index varied and was 1.1, 1.25 or 1.4 at density ρ = 1,29kg /m
3.
 

With an increase in the adiabatic index from 1.1 to 1.4, the pressure oscillations of the gas-dynamic cavity are observed, 

which have a periodic character (Fig. 6). The pressure amplitude is 102880.5 Pa for k = 1.1. For k = 1.25, the pressure amplitude 

is 102816.3 Pa, and for k = 1.4 the pressure amplitude is 1003003Pa. 

Fig.6. Pressure dependence of the LS gas-dynamic gap on time for different working fluid characteristics. 

Table 5. Pressure amplitude for LS different working fluid characteristics. 

Computational experiment 1 2 3 

Adiabatic index, k 1.1 1.25 1.4 

Maximum pressure amplitude 

UP, MPa 
0.103 0.103 0.1 

When studying the dependence of temperature oscillations in the LS gas-dynamic cavity on the working fluidcharacteristics 

the adiabatic index varied and was 1.1, 1.25 or 1.4, with density ρ = 1,29 kg/m
3.

 

With an increase in the adiabatic indexfrom 1.1 to 1.4, the temperature oscillations of the gas-dynamic cavity are observed, 

which have a periodic character (Fig. 7). The temperature amplitude is 271.8515 K for k = 1.1. For k = 1.25 the temperature 

amplitude is 274.0991K, and for k = 1.4 the temperature amplitude is 275.1212K. 
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Fig.7. Temperature dependence of the LS gas-dynamic gap on time for different working fluid characteristics. 

Table 6. Temperature amplitude for LS different kinematic parameters. 

Computational experiment 1 2 3 

Adiabatic index, k 1.1 1.25 1.4 

Temperature amplitude UT, K 271.8515 274.0991 275.1212 

5.4. Analysis of the influence of physical and mechanical characteristics 

In the bi-directional aeroelastic formulation the LS calculation scheme was generated (Fig. 8) and a solution was obtained 

using equations (1-9) and initial and boundary conditions, which allowed obtaining the following results. 

Fig. 8. Formation of the LS calculation scheme (bidirectional FSI-statement) 

When studying the dependence of pressure oscillations in the LS gas-dynamic cavity on physico-mechanical characteristics 

of the LS the material density was set ρ = 7800 kg/m
3
,Poisson ratioμ = 0.35, the elasticity modulus ranged within 50, 100, 150, 

200 GPa. With an increase in elasticity modulus from 50 GPa to 200 GPa, the amplitude of the periodic pressure oscillations of 

the gas dynamic cavity decreases by 5 times. The pressure amplitude is 1 MPa at E = 50 GPa. At E = 100 GPa the pressure 

amplitude is 0.5 MPa, and at E = 150 GPa the pressure amplitude is 0.3 MPa, at E = 200 GPa the pressure amplitude is 0.2 MPa 

(Fig. 9). Fig. 9 shows the dependence of pressure oscillations in the LS gas-dynamic gap on time for LS various physico-

mechanical characteristics. 

When studying the dependence of displacements in the LS structure on physico-mechanical characteristics the density of the 

LS material was setρ = 7800 kg/m
3
, poisson ratio μ = 0.35, adiabatic index k = 1.4, air density ρ = 1.29 kg/m

3
,P0 = 0.1MPa, the 

calculated ratio of cells in the structure to the total number of cells calculated FL = 0.96, the elastic modulus varied within 50, 

100, 150 and 200 GPa. Near the gas-dynamic gap with an increase in E from 50 GPa to 200 GPa oscillations of displacements in 

the LS structure are observed. The oscillations are periodic in nature and stable in time. The displacement amplitude is 1 × 10-2 

microns at E = 50GPa. When E = 100GPa the displacement amplitude is 5 × 10 -3 m, and when E = 150 GPa the displacement 

amplitude is 3 × 10 -3 m, for E = 200 GPa the displacement amplitude is 2.3 × 10 -3 m (Fig.10). Figure 11 shows the relationship 

of displacements in the LS structure versus time for LS different physico-mechanical characteristics. 
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Fig. 9. Dependence of pressure oscillations in the LS gas-dynamic gap on time for LS various physico-mechanical characteristics. 

Table 7. Amplitudeof pressure oscillations at different values of LS physico-mechanical characteristics. 

Computational experiment 1 2 3 4 

Elasticity modulus E, GPa 50 100 150 200 

Pressure amplitude UP,MPa 1 0.5 0.3 0.2 

Fig. 10. Dependence of displacements in the LS structure versus time for LS various physico-mechanical characteristics. 

Table 8. Displacements in the LS structure for LS different physico-mechanical characteristics. 

Computational experiment 1 2 3 4 

Elasticity modulus E, GPa 50 100 150 200 

Displacement amplitudeUA, m 1×10-2
 5×10-3 3×10-3 2.3×10-3 

6. Conclusions 

1. With an increase in the compression wave velocity arising from the approach of the rotor to the surface of the LS under 

vibrations from 3.5 m/s to 10.5 m/s the amplitude of the gas dynamic force increases from 23.6Н to 45.5Н. The frequency does 

not change and is equal to 400 Hz. At a natural rotor frequency of 808 Hz, one can expect that with a minimum value of the gas 

flow velocity in the circumferential direction, weak vibrations may appear. As the speed increases, one can expect an increase in 

the LS vibrations. 

2. With the shaft diameter increase from 65mm to 260mm, the maximum amplitude of the gas dynamic force of 82.7N is 

observed at a diameter equal to 130 mm, the minimum amplitude of the gas dynamic force is observed at a diameter of 65mm 

from 7.7H, the frequency is 400Hz. The maximum frequency of the gas dynamic force is 770 Hz with a diameter of 65 mm. The 

minimum frequency of the gas-dynamic force is 406 Hz with the diameter equal to 260 mm. It can be seen that as the rotor 

diameter increases, the nominal values of the gas dynamic force increase. This is due to the increase in the rotor area at a 

constant nominal pressure. In this case the maximum amplitudes of gas-dynamic forces are observed when the oscillation 

frequency f P of the rotor is equal to the first natural frequency of the gas-dynamic pressure fluctuations of the circumferential 

cavity in the gap. Oscillation amplitude of gas-dynamic forces arelower at the rotor oscillation frequency fP equal to the second 

natural frequency of the gas-dynamic pressure oscillations of the circumferential cavity in the gap.Even lower are the amplitudes 

of gas-dynamic force oscillations at the rotor oscillation frequency fP equal to the fourth natural frequency of the circumferential 

pressure oscillations of the gas-dynamic cavity in the gap.The oscillation amplitudeof the gas-dynamic forces was also low at 

the natural frequency of the gas-dynamic cavity nonmultiple for the rotor frequency. 

3. With an increase in the adiabatic index k from 1.1 to 1.4 the gas-dynamic force oscillation amplitude increases from 

29.63N to 35.15N, and the oscillation frequency of gas-dynamic forces decreases from 392Hz to 388Hz. Thus, we note a weak 

influence of the working fluid characteristics on the LS vibrations. 
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4. With increase in elastic modulus from 50GPa to 200GPa the pressure oscillation amplitude decreases from 0.97MPa to 

0.19MPa, pressure oscillation frequency rises from 134kHz to 256kHz. Analysis of the influence of physical and mechanical 

characteristics on the LS vibrations demonstrated that with a hard material the strain rate is lower than with a soft material. The 

displacements in a softer material under given loads are 1 × 10 -2 microns. In a harder material the displacement amplitude is 

much lower. 

5. By changing the rotor diameter, it is possible to reduce vibration. Thus, it is possible to reduce the gaps in the LS and 

reduce leakage. 
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Abstract 

Automatic analysis of electroencephalograms (EEGs) is one of the promising areas of research, which results can be used, in particular, to 

build systems of mental control of objects. The Dynamic Time Warping procedure (DTW) is used in this work for comparing signals 

representing EEG. An important feature of the problem we are considering is the need for multiple comparison of signals at the stage of 

machine learning, which requires enormous computational costs. We propose a parallel algorithm that was implemented in C++ using the MPI 

technology and tested using the resources of the supercomputer complex of Moscow State University “Lomonosov”. The results of its testing 

on real data showed that the proposed method allows achieving an almost linear speedup and reducing the total calculation time from 29 days 

to 3.5 hours using 128 processes, which opens the possibility of improving the quality of automatic analysis of electroencephalograms.  

Keywords: high performance computing; comparing fragments of electroencephalograms; Dynamic Time Warping; the MPI technology; the 

supercomputer complex of MSU “Lomonosov” 

1. Introduction 

Electroencephalography is a method, which consists in reading electrical signals using electrodes located on the scalp. These 

signals are generated by the brain in the process of brain activity [1,2] and recorded as electroencephalograms for their 

subsequent analysis.  

Automatic analysis of brain electroencephalograms (EEGs) is one of the promising areas of scientific research, which results 

can be used, in particular, to build systems for mental control of external devices, e.g. a computer (brain-computer interface, 

BCI) [3].  

The idea of such “brain-computer” interface is based on the fact that signals generated by the brain under the influence of 

certain (target) stimuli, corresponding to a specific task, contain specific components which are absent under the influence of 

other stimuli. This happens in particular in the recognition of an object of a given type among a number of other objects. It is 

obvious that the problem of automatic recognition of the target object on the basis of the analysis of electroencephalograms 

plays one of the key roles in the construction of a system for the mental control of external objects [4,5]. Thus, it is especially 

important to improve the quality of its solution.  

In this paper we, following [5], focus on the experimental research scheme, according to which a person is provided with a 

series of mammogram images and his task is to find among them mammograms containing pathologies (the so-called target 

mammograms). EEG signals from 66 electrodes fixed on different parts of one's head are recorded during the process of viewing 

images. The task in this case is the automatic detection of signals registered in the process of viewing target mammograms. 

Figure 1a shows the process of registering electroencephalograms, and figures 1b and 1c - examples of mammograms with 

pathology and without pathology, respectively [5]. 

 
                 a)                   b)                     c)  

Fig. 1. a) The process of registering electroencephalograms, b) an example of a target object (mammograms with pathology), c) an example of an un-target 

object (mammograms without pathologies). 

Figure 2 shows examples of signals recorded from two of the 66 electrodes during viewing target (solid lines) and non-target 

(dashed lines) objects. The signals are subjected to preprocessing (filtration, scaling and smoothing by a sliding window), used 

by us to improve the quality of target objects recognition. 
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From a mathematical point of view, the electroencephalograms, which need to be analyzed for each of the 66 electrodes, 

fixed in different parts of the head are single-component discrete signals. 

       
Fig. 2. Examples of signals received from two electrodes. The solid lines show the signals corresponding to the target objects, and the dotted lines show the 

nontarget objects. 

Obviously, the analysis of electroencephalograms must inevitably be based on comparing the signals representing them. 

Since the form of the response to the stimulus and the time of its onset can vary, in this work, for the comparison of signals an 

adapted version of Dynamic Time Warping (DTW) procedure is used. This algorithm based on the search for optimal pairwise 

alignment of compared signals by local compression and stretching of their axes. Initially, the DTW method was proposed to 

compare speech signals [6], but was later adapted for many other areas [7,8].  

The task of analyzing electroencephalograms within the framework of this work is formulated in the form of a two-class 

pattern recognition problem, which solution is carried out in two stages - training and recognition [9]. At the training stage, a 

decision rule is formed for assigning new signals to the target or non-target class on the basis of processing a certain finite set of 

signals with a known class affiliation. At the recognition stage, the constructed decision rule is applied to new signals. 

Recognition can be carried out very quickly, while the process of constructing a good decision rule, which allows to classify 

new signals with high accuracy, is very laborious.  

Modern methods of machine learning in the construction of decision rules are based on measures of object comparison and 

allow us to automatically choose the most suitable ones in the training process, improving the quality of the solution of the 

problem [10]. The great complexity of training is due to the necessity of multiple comparison of long signals in the calculation 

of a whole series of matrices of their pairwise dissimilarity (for different electrodes, different types of preprocessing, different 

values of the parameters of the comparison algorithm), choosing the most suitable of which is not possible a priori.  

In accordance with the above, an extremely topical task is to increase the productivity of the electroencephalogram 

comparison.  

There are a number of ways to speed up the Dynamic Time Warping procedure, however, they either do not guarantee the 

finding of the optimal solution [6,11-14], or the performance improvement is provided only in cases, when comparing close or 

sparse signals [15,16]. But such situations are rare in the analysis of electroencephalograms. The use of modern parallel 

computing technologies is a fundamentally different direction for increasing productivity of signals comparison. However, the 

implementation of known parallel versions of DTW procedure (as well as similar tasks with cycles having diagonal 

dependencies) do not give the desired effect due to the need for frequent synchronization of processes or threads, and in some 

cases may even lead to an increase in the operating time compared to the serial version because of less efficient work with the 

cache memory [17-21]. 

In this paper, we propose a parallel algorithm that significantly improves the performance of calculating the matrix of pairwise 

comparisons for any signals representing fragments of an electroencephalogram. Increase in productivity is performed without 

loss of accuracy of calculations due to taking into account the features of the task, allowing to implement parallelization at a 

higher level. 

The proposed algorithm is implemented in C ++ programming language using the MPI technology [21] and tested using the 

resources of the supercomputer complex of Moscow State University “Lomonosov” [23]. The results of the research on real data 

showed that the proposed method allows to achieve near-linear acceleration, and to reduce the total calculation time from 29 

days to 3.5 hours using 128 processes, which opens the possibility of improving the quality of automatic analysis of 

electroencephalograms. 
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2. Comparison of fragments of electroencephalograms based on DTW 

2.1. The mathematical formulation of the problem of comparing two signals 

Let 1 2( , ,..., )Nx x x
x

x =  and 1 2( , , ..., )Ny y y=
y

y  - are two single-component discrete signals, which length are Nx and Ny , 

respectively, and which consists of ,i jx y RО , 1,...,i Nx= , 1,...,j N= y elements.  

Specific pairwise warping 

 

of two signals x  and y uniquely determines the correspondence of signal's elements and has a length Nw , equal to the number 

of such pairwise correspondences. At that first and last elements of signals are certainly corresponded to each other: 

1,1 1,2 1,= =w w  ,1N N
w xw = , ,2N N

w yw = .   

A warping of two signals is considered as optimal one if it ensures the minimum value of the following optimality criterion: 

  (1) 

where 

  

 

 

 

0b і  - penalty for non-parallel references between elements of signals, corresponded to local warping axes. 

The optimal value of the criterion can be considered as a dissimilarity of the signals: 

ˆ( , ) ( , , )r J=x y x y w .   

2.2. A sequential algorithm for computing the dissimilarity of two signals 

The minimum of the optimality criterion (1) can be found by means of the dynamic programming procedure [24]. It is 

convenient to represent the algorithm of finding the optimal warping in terms of an oriented graph of pairwise correspondences 

(Figure 3), in which the nodes correspond to the comparison of the signal's elements, the horizontal and vertical edges 

correspond to the local warping of the axes (passing through them is penalized with the positive penalty b ), and the diagonal 

edges - parallel references between signal's elements. 

The algorithm of finding the optimal pairwise warping consists in consecutive passing through all the vertices of the graph, 

beginning with the upper left and ending with the bottom right vertex. An incomplete value of the optimality criterion 𝐽�̅�,1 is 

calculated at each vertex on the basis of the initial parts of the signals 1.. 1( ,..., )i ix xx = , 1.. 1( ,..., )j jy yy = : 

 

The sought value of the dissimilarity of two signals: 𝑟(𝐱, 𝐲) = √𝐽𝑁𝑥𝑁𝑦 . 
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Fig. 3. A graph of pair correspondences of signal samples representing an electroencephalogram. 

2.3. Calculation of the matrix of values of dissimilarity of electroencephalograms 

As already mentioned above, at the stage of learning the computer algorithms for data analysis, it is necessary to calculate the 

matrices of the values of dissimilarity for all pairs of signals representing fragments of electroencephalograms from a certain 

training set 1 2{ , , ..., }KX = x x x .  

The matrix of pairwise dissimilarities calculated in accordance with the algorithm given in Section 2.2 is symmetric and 

contains zero values on the main diagonal, so it is sufficient to calculate only the values belonging to the upper (or lower) 

triangle (Figure 4), the number of which can be determined according to the expression ( )1 / 2K K - . 

 
Fig. 4. Matrix of values of pairwise dissimilarity of signals. 

 

Since the number of computations has a quadratic dependence on the number of signals compared, even for a small volume 

of training set. In this work the training set consists of K = 755 fragments of electroencephalograms (for each electrode) and so 

it is necessary to perform 284635 pairwise comparisons of signals to calculate one matrix. Thus, it is necessary to perform 

56357730 pairwise comparisons of signals to calculate such matrices for all 66 electrodes and for three different values of the 

penalty for warping signal's axes. Since the time of one pairwise comparison requires, on average, 0.045 seconds, the calculation 

of all the matrices takes about 29 days, which makes it impossible to carry out experiments on real data and requires taking 

special measures to improve computing performance. 

3. Parallel comparison of fragments of electroencephalograms 

The task of computing several matrices of pairwise dissimilarity of fragments of electroencephalograms has several levels of 

data parallelism. Independently from each other can be calculated: 

1) the incomplete values of the criterion, located on one minor diagonal of the graph of pairwise correspondences, 

2) all elements belonging to the upper (or lower) triangle of the matrix of values of pairwise dissimilarity (Figure 4), 

3) all matrices of pairwise dissimilarity. 

Parallelization at the first level requires frequent interaction of processes or threads and is associated with the costs of 

synchronization, what can also lead to inefficient use of the cache [17-21] and, accordingly, does not provide the desired 

acceleration of computations. 

Parallelization at the third level obviously makes sense only if the number of matrices that need to be calculated is greater 

than the number of available calculators. It also seems inappropriate, since in this study we focus on the computational 

capabilities provided by the supercomputer complex “Lomonosov” of Moscow State University [23], consisting of more than 

5000 nodes and more than 12000 processor cores. 
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So, in the framework of this paper, parallelization is performed at the second level, i.e. the tasks of calculating the elements 

of a single matrix of pair-wise dissimilarity for a set of signals are identified as parallel tasks. In this case, if it is necessary to 

calculate several matrices, then they are computed sequentially. 

MPI technology [21] has been chosen as a technology for organizing parallel computing, which allows to organize the 

interaction of processes running on different computing nodes. 

In this case, since even for the Lomonosov supercomputer, the number of elements of each calculated matrix turns out to be 

much larger than the number of processors, then the parallel tasks are aggregated by means of a one-time distribution of the 

matrix elements between the processes. 

In this paper the following scheme is used to distribute ( 1) / 2M K K= -  elements between the P  processes: the first 

modM P processes receive the ( mod ) / 1M M P P- +  elements, and the remaining modM M P-  processes receive the 

( mod ) /M M P P- elements, where mod  is the modulo operation which gives the remainder after division of one integer by 

another. 

This scheme allows us to distribute the work between processes as evenly as possible. The one-time even distribution of 

elements between the processes proves to be the most effective in this situation, since all compared signals have the same length 

and, accordingly, the comparison of any pairs of signals takes approximately the same time. As a result,this scheme allows to 

ensure the most efficient use of the resources of the computer system. 

Graphical representation of the scheme of data distribution by processes is shown in Fig. 5.  

 

Fig. 5. Scheme of data distribution by processes for three processes. 

According to the proposed scheme of parallel computing, each process independently of the others: 

1) reads the original signals representing fragments of electroencephalograms from the input file, 

2) determines the number of matrix's elements that it must process and the linear index of the initial element belonging to its 

range, according to the above-mentioned principle of uniform distribution of elements between processes, 

3) calculates the row and column number determining the position of the given element in the matrix from the found linear 

index, 

4) performs a sequential search of the consecutive elements of the matrix belonging to the upper triangle starting from the 

element defined in clause 2, at that performs for each element of its range a comparison of the corresponded signals (according 

to the sequential algorithm described in Section 2.2) and stores the calculated values in their copy of the dissimilarity matrix.  

Calculations continue until the number of elements obtained in step 2 is processed.  

All results are merged on the process with the number 0 using the function MPI_Reduce, after each process computes its 

elements of the dissimilarity matrix.   

4. Experimental study 

Brain electroencephalograms obtained in the course of the study described in [5] have been used to investigate the proposed 

algorithm.  

In total, it is required to calculate three matrices (for different values of the penalty) of a pairwise dissimilarity of 755 signals 

for each of the 66 electrodes. I.e. it is required to calculate 198 matrices. However, the calculation of all matrices of dissimilarity 

takes approximately the same time and in this connection, it is enough to perform testing for one of the matrices. 

The performance study was implemented using the resources of the MSU supercomputer complex “Lomonosov” [23]. 

Testing was conducted for different matrix sizes and different number of processes to identify possible behavioral features of the 

proposed algorithm. The results of time measurements in the calculation of one matrix of pair-wise dissimilarity of signals are 

given in Table 1. 

The acceleration, which was obtained for each case, was calculated as the ratio of the sequential computation time to the 

calculation time on P processes. The results are shown in Table 2. 
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Table 1. Time of calculating the matrices of pairwise comparison of signals for different matrix sizes and different number of processes 

Number of signals Running time of the algorithm (sec) 

Number of processes 

1 2 4 8 16 32 64 128 

10 2,14918 1,12535 0,701826 0,48118 0,21083 0,191736 0,205418 0,353755 

20 9,04609 4,61894 2,38828 1,15214 0,619012 0,381232 0,297953 0,392734 

40 37,1698 18,7533 9,42092 4,82778 2,34974 1,26236 0,822015 0,615929 

100 232,34 117,278 58,3369 29,1305 14,696 7,72897 4,09282 2,46599 

200 943,653 472,307 238,218 117,96 59,0047 30,2108 15,3994 8,34048 

300 2124,3 1083,46 541,713 268,855 133,068 67,1879 34,5807 17,4532 

500 5912,42 3010,1 1498,6 736,2 371,859 185,836 93,3412 49,3313 

755 13675,7 6864,46 3418,42 1700,52 847,277 422,34 212,281 106,928 

Table 2. Acceleration obtained in calculating the matrices of pairwise comparison of signals for different matrix sizes and different number of processes 

Number of 

signals 

Acceleration of the algorithm 

Number of processes 

1 2 4 8 16 32 64 128 

10 1 1,909788 3,062269 4,466478 10,1939 11,20906 10,46247 6,075335 

20 1 1,958477 3,787701 7,851554 14,61376 23,72857 30,3608 23,03363 

40 1 1,98204 3,945453 7,69915 15,81869 29,44469 45,21791 60,34754 

100 1 1,981105 3,982728 7,975833 15,80974 30,06093 56,76771 94,21774 

200 1 1,997965 3,9613 7,999771 15,99284 31,23562 61,27856 113,1413 

300 1 1,960663 3,921449 7,901285 15,96402 31,6173 61,43022 121,7141 

500 1 1,964194 3,945296 8,030997 15,89963 31,81526 63,34202 119,8513 

755 1 1,992247 4,000591 8,042069 16,14077 32,38078 64,42263 127,8963 

Figure 6 shows graphs illustrating the data from Tables 1 and 2. 

 
         a)                                  b)  

Fig. 6. Graphs of a) time dependence and b) acceleration of the algorithm from the number of processes. 

As expected, the acceleration achieved by using the proposed parallel algorithm increases with the size of the calculated 

matrix of signal dissimilarity. And the acceleration is almost linear in the calculation of the total matrix. 

Thus, the proposed approach launched on 128 processes of “Lomonosov” supercomputer complex allowed us to reduce the 

time of calculating one complete matrix of dissimilarity of fragments of electroencephalograms by 127.89 times. The calculation 

time for one matrix was reduced from 3.8 hours to 1.78 minutes, and the total calculation time of all 198 matrices was reduced 

from 29 days to 3.5 hours. 

5. Conclusion 

In this paper, a high-performance algorithm is proposed which calculates the matrix of the dissimilarity of signals 

representing fragments of brain electroencephalograms. The proposed algorithm was implemented in C++ programming 

language with using MPI parallel programming technology. It was tested using the resources of “Lomonosov” supercomputer 
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complex at Moscow State University [23]. Experimental studies implemented on real data have shown that the proposed 

algorithm allows to achieve an almost linear speedup and to reduce the total calculation time from 29 days to 3.5 hours by using 

128 processes. And so, it opens the possibility of improving the quality of automatic analysis of electroencephalograms. 

Acknowledgments 

This work is supported by the Russian Fund for Basic Research, grant 15-07-08967.  

The authors would like to thank rector of Lomonosov Moscow State University Viktor Sadovnichiy and Moscow State 

University Supercomputing Center for providing “Lomonosov” supercomputer complex to perform experimental study.  

References 

[1] Zenkov LR, Zenkov KS. Clinical electroencephalography (with elements of epileptology). 3rd ed. Moscow: Publishing house MEDPRESS-

INFORM, 2004; 368 p. (in Russian) 

[2] Teplan M. Fundamentalsof EE Gmeasurement. Measurement Science Review 2002; 2(2): 1–11. 

[3] Wolpaw J, McFarland DJ, Neat GW, Forneris CA. An R. EEG-based brain-computer interface for cursor control. Electroencephalography & Clinical 

Neurophysiology 1991; 8(3): 252–259. 

[4] Tran L. EEG Features for the Detection of Event-Related Potentials Evoked Using Rapid Serial Visual Presentation. PhD Thesis 2014; 63 p. 

[5] Hope C, Sterr A, Langovan PE, Geades N, Windridge D, Young K, Wells K. High Throughput Screening for Mammography using a Human-

Computer Interface with Rapid Serial Visual Presentation (RSVP). Proc. SPIE 8673, Medical Imaging: Image Perception, Observer Performance, 

and Technology Assessment 2013; 867303. DOI:10.1117/12.2007557 

[6] Sakoe H, Chiba S. Dynamic programming algorithm optimization for spoken word recognition. IEEE Transactions on Acoustics, Speech and Signal 

Processing 1978; 26(1): 43–49. 

[7] Berndt DJ, Clifford J. Using dynamic time warping to find patterns in time series. Association for the  Advancement of Artificial Intelligence, 

Workshop on Knowledge Discovery in Databases 1994: 229–248. 

[8] Keogh E, Pazzani M. Scaling up dynamic time warping for datamining applications. Proceedings of the sixth ACM SIGKDD intern. conf. on 

Knowledge discovery and data mining. ACM Press, New York, NY, USA 2000: 285–289. 

[9] Vapnik,V. Statistical Learning Theory. John-Wiley & Sons, Inc., 1998. 

[10] Tatarchuk A, Sulimova V, Mottl V, Windridge D. Supervised Selective Kernel Fusion for Membrane Protein Prediction. Lecture Notes in Computer 

Science 2014; 8626: 98–109. 

[11] Myers C, Rabiner LR, Rosenberg AE. Performance tradeoffs in dynamic time warping algorithms for isolated word recognition. IEEE Transactions 

on Acoustics, Speech and Signal Processing 1980; 28(6): 623–635. 

[12] Keogh E, Ratanamahatana C. Exact indexing of dynamic time warping. Knowledge and Information Systems 2004; 7(3): 358–386.  

[13] Lemire D. Faster retrieval with a two-pass dynamic-time-warping lower bound. Pattern Recogn. 2009; 42(9): 2169–2180.  

[14] Salvador S, Chan P. Toward accurate dynamic time wrapping in linear time and space. Intelligent Data Analysis 2007; 11(5): 561–580. 

[15] Al-Nayma G, Chawla S, Taheri J. SparseDTW: A Novel Approach to Speed up Dynamic Time Warping, 2012 

[16] Silva DF. Speeding up all-pairwise dynamic time warping matrix calculation 2016. URL: http://sites.labic.icmc.usp.br/prunedDTW 

[17] Lamport L. The parallel execution of DO loops. Commun. ACM 1974; 17(2): 83–93. 

[18] Babichev AV, Lebedev VG. Parallelization of program cycles. Programming 1983; 5: 52–63.(in Russian) 

[19] Fernandez A, Llaberia JM, Valero-Garcia M. Loop Transformation Using Nonunimodal Matrices. IEEE Transactions on Parallel and Distributed 

Systems 1995; 6(8): 832–840. 

[20] Abu Khalil JM, Morylev RI, Shteinberg BI. Parallel Algorithm of Global Alignment with Optimal Memory Usage. Modern problems of science and 

education 2013; 1. URL: http://www.science-education.ru/107-8139 . (in Russian) 

[21] Steinberg BI. Optimizing the use of the memory cache in computational tasks and optimizing compilation. The All-Russian Scientific Conference on 

Informatics Problems SPISOK-2013, mehmat of St. Petersburg University, St. Petersburg, 2013. (in Russian) 

[22] Antonov AS, Tutorial A. Parallel Programming Using MPI Technology. Moscow: MGU, 2004; 71 p.(in Russian) 
[23] Voevodin VlV, Zhumatiy SA, Sobolev SI, Antonov AS, Bryzgalov PA, Nikitenko DA, Stefanov KS, Voevodin VadV. Practice of ‘Lomonosov’ 

Supercomputer. Open Systems. Moscow: “Open Systems” Publishing house 2012; 7: 36–39. (in Russian) 

[24] Bellman R, Kalaba RM. Dynamic Programming and Modern Control Theory. Science 1969; 118 p. (in Russian) 

 



3rd International conference “Information Technology and Nanotechnology 2017”      25 

Software for heterogeneous computer systems and structures of data 

processing systems with increased performance 

A.A. Kolpakov
1
, Ju.A. Kropotov

1
 

1Murom institute (branch) VlSU, Orlovskaya st., 23, 602264, Murom, Vladimir region, Russia  

Abstract 

The issue of creating high-performance computing systems based on heterogeneous computer systems is topical, as the volumes of processed 

information, calculations and studies with large data sets are constantly increasing. The aim is to develop software design techniques 

heterogeneous computer data processing system. As a result, a technique has been developed for combining shaders to improve the 

performance of heterogeneous computations. The presented solution is supposed to be implemented as a software module for a computer 

system using CUDA technology. 

Keywords: parallel computing; heterogeneous computing systems; graphics processors; CUDA; OpenCL 

1. Introduction 

The GPGPU program can be conditionally represented using the following sets: 

− set of shaders that perform calculations; 

− set of variables that control the computations; 

− the set of data over which the calculations are performed and in which their results are recorded; 

− a set of instructions that run a particular shader, provide him with input for certain data and output the result to a 

certain texture. 

1.1 GPU programming based on vertex and pixel programs 

The elementary primitive for visualization, with which the graphics processor works, is a triangle. With each vertex of a 

triangle, it is possible to associate a limited set of arbitrary data, for example, its color, normal, and other user data, Up to 8 

textures can be associated with the primitive itself – one-, two-, and three-dimensional images. The structural scheme of data 

processing based on vertex and pixel programs is shown in fig. 1. 

 
Fig. 1. The structural scheme of data processing based on vertex and pixel programs. 

As shown in fig. 1, the user application sends requests for visualization of a 3D-scene to the OpenGL or DirectX low-level 

programming libraries, which are parts of the operating system. Then this data is transformed with the graphics card driver into 

direct commands of the graphics processor [1,2,3]. 

1.2 GPU programming based on CUDA library 

Despite the fact that programming vertex and pixel programs has proven effective for modeling various physical processes, the 

use of this method is not convenient for the programmer. The programmer needs to have a sufficiently high qualification to 

perform computational tasks on the graphics processor, i.e. to use the principles of the GPU in detail, because a small inaccuracy 
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in the control code of the graphics processor can lead to a significant distortion of the result of the calculations. The structural 

scheme of the software on the basis of CUDA library is shown in fig. 2. 

 
Fig.2. The structural scheme of the software on the basis of CUDA library. 

The executable unit of the CUDA program is warp. The size of warp is 32 threads. This is due to the fact that latency is 4 

cycles when executing one instruction on the multiprocessor. Only with respect to warp we can talk about the parallel execution of 

flows, no other assumptions can be made. However, this does not mean that warps are executed sequentially on the 

multiprocessor. The execution of warps can be parallel, for example, in the event that one warp expects data from global memory, 

other warps can be executed at this time.  

Interaction between threads can be carried out only within the block. Data is exchanged via a shared memory which is 

common to all streams in the block. The execution of threads can synchronize by calling special synchronization functions. 

1.3 GPU programming based on OpenCL library 

The development of the GPU and its use in tasks unrelated to computer graphics has resulted in the development of a single 

standard for describing computations on highly parallel systems – OpenCL (Open Computational Library). The generated 

OpenCL library appeared on the basis of the previously developed Nvidia CUDA technology, which describes the interface of 

application interaction with the computing resources of the graphics processor. Unlike CUDA technology, OpenCL technology 

describes a computation model without connection to a specific type of device on which these calculations will be executed. Due 

to the fact that OpenCL is designed exactly as a standard for computations on highly parallel systems, many specific features of 

CUDA technology have been excluded from the standard. In general, CUDA technology has more possibilities, in comparison 

with OpenCL for describing parallel computing, if the Nvidia graphics processor is the computing device. 

OpenCL allows to describe the calculations, abstracting from a particular device, on which these calculations will be 

implemented. In general, OpenCL algorithms can be executed on several CPU cores, on a graphics processor or on IBM Cell / 

B.E processors. OpenCL implementation uses extensions of the C language to describe the algorithm [3,4]. 

The OpenCL library is a promising library for use in various scientific research. The advantage of the OpenCL library is 

support from high-performance clusters. Any application that uses OpenCL can be run without modifications on a cluster that 

contains, among other things, graphics processors. This application will be available to all existing computing resources in the 

system. The structural scheme of the software on the basis of the OpenCL library is shown in fig. 3. 

 

Fig. 3. The structural scheme of the software on the basis of the OpenCL library. 
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The central element of the OpenCL platform model is the concept of a host, the primary device that manages OpenCL 

calculations and performs all interactions with the user. The host is always represented in a single instance, while the OpenCL-

devices on which the OpenCL-instructions are executed can be represented in the plural. OpenCL-device can be CPU, GPU, 

DSP or any other processor in the system, supported by the OpenCL-drivers installed in the system. 

2. Software of a heterogeneous computer data processing system 

The block diagram of the developed software of a heterogeneous computer data processing system is shown in fig. 4. 

Memory of 

constants

Module for constructing 

and processing a text 

tree

Variable 

memory

The decision module 

on the transfer of 

calculations

DB of text trees

Module for constructing 

and processing a 

program tree

Finite state 

automaton

The scheme of 

the program 

tree

Code processing 

module

Source code

Execution module
Optimized 

executable code

 

Fig. 4. The block diagram of the developed software of a heterogeneous computer data processing system. 

According to fig. 4 the input source for the software is the source code of the program being processed. It enters the module 

for building and processing a text tree, in which the initial processing of the source code occurs and the construction of a text 

tree on its basis. Memory constants and variable memory are used to work with a text tree.  

The received text tree is transferred for processing to the module for constructing and processing the program tree. The 

module for building a software tree uses a database of previously processed text trees, which allows to significantly accelerate 

the construction of a program tree [5,6].  

For the processing of the program it is necessary to build a tree that represents a text description in a convenient format. There 

can be several types of nodes in the program tree: 

 root node – contains all the data that must be computed during the execution of the program as descendants; 

 node with data – represents an array of data that is required to transmit the input ancestor or into which to write the 

result descendant; 

 node with variable – represents a variable that must be passed to the input of the ancestor shader or that describes the 

condition of the conditional parent operator; 

 node with no operations – transfers the data of the descendant to the ancestor without changing them; 

 node with shader – performs a shader with input data received from the children and passes the result to the 

ancestor; 

 node with arithmetic operation – performs arithmetic transformation of input data received from descendants and 

passes the result to the ancestor; 

 node with branching start – describes a conditional statement; the first child is a variable that describes which branch 

to choose, followed by the various branches of execution; 

 node with branching completed – describes the completion of the conditional statement, all its branches are reduced 

to this node. 

Trees are alternately built for each instruction. The parser parses the string representation, defines the output array with the 

data, optionally expands the abstractions and defines the set of functions that must be performed to obtain the result. 

In each subsequent tree, the node with the data that was recorded in one of their previous instructions is replaced by the tree 

of the last instruction. The program tree is obtained after processing the last instruction. It should be noted that the software tree 

may not be a tree by definition - some nodes may have more than one ancestor, but most often it represents a tree or a structure 

close to it. 

The software tree is transferred to the module of decision about the transfer of calculations, where the original algorithm is 

divided into stages and a decision is made to transfer the calculations to the GPU for each stage with further transfer to the code 

processing module. 
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3. Development of the code processing module 

The code processing module makes the necessary changes to the source code program to produce a finite automaton of the 

program transmitted in the execution unit, generating executable code treated.  

The level of the target executor for the family of accelerators takes on the input a graph of functional operations and on the 

output receives a program for the GPU [7,8]. This program has the form of a performance script, in which operations are 

available for starting the shader on the GPU with a certain set of parameters, allocating and freeing memory, transferring data 

from RAM to video RAM and back. The basic stages of broadcasting the program at the level of the target performer: 

1. Splitting the original graph into subgraphs corresponding to different passes. Subsequently each subgraph is broadcast 

separately. 

2. Select the display for the data and for the code. In this case, for example, one array of logical data can be mapped to several 

physical GPU buffers, and the restore operation in the source code is performed in a loop, with each iteration processing a block 

of 4 elements.  

3. Code generation for the GPU. After the mappings are selected, they are generated by the code on the GPU. In particular, 

the indexes for the GPU buffers are calculated and the repetitive reads are eliminated. 

4. Conversion of the generated code. At this stage, the arithmetic expressions are merged into vector commands and the 

constants are convoluted. 

Since the individual expressions calculated on the GPU are relatively small, and the passage requires a large computing 

power of the shader, the first stage is relatively simple. Most often, the result of his work is the only subgraph that coincides with 

the original graph. The main criterion for partitioning into passages is the reuse of data. Splitting is only possible if you can not 

avoid multiple calculations of the same data without it. 

The most difficult from the point of view of implementation are the stages 2 and 3. Step 4 is relatively simple and is 

performed using arithmetic transformations. The possibility of merging arithmetic expressions into vector operations is provided 

by an efficient choice of mappings in stages 2 and 3. 

The functional graph C$ defines the following types of vertices [9]: 

Sheet tops: 

1. Constants. 

2. Related variables. In fact, are similar to the cycle. They run through a certain range and can be used to calculate the index 

expressions. 

3. Functions. They can be member functions (including standard operations) or arrays. If the function is found expression, it 

is applied to its arguments, so in the end it will not be presenting. 

Internal vertices:  

5. Applying a function to arguments (@). This can be an application of a normal function or a reference to an array element. 

6. Reduction operation (R). It has 2 arguments, the first of which specifies a reducing function, and the second one is 

reducible. Reduction is applied to all dimensions of an array that does not contain associated variables, as well as related 

variables, which allows partial reduction.  

Associated variables "spread" from the bottom up the graph. They can end their distribution only at the vertices of reduction 

or at the root apex. We also assume that an acyclic graph is arranged in such a way that all paths of propagation of a bound 

variable terminate on the same vertex. 

Below is an example of combining two shaders, in which you can see the non-optimal parts of the code. The block diagram of 

the first shader is shown in fig. 5. 

 

Fig. 5. Block diagram of the first shader. 

A block diagram of the second shader is shown in fig. 6. 

The block diagram of the combined shader, obtained after merging the sequence of these shaders, is shown in fig. 7. 

To perform the shader more efficiently, it is necessary to perform its correction. A block diagram of the final adjusted shader 

is shown in fig. 8. 

After carrying out all the above-described changes, the shader code will be compiled and will be ready for use in calculations. 

 

 

End 

Begin 

gl_FragColor = inp1 * inp2; 

vec4 inp2 = texture2DRect (input_tex, 

gl_TexCoord[0].st + vec2(0.0, 1.0)); 

 

vec4 inp1 = texture2DRect 

(input_tex, gl_TexCoord[0].st); 
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Fig. 6. Block diagram of the second shader. 

 

Fig. 7. Block diagram of the combined shader. 

 

Fig. 8. Block diagram of the resulting shader. 

4. Conclusion 

The program provides the schemas of the processed program tree and the generated automaton and the received shaders as 

output. The scheme of the processed program tree is shown in Fig. 9. 

As can be seen from fig. 9, the software tree consists of nodes of various types, each of which describes the behavior of the 

program: the root node; node with data; node with variable; node with no operations; node with a shader; node with arithmetic 

operation; node with the beginning of branching; node with the completion of branching. 

The code for the graphics processor is generated in accordance with the selected display. Each key vertex is associated with a 

set of output variables, for the calculation of which it responds. The root node, in addition to their calculation, is responsible for 

writing them to the output buffers. For each sub-graph of operations, a code template is generated. Based on this template, a 

code is generated for each set of values of the block measurement instances [10].  

Begin 

vec4 inp2 = texture2DRect (input_tex, 

gl_TexCoord[0].st + vec2(0.0, 1.0)); 

vec4 inp1 = texture2DRect (input_tex, 

gl_TexCoord[0].st); 

vec4 inp = result + inp1; 

vec4 result = inp1 * inp2; 

gl_FragColor = inp * coeff; End 

Begin 

vec4 inp = first + texture2DRect(input_tex, 

gl_TexCoord[0].st); 

vec4 inp2 = texture2DRect (input_tex, 

gl_TexCoord[0].st + vec2(0.0, 1.0)); 

vec4 inp1 = texture2DRect (input_tex, 

gl_TexCoord[0].st); 

vec4 first = result; 

vec4 result = inp1 * inp2; 

gl_FragColor = inp * coeff; End 

End 

Begin 

gl_FragColor = inp * coeff; 

vec4 inp = first + 

texture2DRect(input_tex, gl_TexCoorc 

[0].st); 

vec4 first = 

texture2DRect(shader1_tex, gl_TexCoorc 

[0].st); 
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Fig. 9. Processed software tree. 

The most difficult part of the code generation phase is the generation of access commands in RAM. By mapping, the number 

of buffer numbers that can participate in this data reading operation is determined. Further, a set of two-dimensional indexes for 

reading from this buffer is determined for different values of block indexes for each of the buffer numbers. There is the vertex 

closest to the root, in which the index can be calculated, for each index, based on a set of variables on which it really depends. 

Improves the calculation of indices, which are linear by iteration of the cycle. In each key vertex, a set of indices is marked, 

which it needs to compute, in order to avoid the recalculation of the indices. The data reading operation is performed in the same 

key node to which the index belongs. This allows you to avoid re-reading the same data from the RAM, even if they are made by 

different reading vertices. 

To work with the indices used automatic conversion tools of integral and simplifying expressions. They support the 

conversion of expressions containing arithmetic operations, minimum, maximum, and comparison operations. 

The program allows flexible manipulation of options. 

In the course of investigating the effectiveness of the developed information processing algorithms, the problem of finding 

zero bit vectors was solved, which is solved using genetic algorithms. In solving this problem, the main working time is 

occupied by parallel computations of the values of the fitness functions of different individuals, the operations of crossing and 

mutation. The algorithm has properties that are characteristic of many genetic algorithms: 

1. Representation of an individual in the form of a bit string. 

2. A small number of logical operations in calculating the function of fitness, performing mutation and crossing. 

3. Consecutive memory access. 

These properties allow to effectively use the calculations on the graphics processor. 

The mutation operation is standard for such individuals - changing the value of one random bit. A single-point crossover is 

used as a cross operation. 

The function of fitness of an individual is the number of units in it. Accordingly, it is necessary to deduce an ideal individual 

with a zero fitness function. There is an algorithm that allows you to calculate the number of units in a 32-bit number using only 

arithmetic operations. 

To test the efficiency of the algorithm for improving data processing efficiency, we used a test computer system of the 

following configuration: CPU Intel Core 2 Quad Q9400 (2.66GHz), 8GB RAM, graphics card Nvidia GeForce GTX560 2Gb 

with 336 streams, Windows 7 x64 operating system, MS compiler Visual Studio 2008 in release mode. 

The average time spent on receiving a new generation for different sizes of the problem and the number of individuals in the 

generation was investigated. For this, several iterations of obtaining the next generation (about 100-1000 starts) were started and 

the total time spent on the whole algorithm was divided by the number of generations obtained. 

Performance study In the first challenge test varied number of 32-bit integers in the array (M) and the number of parallel 

streams (N). 

We investigated the average time t spent on obtaining a new generation for a different number of 32-bit integers in an array 

and the number of parallel threads. The research was conducted using OpenCL and NVIDIA CUDA technologies [4]. The 

results of the study of the average time spent on obtaining a new generation for the parameter M = 10 are shown in Fig. 10. 

In fig. 10 graphics OpenCL and CUDA show the execution time of the base algorithm, OpenCL-O and CUDA-O - using the 

developed algorithm for improving data processing performance. As can be seen from the graphs, with the value of the 

parameter M = 10, the application of the developed optimization algorithm gives an increase in performance: in the case of 

OpenCL, the processing time for 128 threads is reduced from 1.08 ms to 0.75 ms and from 219 ms to 84.2 ms for 102400 Flows. 

In the case of NVIDIA CUDA, the processing time is reduced from 0.85 ms to 0.74 ms for 128 threads and from 189 ms to 48.4 

ms for 102400 streams [4]. 

ROOT 

DATA: bg 

DATA: out SHADER: tr 
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а                   b 

Fig. 10. The average time spent by a parallel system to receive a new generation, whith M =10, а: OpenCL – basic algorithm, OpenCL-О – developed algorithm, 

b: CUDA – basic algorithm, CUDA-О – developed algorithm.  
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Abstract 

This paper presents an algorithm enhanced mixing of audio streams for computation on GPUs, which combines multiple stages of mixing by 

using two-pass rendering, which significantly reduces the switching time between buffers. Methods of computer experimental comparative 

studies were carried out evaluating the performance of the developed algorithm. The purpose of the present paper is development of an 

efficient algorithm for mixing audio streams for processing on GPUs. The method of transfer operations computing on graphics processors 

with the use of Shader programs was developed. Novel features presented solutions is using a two-pass rendering. The results showed that the 

application of the developed algorithm leads to an increase in computational performance up to 6 times. Presented solution can be 

implemented as software in the telecommunications multiprocessor systems.  

Keywords: two-pass rendering; algorithm for increasing productivity; parallel computing; heterogeneous computing systems; graphics 

processors; mixing of audio data 

1. Introduction 

The development of information and telecommunication systems of digital in-house operational, command, loudspeaker and 

telephone communication on their basis becomes especially urgent with the development of modern computer networks. It is 

justified to use panel or tablet computers based on ready-made solutions to ensure optimum performance when designing such 

systems. Since voice communication plays an important role, the voice conferences mode with several participants is the main 

one in such systems. 

The simplest scenario of organizing voice communication is that each sound source sends its audio stream to each receiver 

independently. This method is simple and convenient, but it requires high network bandwidth, which is not always possible. 

Therefore, the best method is audio mixing, which means combining the audio streams from each source into one. Based on the 

possibility of sound waves superimposed on each other, this method can provide an acceptable sound quality, while ensuring a 

decrease in network congestion. However, the application of this method can significantly increase the load on the server CPU, 

which can negatively affect the overall system performance. The way out of this situation may be the use of GPUs to solve this 

problem [1]. 

2. The problems with using graphics processors for audio mixing 

Although the graphics processors are quite efficient, there are several problems in using them for audio mixing, which are 

related to the architecture and the limited functionality [2]. 

The first problem is the bus bandwidth between the GPU and the main memory, which is smaller than between the main 

processor and the main memory. For example, the Intel 975X chipset provides theoretical bandwidth for a CPU of 10.7 GB/s, 

and for the GPU only 8 GB/s. Practice shows that the lack of support for asynchronous I/O requires a lot of time for additional 

operations, such as locking / unlocking the buffer. Since the general calculations on the GPU are based on 3D rendering, the 

write speed is usually higher than the read speed. This asymmetry makes the procedure for reading the result sufficiently long [3, 

4]. 

Secondly, the general calculations on the GPU are based on 3D models, different tasks require different GPU settings, such as 

3D models, transforming matrices and shader programs. During the loading of the settings, the computational flows of the GPU 

are not involved. Worst of all, the GPU does not tell the CPU when the task is completed, so the CPU must periodically check 

the status of the GPU. This is quite a time-consuming operation, as it breaks the parallelism between the GPU and the CPU. 

Third, the disadvantage of the GPU is its performance in logical operations. As you know, CPU tracks branches, GPU works 

differently: each branch is first executed, and then the desired result is selected. This makes parallelization easier, but requires 

more resources.  

Finally, the GPU instruction set is incompatible with the CPU. In addition, execution time and code length are limited. All 

this makes it difficult to transfer existing algorithms to graphics processors [5]. 

3. The structure of the developed algorithm 

The basic algorithm of audio mixing consists of five steps. The first step is to summarize the audio samples from different 

sources, which can be represented by the following formula [6,7]: 
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n

k

tkt uM
0

,

,                                           (1) 

где tku ,  – the sample vector; i.e. the vector of samples obtained by microphone k in time t; 

tM  – resulting mixing vector. 

The second stage is echo cancellation, which in its basic form consists in excluding the sample of the i-th device from the 

final vector [8]. This stage is represented in the form 

titti uMM ,,   ,                                        (2) 

где tiM ,  – resulting mixing vector for the i-th device; 

tiu ,  – sample of the i-th device. 

For the correctness of the resulting vector tiM , , it is necessary that its dimension be equal to the dimension of the incoming 

vectors. However, after stages 1 and 2, the vector tiM ,  may be overcrowded, leading to unwanted noise [9]. In order to use the 

original vector of large dimensions tiM , , it is necessary to compress it for further use. This is done in the third stage by the 

formula 

tititi fracMM ,,, 
,                                      (3) 

where 
tifrac ,
 – attenuation factor for the i-th device. This coefficient must be calculated automatically, starting from the 

maximum compressed sample. The search for the maximum among the compressed samples occurs in the fourth stage, and the 

correction of the attenuation coefficient is made on the fifth stage. 

A block diagram of the basic mixing algorithm is shown in fig. 1. 

 
Fig. 1. A block diagram of the basic mixing algorithm. 

For a better description of the algorithm, the GPU capabilities are represented as an f-function of the X texture and pixel 

coordinates represented by the formula 

)},(|{),( iiiii pXfyPpyPXf  ,                          (4) 

где iy  – projection of pixel ip  on the texture X, 

P – 3D model projection. 

For each pixel in the 3D model projection P, the function (4) will be calculated and then the result will be written to the 

render buffer.  

From the formula (4) the sample of calculations on GPU can be presented as A=(X,P,f). 

Suppose that n is the total number of sound sources in the session, and L – the length of one audio sample. Each of the first 

three mixing steps (sample accumulation, echo cancellation and compression) yields n sequences of L bytes. At the same time, 

the last two steps (searching for the maximum sample and adapting the attenuation coefficient) yield only n integers. Since the 

first three steps can be performed within one projection for computing on GPU, they can be combined into one step, as shown 

below 

End 
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Since the fourth step uses a different measurement than the first three, it cannot be combined within the framework of formula 

(5). A block diagram of the extended mixing algorithm is shown in fig. 2. 

 
Fig. 2. A block diagram of the extended mixing algorithm. 

Usually, calculations can be combined according to general criteria when their projections do not coincide and they do not 

have intersections. Therefore, if these calculations are denoted as A1=(Xl,P1,f1) and A2=(X2, P2, f2), then they can be combined 

as shown below. 
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pXXf                (6) 

As seen from (6), the main algorithm is checking the coordinates of each pixel to select the module's execution function. 

Since the GPU executes all branches before selecting the desired one, each branch will be executed for each pixel, which will 

take a long time.  

The developed algorithm presents an alternative method for executing a large number of functions, which outputs data of 

different lengths to a single render buffer using multithreaded rendering. Here the main rule is to move the projection by 

modifying the projection matrix, so that the computational area of each function is limited to the required area, rather than the 

entire buffer. 

Depending on the pixel, it can have a different amount of information without loss of versatility. w denote the total number of 

pixels needed to store L bytes. Thus, the render buffer can be represented as (w+1)*n. 3D model of the developed algorithm is a 

rectangle, which lies in the plane Z. It has the dimensions: 2w/(w+1) units in width and 2 units in height. Coordinates of vertices 

– (-1,-1,0), (1-2/(w+1),-1,0), (-1,1,0), (1-2/(w+1),1,0).  

At the first rendering pass, a unit matrix is chosen as the projection matrix. This ensures that the projection matches the 3D 

model. After converting the visible area, in this pass the formula (5) is applied to perform the first three steps of the mixing. 

Transformations of the 3D model, produced in the first three steps, are shown in Fig. 3. 

 
Fig. 3. The first pass of the algorithm. 
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In the second rendering pass, the projection is shifted to the left by L pixels. At the same time, the shader program switches to 

the search mode of the maximum sample. In this pass, only one column can be written, since most parts of the projection lie 

outside the render buffer and will be automatically ignored by the GPU. Since the clipping of the projection was performed at 

the beginning of the render, this method calls the function only for the correct pixels, and not for the entire buffer. The actions 

performed on the second pass of the algorithm are shown in fig. 4. 

 
Fig. 4. The second pass of the algorithm. 

4. Using a single-texture algorithm 

As noted above, both pass algorithms requires as input data samples every n sequences. Each sequence must have its own 

unique texture. Total needed n texture dimension L. This multi-textural technology is not suitable for audio mixing. First, each 

sound source requires its own texture. Therefore, additional passes may be required. Secondly, loading a lot of small textures is 

much slower than loading a single large one. 

In the developed algorithm, it is proposed to load a single texture. As an example, the first pass of the algorithm is presented. 

The input contains n samples of sequences of size L bytes and n attenuation coefficients. Two textured RGBA format buffers are 

used. Texture T1 has the dimension [L/4]*n and stores all sample sequences in a line. Texture T2 has a dimension of 1*n and 

stores the attenuation coefficients. The coordinates of all the textures are given in Table 1. 

Table 1. Coordinates of textures used in the developed algorithm. 

Vertexes Coordinates of  

texture T1  

Coordinates of  

texture T2 

(-1, -1, 0) (1/2w, 1) (0.5, 1) 

(1-2/(w+1), -1, 0) (1, 1) (0.5, 1) 

(-1, 1, 0) (1/2w, 0) (0.5, 0) 

(1-2/(w+1), 1, 0) (1, 0) (0.5, 0) 

Audio mixing is performed independently for each pixel. The pixel's texture coordinates (x, y) are calculated by interpolating 

the vertex texture coordinates. Based on Table 1, the texture coordinate for T1 or pt.t0 should be (X, Y), and for T2 or pt.t1 – 

(0.5, Y). Pt.t0 refers to the sample for which the current mixing transformations are made, this sample is called the "aiming 

point". To exclude the appearance of an echo, the other texture coordinate of ptCur is restricted by accessing T1 instead of pt.t0. 

The x component of the ptCur texture is identical to the pt.t0 texture, and the y component is calculated from a cyclic variable 

that designates each sound source. In the loop, the position register v is used to skip the "aiming point". Finally, the attenuation 

coefficients are read from the texture pt.t1. Since the coefficient is stored in the first byte, the sample is produced only by the 

blue component. 

5. Experimental study of the developed algorithm 

Test input data for mixing are sequences of 320 samples. All samples are generated randomly. Test bench configuration: CPU 

Intel Core i3-4130, 4 GB RAM, graphics card NVIDIA GeForce GT730. The number of M sequences was varied. The results for 

the basic and developed algorithms at the output are identical. The results of an experimental study of the dependence of the 

mixing time t on the number of sequences M are shown in fig. 5. 

As can be seen from the test results shown in Fig. 5, application of the advanced algorithm of audio mixing allows to increase 

productivity of computer system in 5-6 times [9]. 

Table 2 shows the results of measuring the average running time of the algorithm t for 8 random sequences of 320 samples. 

During the measurement, 1000 processing cycles were carried out, for each of which new random sequences of samples were 
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generated. For the results obtained, the dispersion of the output sequences is calculated, the values of which are also given in 

Table 2. 

 
Fig. 5. The results of an experimental study of the dependence of the mixing time t on the number of sequences M. 

 

Table 2. Results of the study of the algorithm for extended audio mixing for 8 sample sequences. 

The used algorithm  
Average time of the 

algorithm, ms 

Dispersion of output 

Sequences 

Basic algorithm 1,351 3,757 

Developed algorithm 2,226 x 10-1 1,426 x 10-3 

As can be seen from the test results presented in Table 2, the variance of the output sequences for the basic algorithm is 

substantially higher than for the developed one [12,13]. This is due to the fact that 32-bit numbers are used for the calculations in 

the GPU, whereas for the calculations on the central processor – 64-bit. Application of the developed algorithm in a 

heterogeneous computer system reduces the processing time to 0.22226 x 10-3 s instead of 1.351 x 10-3 s – the time of data 

processing by the basic algorithm. 

6. Conclusion 

This paper presents an algorithm for the extended downmix audio streams for computing on GPU. Its main advantage is the 

combination of multiple stages of mixing by using a two-pass rendering, which significantly reduces the switching time between 

buffers. The use of one texture for calculations increases the efficiency of I/O operations. Although I/O operations take 

approximately half the computation time, experimental studies of the developed algorithm showed an increase in performance 

up to 6 times. 
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Abstract 

A video panorama constructing algorithm based on information from five different types pre-calibrated cameras with partially overlapping 

fields of view was developed and implemented using the CUDA C language. Distortion compensation, image stitching on the virtual unit 

sphere surface, and blending procedures are performed for the operator-controlled 1024768 pixels region of interest with 50 fps. 

Keywords: video panorama; camera calibration; distortion compensation; spherical panorama; region of interest; inclinometer; blending; 

CUDA technology 

1. Introduction 

The automatic generation of high-resolution video panoramas from information of cameras with partially overlapping fields of 

view (FoV) is one of the modern trends in the vision systems development. Generally, panorama navigation implies the presence of 

a user-controlled region of interest (RoI) with the predefined angular FoV dimensions and resolution [1]. In avionics, for example, 

the advantages of panorama systems in comparison with traditional electro-optical systems are [2, 3], at first, the possibility of 

simultaneous use of a panorama field by several independent operators, and, secondly, the absence of mechanical parts. 

2. Problem statement 

A panoramic image from N frames with overlapping (or pairwise overlapping) FoVs is formed by finding a correspondence 

between the pixel coordinates of each frame. This correspondence for the camera frames with the numbers i and j is determined 

by the 33 dimension homography matrix Hij [4]: 

xi = Hijxj,  (1) 

where the matrix transformation (1) performs the recalculation of the j-th camera image homogeneous pixel coordinates into the 

i-th camera coordinate system, xj = [uj, vj, 1]
T
 and xj = [ui, vi, 1]

T
 are homogeneous pixel coordinates of i-th and j-th images, and 

(u, v) are coordinates of pixel which is located at the intersection of u-th row and v-th column. 

There are several approaches to the panorama construction. In the absence of a priori information, the estimation of the 

homography matrix Hij is based on m interest points (IP) detection, building descriptors of the neighborhood for each IP and 

their automatic matching. In this case homography matrix H = [[h1, h2, h3]
T
, [h4, h5, h6]

T
, [h7, h8, 1]

T
] estimation is performed by 

pseudosolution (in terms of minimum mean square error) of overdetermined system of equations for m  4 inliers: 

A(2m  9)h(9x1) = 0(2m x 1), 

A(2  9) = 












ijijijj

ijijijj

vvvuvvu

uvuuuvu

1000

0001
. 

(2) 

The pseudosolution of (2) is the last column-vector of matrix V (which is the result of the matrix A(2m  9) singular value 

decomposition) corresponding to the minimal singular value min: 

A(2m  9) = UV
T
,  h = V

<min>
.  

The pay for the universality of this approach to panorama construction is a low efficiency on homogeneous surfaces (grass, 

arable land, forest, water surface, sky), and under low contrast conditions, and when the overlapping of cameras FoVs is small. 

With priori information about the mutual position of the camera’s coordinate systems obtained during the preliminary 

calibration, the homography matrix can be estimated by the formula: 

Нij = Ki[Rij – tijn
T
/d]Kj

-1
,  (3) 

where Ki and Kj are intrinsic matrices, Nji ..1,  , Rij and tij are respectively a rotation matrix and translation vector for 

transition from j-th camera coordinate system to i-th camera coordinate system, d – the perpendicular length to the shooting 
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plane with the normal n in the reference (i-th) camera coordinate system. If the distance to the observed objects is large 

(||tij||<<d), then we have the following approximate equality from (3): 

Нij  KiRijKj
-1

.  (4) 

While combining information from several cameras, it is advisable to form the resultant panoramic image not in the plane in 

accordance with (1), but on a virtual uniform curvature surface: usually a unit sphere or a cylinder with a unit radius [5]. 

It allows us to work with normalized homogenous pixel and spatial coordinates. The geometric problem statement for combining 

N = 3 camera frames with intersecting FoVs on the unit sphere surface (the coordinate system of camera with number 0 is taken 

as reference) is shown at Fig. 1. It is expected that by analogy with (4) all nodal points of the camera lenses are located in the 

unit sphere center O. 

In the Fig. 1 the symbol M denotes the point of the object spatial homogeneous coordinates, which image is projected onto 

the point on the unit sphere surface with spatial coordinates ||Msph|| = 1 in the coordinate system of the sphere OXsphYsphZsph, and 

the symbols x0 and x2 are the homogeneous pixel coordinates of its image on the frames of cameras with numbers 0 and 2 

respectively. 

X2

Z
2

Y
2

X0

Y0

Z0

Z1

X1

Y1

Zа

XаYа

q

R02

R01

O

x0

M

x2

MsphXsph

Zsph

Ysph

 

Fig. 1. Unit virtual sphere for panorama forming. 

The correct spherical panoramas construction implies the availability of information about the angular position of the optical 

axes of the cameras in relation to the horizon plane. This problem is solved in our work by mounting of inclinometer (based on 

the triaxial MEMS accelerometer) on the reference camera case. An accelerometer coordinate system is designated as OXaYaZa 

(Fig. 1). The roll  and pitch q angles are estimated by the formulas [6]: 

 = atan2(ay, az),   q = atan2[–ax, (ay
2
 + az

2
)

0,5
],   (5) 

where [ax, ay, az]
T
 – a vector of accelerometer measurements (taking into account its calibration [7]). 

The choice of pixels in areas where the radius-vector OMsph crosses several camera planes can be fulfilled by several criteria: 

for example, the maximum distance from the pixel to the intersection line of the camera planes or the minimum length of the 

normalized pixel coordinates vector. In order to minimize computations we choose a criterion of minimum angle between a 

vector to a pixel and the i-th camera principal axis, as such pixels, usually, have the minimal distortion correction error: 

  sph
3

θ0min MRR 


i
i

,  (6) 

where 
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θR  – (7) 

is a rotation matrix of reference camera coordinate system relative to the horizon plane, R0i – estimated during calibration 

rotation matrix of i-th camera relative to the reference camera, 
<k>

 – k-th column of matrix, and symbol «» is a dot product. 
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To realize the sliding RoI function with size W  H pixels with angular dimensions in the horizontal and vertical directions 

w and h respectively we introduce a quaternion qvis [8] that is defined by the current line of sight azimuth  and the 

elevation angle : 

qvis = [cos(/2)cos(/2), cos(/2)sin(/2), sin(/2)сos(/2), sin(/2)sin(/2)]
T
. (8) 

To each pixel of the RoI with coordinates (u, v) corresponds the point Muv = [xuv, yuv, zuv]
T
/||[xuv, yuv, zuv]

T
|| on the unit sphere 

(Fig.2), determined by the radius-vector with the corresponding quaternion 

quv = qvisquv0,  (9) 

where from geometric constructions of Fig. 2 the initial position ( =  = 0, zuv = 1) of the RoI pixels (u, v) corresponds to 

quaternion 

quv0 = [cos(u/2)cos(v/2), cos(u/2)sin(v/2), sin(u/2)сos(v/2), sin(u/2)sin(v/2)]
T
, (10) 

u = arctg(xuv),   v = arcsin[yuv/(xuv
2
 + yuv

2
 + 1)

0,5
],  

xuv = (2u/W – 1)tg(w/2),   yuv = –(2v/H – 1)tg(h/2).  

Quaternion quv allows us to determine coordinates of the point Muv in the unit sphere coordinate system [8]: 

Muv = [2(qxqz + qwqy), 2(qyqz – qwqx), qw
2
 + qz

2
– (qx

2
 + qy

2
)]

T
, (11) 

where qw and [qx, qy, qz]
T
 are scalar and vector parts of quaternion quv. 
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Fig. 2. The relationship between the angular and spatial coordinates of the point Muv on the virtual unit sphere surface. 

On the each i-th camera principal plane the homogenous pixel coordinates xuvi corresponding to the point Muv are determined 

(taking into account the orientation relative to the horizon plane) through the projection matrix Pi [4]: 

xuvi = PiMuv,  (12) 

where Pi = Ki[R0iRq | 0], 0 = [0, 0, 0]
T
, and the selection of the pixel transferred from the i-th camera plane to the RoI is 

performed by the criterion (6). 

For the cameras with wide-angle lenses it is necessary to do the distortion compensation: for the normalized coordinates with 

distortion 

xнi = Ki
-1

xuvi  (13) 

coordinates without distortion are estimated according to the Brown-Conrady model [9] (in order to reduce the amount of 

calculations in our work only the first two coefficients of radial distortion are used). Corrected pixel coordinates without 

distortion are calculated by multiplying on the intrinsic matrices Ki: 
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xcorri = Kixнi  (14) 

and since it is fractional so the brightness value is interpolated (in our work we used a bilinear interpolation [10]). 

Since the scenes of each camera are different, then in the automatic exposure time mode the average brightness of the 

composing panorama frames is different too. Therefore, after panorama filling (or the RoI filling) it is additionally necessary to 

perform a smoothing procedure for brightness differences – blending. We used a simplified approach to blending, similar to the 

work [11]. 

3. The algorithm for a video panorama construction and its software implementation 

The algorithm for forming the RoI image contains the following steps. 

1. Initialization: calculating quaternions quv0 by formula (10). 

Main operation cycle: 

2. Estimation of current angular position of reference camera by (5) and its rotation matrix Rq by (7). 

3. Quaternion qvis calculation for the current line of sight angular position by (8) and quaternions quv by (9). 

4. Filling the RoI (with distortion compensation) according to (11)-(14) by criterion (6). 

5. Blending procedure performing (optional). 

As the processing for each RoI pixel is homogeneous this allows us to parallelize computations. In the layout based on a PC for 

implementing the algorithm steps 1, 4, and 5 we used the resources of the NVIDIA GPU: using CUDA technology and CUDA C 

language the whole amount of computations was distributed to 3072 parallel blocks (64 horizontally and 48 vertically) with 256 

threads in each block (16 horizontal and vertical threads). In this case, according to [12], the pixel indices are represented as: 

u = blockIdx.y * blockDim.y + threadIdx.y;   v = blockIdx.x * blockDim.x + threadIdx.x; (15) 

In (15) the following standard CUDA notation is used: blockIdx is a block identifier (number), blockDim – a block 

dimension, threadIdx – an identifier (number) of a parallel thread, and attributes "x" and "y" indicate the axis of the coordinate 

system in a two-dimensional Euclidean space. 

As the copying from CPU memory to GPU memory and back is rather slow [12], so by the implementing of the algorithm the 

number of such operations is minimized: by the initialization GPU memory arrays are recorded with the data on the camera 

parameters (intrinsic matrices and distortion coefficients) and initial quaternions quv0 (10) that correspond to RoI pixels. In the 

main operation cycle frames from each camera, the line of sight angular coordinates and the angular coordinates of reference 

camera, estimated from MEMS signals, are copied into the GPU memory, then the steps 3-5 of the algorithm are performed and 

the result (array of brightness values in the RoI) is copied back to the CPU memory for displaying on the PC monitor. 

4. Results and Discussion 

The layout of the video panorama system is implemented on a PC with Intel Core-i5 processor and NVIDIA GeForce GTX 

560 Ti GPU (with 384 cores) and consists of five digital GigE interface video cameras, mounted on a special rigid polyamide 

bracket (Fig. 3): two Basler acA2000 cameras with 20481088 frame resolution and 5 mm megapixel Cowa lenses (from below) 

and three IDS 5240 RE cameras (from above) with 12801024 frame resolution and 5 mm megapixel Computar lenses (two 

outer cameras) and 8 mm Navitar lens (central reference camera), an evaluation board with a InvenSense MPU 9250 MEMS 

sensor mounted on the reference camera, two motorized rotation positioners Standa 8MR190-2 for moving the bracket with 

cameras in horizontal and vertical planes, and USB joystick Defender Cobra M5 for the RoI navigation. 

 

Fig. 3. General view of the video panorama forming layout. 

The layout allows to create a panorama with a 36002400 pixels resolution and 180°120° FoV or display RoI with user-

defined resolution and angular FoV dimensions. 

http://www.standa.lt/products/catalog/motorised_positioners?item=244&prod=motorized_rotation_stage
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Preliminary camera calibration was performed using OpenCV libraries [13]: on 40 test "chessboard" pattern frames, containing 

1211 cells with a side of 3 cm, the intrinsic matrices and distortion coefficients of their lenses were estimated; then on 40 test 

"chessboard" pattern frames, containing 96 cells with a side of 3 cm, the rotation matrices of cameras relative to the reference 

camera were estimated. 

The influence of the angular orientation estimation error of the reference camera relative to the horizon plane on the geometry of 

the panorama is shown in Fig. 4. As can be seen from the figure, the pitch estimation error leads to an incorrect horizon display (the 

position of the spherical panorama equator is shown by the orange line). 

    

Fig. 4. The influence of the pitch estimation error on the spherical panorama geometry (without blending): left – the pitch of the reference camera coincides with 

the true, q = 15°, right – the pitch of the reference camera doesn’t coincide with the true, q = 12°. 

The results of the 1024768 pixels RoI forming with a 40°30° FoV and the line of sight angular coordinates  = 15° and 

 = –5° with blending and without it are shown in Fig. 5 and 6 respectively. The times required to create one frame on the CPU 

and GPU resources are summarized in Table 1 (the time for copying the data from the CPU memory to the GPU memory and 

back is 3.5 ms), and the times for different RoI sizes are summarized in Table 2. 

Table 1. Time required for the 1024768 pixels RoI forming, ms. 

 CPU GPU with СUDA Gain 

Without blending 114 6.5 17.5 

With blending 272 17.2 15.8 

Table 2. Time required for the RoI forming on GPU with СUDA for different resolution, ms. 

RoI resolution, pixels 800600 1024768 12801024 

Without blending 5.1 6.5 9.7 

With blending 12.9 17.2 23.4 

CPU  GPU copy time 2.9 3.5 3.7 

In Fig. 7 and 8 are shown the results of intermediate computations for blending implementation: the boundaries of the camera 

frames in the RoI (Fig. 7) and the 100-pixel width binary mask, over which the brightness is smoothed (Fig. 8). 

  

Fig. 5. RoI without blending.            Fig.6. RoI with blending. 

Increasing of the RoI forming time with blending more than 2 times is explained by the need to perform auxiliary procedures: 

searching the intersection lines of camera frames in the RoI, determining areas for brightness fusion and smoothing images to 

estimate the low-frequency component of brightness in the each camera frame. To reduce the amount of calculation, we apply a 

smoothing procedure with an 88 window and an accumulator. Its computational complexity is O(n
2
). 

For ||t0i|| < 15 cm and distance to objects d > 70 m the hypothesis about camera lenses nodal points superimposition provides 

the error of stitching on the camera frame boundaries not more than 5 pixels. 
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Fig. 7. The boundaries of the camera frames in the RoI       Fig. 8. Blending binary mask obtained from Fig. 7. 

(binary image). 

The results of the experiment showed that the use of GPU resources makes it possible to reduce the RoI forming time up to 16 

times in comparison with the CPU (when only one CPU core is used). 

5. Conclusion 

The algorithm for a video panorama construction, designed and implemented with the CUDA technology and parallelization 

of computations on a GPU, for a one megapixel resolution region of interest provides panorama navigation with 50 fps on the 

whole 8.2 megapixels panoramic video frame with 180°120° field of view. 

References 

[1] Banta B, Donaldson G.  Apparatus and method for panoramic video hosting. Patent US US9516225, 2016. 

[2] AN/AAQ-37 Distributed Aperture System (DAS) for the F-35. URL: http://www.northropgrumman.com/Capabilities/ ANAAQ37F35/Pages/ default.aspx 

(01.10.2016). 

[3] IronVisionTM. URL:  http://elbitsystems.com/media/IronVision.pdf  (10.09.2016). 

[4] Hartley R, Zisserman A. Multiple view geometry in computer vision. 2nd edition. Cambridge: Cambridge University Press, 2003; 656 р. 

[5] Szeliski R. Image alignment and stitching: a tutorial. Foundations and trends in computer graphics and vision 2006; 2(1): 1–104. 

[6] Tilt sensing using a three-axis accelerometer. URL: http://www.freescale.com/files/sensors/doc/app_note/AN3461.pdf  (11.04.2016). 

[7] Wang L, Wang F. Intelligent calibration method of low cost MEMS inertial measurement unit for an FPGA-based navigation system . International J. of 

Intelligent Engineering and Systems 2011; 4(2): 32–41. 

[8] Kuipers JB. Quaternions and rotation sequences. New Jersey: Princeton University, 1998; 400 p. 

[9] Brown DC. Close-range camera calibration. Photogrammetric Engineering 1971; 37(8): 855–866. 

[10]  Parker JA, Kenyon RV, Troxel DE. Comparison of interpolating methods for image resampling. IEEE Trans. on Medical Imaging 1983; 2(1): 31–39. 

[11] Xiong Y, Pulli K. Fast image stitching and editing for panorama painting on mobile phones. IEEE Computer Society Conference on Computer Vision and 

Pattern Recognition Workshops (CVPRW), 13-18 June 2010: 47–52. 

[12] Sanders J, Kandrot E. CUDA by example. New York: Addison-Wesley, 2010; 290 p. 

[13] Camera Calibration and 3D reconstruction. URL: http://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html (14.03.2015). 

 

http://docs.opencv.org/2.4/modules/calib3d/doc/camera_calibration_and_3d_reconstruction.html


3rd International conference “Information Technology and Nanotechnology 2017”     43 

Various algorithms, calculating distances of DNA sequences,  

and some computational recommendations for use such algorithms 

B.F. Melnikov
1
, S.V. Pivneva

2
, M.A.Trifonov

2 

1Center of Information Technologies and Systems for Executive Power Authorities, 19, str. 1, Presnenskiy Val, 123557, Moscow, Russia  
2Togliatti State University, 14, Belorusskia st., 445020, Togliatti, Russia 

Abstract 

In recent years, various approaches have been described to determine the similarity of the DNA sequences; each of which defines a metric for 

the set of DNA sequences. In this paper, we propose a new approach to solving this problem; moreover, algorithms for its implementation are 

based on multiheuristic approach to the discrete optimization problems previously developed by us. However, the main focus of this article is 

to describe our original approach to compare the quality of defined metrics on the set of DNA sequences. The last approach is based on the 

fact, that the triples of distances between genomes should ideally form isosceles acute triangles. On the basis of this assumption, we proposed 

value of the norm, gives in practice acceptable results; the validity of this approach is also discussed in the article. In the course of work on the 

implementation of algorithms have been carried out computational experiments with 100 DNA of “distant” species, as well as with 

representatives of several genomes of great apes and humans. Several possible standards defined comparative quality algorithms describing 

metric distances on DNA sequences.  

Thus, the main focus of this article is to describe our original approach to compare the quality of defined metrics on the set of DNA sequences. 

The approach is based on the fact, that the triples of distances between genomes should ideally form isosceles acute triangles. On the basis of 

this assumption, we proposed value of the norm, gives in practice aссeptable results. In the course of work on the implementation of 

algorithms have been carried out computational experiments with 100 DNA of “distant” species, as well as with representatives of several 

genomes of great apes and humans. 

Keywords: metric evaluation; algorithms; multiheuristic approach; original approach to compare the quality of defined metrics on the set of 

DNA 

 

1. Introduction 

The problem of determining the similarity of DNA is a special case of non-exact matching sequences[1]. The “non-exacting” 

(“mistaking”) is that when comparing lines it is possible to identify similar sequences, despite the errors and distortions in them, 

for example, changing, deleting, or inserting some characters. The amount of such distortion sets metric on the set of rows, 

which is determined by the minimum number of edit operations that provide a single line of another. This problem occurs in 

many areas. For example, a comparison of the genes and chromosomes of proteins is a major challenge and one of the main tools 

of molecular biology and bioinformatics [1,2,3,4,5,6,7]. The exact comparisons of nucleotide chains (and also computing 

distances using such comparisons) are unacceptable because of errors in the data, and due to possible mutations. Inaccurate 

mapping is carried out like the text processing. One of the metrics obtained by comparing the words (Levenshtein distance) is 

used to correct errors, to enhance recognition of scanned documents, to search in the information systems and databases [1].To 

find an approximate solution, there are different algorithms in different subject areas, for example, to search a database of 

genetic information is widely used algorithm BLAST ([2]etc.), approximating Needleman-Wunsch algorithm. 

Thus, in Section 2 of this paper we describe the application to the defining similarity of DNA sequencesso called 

multiheuristic approach [8,9], which is in fact the big extension of  the branch and bound method. Note that previously, before 

our works, branch and bound method, apparently, was not used to solve this problem. 

Thus, the calculation of the distance (metric) between the rows of DNA of different species of organisms is one of the most 

important tasks of modern bioinformatics. As already noted, today there are many algorithms allowing to make an approximate 

calculation of the polynomial time ([4,5,6,7,10] and many others). The obvious disadvantage when calculating the distance 

between the one and the few lines of DNA is to provide different results when using different algorithms to calculate metrics. 

However, the authors do not know the work, which compared to a variety of algorithms for solving this problem. In this regard, 

one of the tasks that are discussed in this article was to develop a method for the comparative evaluation of such algorithms; 

moreover, this problem seems to be the most important our consideration. As a result, we have proposed a method of evaluation 

using the properties of an isosceles triangle in a metric space  (Section 3, so called “triangular norm”, we calculate using it so 

called badness, related to some metric for several species). 

We are also looking at options to improve some existing metrics. In this case, none of the methods we are considering the 

construction of the distance between the strands of DNA is not a disadvantage to use it to evaluate the distances between the 

neighbors as species (pairs “human – chimpanzee” and “human – bonobo” etc.), and between more distant species (pairs “human 

– crocodile” and “chimpanzee– crocodile” etc.). This is because we consider first of all corners of the triangles in the Euclidean 

space. However, we have made some computational experiments connected with the application for conversion metrics of 

continuous monotone functions (Section 4). 

Brief results of computational experiments over 100 genomesare considered in Section 5. Among these results, it is worth 

noting the following. Firstly, for the “distant” species badness is very small, which indicates that the right choice of our 

approaches and relevant specific algorithms; in this case the fact is true for a number of different metrics. Secondly, as for the 

“distant” species we proposed approach to the definition of the metric gives the best results (all considered “triangular” 
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standards), among 5 considered metrics [4,5,6,7,10]. For the “near” species (humanandapes), the results are somewhat worse 

(value of badness is increased, and, besides, our version of the metric gives 2nd for the quality of the result). Third, it is unlikely 

any of these metrics are appropriate for determining the distance between the subspecies: so that the application of these 

algorithms to the human race sometimes arises violation of the triangle inequality. The accurate explanations of recent facts, 

apparently, should lead biologists, but we also try to explain them, from our point of view. 

Some possible areas for further work already ongoing by our group at the moment are summarized in Conclusion (Section 6). 

2. Algorithm  for  determining  the  distance between  nucleotide  sequences based  on  the  multiheuristic  approach  

As we said before, the multiheuristic approach to the problems of discrete optimization was considered [8,9] and in many 

other following papers. In this section, we describe its version for determining the distance between nucleotide  sequences. For 

this problem, it was used as follows
1
. Let x, y be corresponding strings, i, j be indexes of considered symbols of strings x and y 

correspondently, r be the value of metric to be found. By shifting the line, we mean increasing by 1 of the corresponding index. 

The general scheme of the algorithm can be described as follows. 

Input: strings x and y. 

Step 1: i := 0, j := 0, r := 0; 
Step 2: if x[i] = y[j] then begin 

  shift both lines; 

  r :+the cost of matchingof symbolsx[i] andy[j]; 

 end 

 else begin 

  apply heuristics for generating 
possible "trajectories" of the shift 

in the position ofi'andj',  

such thatx[i'] = y[j']; 
  evaluate them with other heuristics; 

  average these estimates using risk functions; 

  make shifting 
(valuercan be changed); 

 end; 

Step 3: repeating the second step until  
it reaches the end of one of the lines. 

The cost of matching two symbols in a simplest case equals to 1; for DNA, it can be defined using some table of amino acid 

replacement costs, e.g. BLOSUM, see [1, 2, 11]. 

For this algorithms, the following heuristics were used. 

1. We select such trajectories that the value (i' - i) + (j' - j) is minimum, or close to minimum. E.g. we first lookup all the 

trajectories with one string shifted by one symbol; next with one string shifted by two symbols or both strings shifted by 

one symbol, etc.  

2. We shift a string, which current symbol found less frequent in the other string. For this heuristics it’s preferable to know 

probabilities of appearance of a given symbol in each of the strings. If those probabilities are not known a priori, we 

consider them being equal. While following the algorithm we can adjust those probabilities or use aging algorithm [12], 

such that probability of a given symbol will be defined by some fragment of a string instead of a whole string. If 

probabilities for both strings are equal, we shift a string in which more symbols are left. 

3. Combination of previous heuristics (1 and 2); to calculate the position using second heuristics we sum probabilities of finding 

other string for all symbols that will be passed by a shift. 

4. Use of an algorithm of a longest common subsequence search for x[i..i+k] and y[j..j+k], where k ~ 15. For shift we use i', j', at 

which the longest common subsequence ends. If no common subsequence found, the search range is increased. When 

using this heuristics the result is close to the longest common subsequence value. 

5. Combination of 3 and 4; the position (i', j') given by forth heuristics is a ratio of length of the longest common subsequence of 

strings x[i..i'] and y[j..j'] to an average shift length from (i, j) to (i', j'). 

6. We use algorithm [13, 14] for strings x[i..i+k] and y[j..j+k], where k ~ 15, then shift to (i', j'), having the greatest value in 

Needleman-Wunsch table. 

Combination of 3 and 6; the position (i', j') given by sixth heuristics is a ratio of a value in Needleman-Wunsch table, 

corresponded to that position, to average shift length from (i, j) to (i', j'). 

3. The decision-making using some different greedy heuristics simultaneously 

Thus, we shall to use not only the heuristics, which forms branch-and-bounds method (BBM) for the considered discrete 

optimization problem (DOP), but also the other one. Namely, it is heuristics for selecting element, which separate the considered 

problem into right and left sub-problems. However, we can often replace a heuristics separating algorithm for some other. 

Moreover, solving a DOP using BBM, it is often desirable to choose one of some separating algorithms, depend upon the solved 

sub-problem. The various separating algorithms can be selected depend upon dimension of the solved problem, its bound, and 

also many other descriptions, which are based on the solved DOP. 

                                                           
1
 We have changed here the description of the algorithm given in [10]. The authors are willing to send me the source code when prompted by email. 
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In classical examples of using BBM for TSP, some good separating algorithms were used (it means, that they give the 

reasonable results comparing other ones). However, long before, for the BBM-branching various other heuristics were used. Let 

us mention, for example, the following heuristics for the reduced TSP-matrix: total number of zeroes, sum of minimums for all 

the rows and columns, sum of some minimum values of considered row and columns multiplied by special “damnuation 

constants”; all these values are computed by the TSP-matrix after reducing and selecting separating element (i.e., separating 

edge for branching). Probably, the author mentioned here less than 10% of the heuristics used before. 

Thus, how can we use the fact, that in various situations (i.e., in various sub-problems of the same considered DOP) different 

heuristics relatively better are used? (This question can be putted for both exact and unfinished algorithms.) We need to make a 

decision for selecting the separating element for branching. We have information of various experts, i.e., of various special 

heuristics, so called predictors (or estimators). The predictors often give discrepant information, and we have to average it in a 

special way. Unlike all the algorithms published before, the authors, like programming nondeterministic games, use dynamic 

risk functions for this thing.  

Since various heuristics give values of various units, we have to normalize them for computing the final result. Using the 

special set of normalizing coefficients (it is adjusted, for example, for genetic algorithms, we shall consider them below) is, 

probably, a possible method, but it is not the main one for this paper. The authors used only one algorithm in various DOP; that 

was a special modification of “voting method”, where each of heuristics gives the considered variants of selecting (e.g., for 

traveling salesman problem, those are zeroes of the reduced matrix, corresponding some edges, which are the candidates for 

branching). After that, we use special dynamic risk functions for the results of voting. 

Thus, selecting edge for branching is constructed for BBM by using dynamic risk functions; see previous sections for details. 

It is important to note, that the dynamic selecting of the particular risk function is similar to selecting it in programming 

nondeterministic games, considered in. Since we consider here DOP (not programming nondeterministic games), we have to add 

here a new heuristics, i.e., one for selecting “current position estimation”, i.e., evaluation of the situation, which is obtained by 

the solving some DOP using BBM. 

Thus, let us have some various heuristics for selecting the element for the next step of BBM (or, generally speaking, for 

selecting the strategy of solution some DOP). Let each of possible strategies have some various expert evaluations of availability 

(i.e., let us have some independent expert sub-algorithms, i.e., predictors). Then the concluding strategy could be chosen by 

maximum of average values. However, let us consider the following example [24]; this example is connected with backgammon 

programming, because it uses 36 predictors). 

Let expert evaluations of availability have values in the segment [0,1]. Let for the 1
st
 strategy, the 1

st
 expert has the evaluations 

of availability being equal to 1, and other 35 experts have the evaluation 0.055. And for the 2
nd

 strategy, 2 experts have the 

evaluation 0.95, and other 34 experts have the evaluation 0. Very likely, each user (expert-human) on basis of these values 

chooses the 2
nd

 strategy. 

However, averaging-out by the simplest algorithm (i.e., simply the simple average of expert evaluations) gives 0.081 for the 

1
st
 case and 0.053 for the 2

nd
 one; i.e., do we have to choose the 1

st
 strategy? 

Let us make computations like to our previous papers, i.e., having the same algorithms of dynamical risk functions (DRF) 

constructing. For the 1
st
 strategy, we obtain the following risk function: 

–0.685 × x2 + 1.300 × x + 0.386, 

and for the 2nd strategy: 

–0.694 × x2 + 1.374 × x + 0.321. 

The final values of averaging-out of expert evaluations using these risk functions are 0.111 for the 1
st
 strategy and 0.147 for 

the 2
nd

 strategy. Therefore, using such algorithms of DRF for special averaging-out of expert evaluations gives “natural” 

answers. 

Remark that twice repeated using of averaging-out (i.e., averaging-out using preliminary values of the first step of DRF-using) 

chooses the 1st strategy again. However, in the limit we have “natural” answers again. Let us describe these results by the 

following table; the names of columns are equal to the number of step of averaging-out using DRF (i.e., the number of using 

algorithm constructing DRF). Then the column 0 is the simple average of expert evaluations), and the column ¥ is the limit 

value. 
 0 1 2 3 4 5 … ¥ 

1stt strategy  0.081  0.111  0.104  0.106  0.105  0.105  …  0.105 

2ndsrategy 0.053 0.147 0.094 0.118 0.106 0.112 … 0.110 

Let us remark, that this example is really possible in solving real problems: in the real computations for the mentioned DOP, 

the situations, when the difference between values of maximum and minimum expert values is more than 0.5 (i.e., more than 

50% of the segment of expert values) are very often; for example, for accidental traveljng salesman problem having dimension 

75 and some of predictors mentioned before, they contain, by statistics of the author, about 10%. 

4. Some versions of  “triangular”  norm of  quality  definitions  for  distance  metric 

So, there are various algorithms to determine the distances between genomes; they can be called algorithms definition of the 

metric on the set of genomes
2
.However, this raises not only the usual questions about the adequacy of the corresponding 

mathematical models (from the point of view of the authors, they are usually solved in this domain by experts in biology, [15] 

etc.), but also on the comparative evaluation of these models. The most important matter in this case appears the following one: 

can we talk about the effectiveness of such algorithms and the adequacy of these models based on only one analysis matrices 

                                                           
2
 Mathematical aspects of the correctness of using the concept “metric” in this situation, we are expecting to discuss in a future article. 
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proximity (distance) between the genomes, without the involvement of biologists? The authors of this paper believe that this 

question should be answered in the affirmative. 

For several different algorithms [4,5,6,7,10], we consider the matrices of distances between the genomes; in our 

computational experiments (see. below), we used five different algorithms
3
 andmade  corresponding distance matrices, in which 

the number of genomes reached 100. 

In this case, we used the following natural philosophy(we have not found analogues in the literature);we give it for the 

example ofhuman (H), chimpanzee (C) and bonobo (B).According to biologists, Sand Bdispersed (had a common ancestor), 

according to various estimates, about 2–2.5 million years ago(no wonder; the alternative name of B is “pygmy C”, [16]), and 

Hdispersed with both other species 5.5–7 million years ago
4
.In this connection, the following question arises: why Hshould be 

closer to Bcomparing S? or vice versa: why it should be closer to Ccomparing B? Obviously, the answer to both these questions 

is negative, i.e., by other words, the explanation of the greater intimacy cannot exist. Therefore, in the matrix of distances 

between the genomes of all received triangles should ideally be acute isosceles ones. 
To compare the quality of algorithms for constructing the distance we have offered several versions of “waste” (so called 

badness) of such “longisosceles” triangles. Apparently, when calculating the badness of the whole matrix for each option, we 

should always appropriate to summarize all the badness of all possible triangles of the matrices; we make this thing in our work. 

So, in simple cases
5
, we will assume badness (norm) of the entire sum of the distance matrix, and for the badness of each 

triangle will apply one of the following 4 options. (We assume everywhere, that the considered triangle has sides a, b and c, 

moreover a ≥ b ≥ c;the angles are α, β and γ, moreover α ≥ β ≥ γ.) 

1. (α–β) / π. 

2. (α–β) / α. 

3. (a–b) / a. 

4. For the final norm, we consider separately “violation of an isosceles” and “violation of an acute-angled”: 

 (A) 1 – min (b/a, c/b) ; 

 (B) max (a– π/3, 0) / (2π/3) ; 

and the general answer is (A+B) / 2 . 

The maximum value of badness (in each of these four cases) to a triangle may be equal to 1. At the same bad case of 

algorithms for constructing metrics (i.e., when violation of the triangle inequality occurs)we believe this value from 1 to 2 (also 

depending on the quantitative characteristics of the violation). 

As we noted above, some results of calculations are given below. 

5. The preprocessor computing as a special normalization of date 

Results and discussion may be presented in separate sections or combined into a single section, whichever format conveys the 

results in the most lucid fashion. The authors should discuss the significance of observations, measurements, or computations 

and should also point out how these contribute to the aims indicated in the Introduction. Tables, Figures, and Figure Captions 

should be embedded within the Section. 

In this section we consider another heuristic, which can be considered optional for all heuristics of “violation of an isosceles 

and of an acute-angled ”considered before. For this thing, we consider a function of the type f(x)=x
α
, where the value α (usually, 

0<α<1) is chosen for each matrix of distances (see below some more about selecting α).Where each of the x of distance matrix is 

replaced by f(x). 
To select specific values of α, improving, from our point of view, the quality of the choice of metrics, we applied the following 

considerations. Below, considering the description of the results of computational experiments, we will show, that various 

heuristics select metrics are relatively different priorities for genomes for“distant” and “close” species; and it is worth noting 

that such a priority varies little with his study at different rates described above. Attempts to improve the value of these norms 

(badness’) applying some functions of the type f(x)=x
α 

are unsuccessful: solutions of the corresponding minimization problems 

given either the maximum or minimum valueα (among all the possible ones); it is easy to understand, that in this case, we obtain 

the matrix of distances between genomes triangles “are closest to the acute-angled isosceles”. There fore, if we really try to 

improve quality metrics, it is necessary to use a fundamentally different heuristics. For this thing, we were trying to find a 

function of the above type in which the set of values of the distance matrix, viewed as a distribution of a random variable, is 

obtained as close as possible to a uniform distribution
6
; in advance, we note that for different tasks (i.e., for different concrete 

matrices of distances),the values of α, obtained by pseudo-optimal real-time algorithms (which are realized by algorithms of 

[8,9,14] etc.) are different. 
In this case, we have chosen the goal function on the basis of the entropy maximization ([17] and many others). Specific 

outcomes associated with the use of this heuristic are given below. 

                                                           
3
 Especially note again, that among these algorithms is one of our, the original one. 

4
 It is important to note that the exact values of time such models are not important! 

5
 We note in advance that we will consider a somewhat more complex option. 

6
 Informally that can explain, for example, as follows.We already know, that in our model,genomesof human (H), bonobo (B) and crocodile (C) form a 

"stretched" acute-angled triangle, which is close to an isosceles one. In this case, the exact values of the lengthsH–C and B–C unlikely to be of interest;it is only 

important, that they are approximately equal. Also unlikely,that the value ratio of the length of H–Bto the length ofH–Cis to be of interest. 
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6. Some local results of calculations 

Table 1. Panin’s algorithm. 

 

Bison 

bison 

Bos 

taurus 

Canis 

lupus 

Drosophila 

simulans 

Felis 

catus 

Gadus 

morhua 

Gallus 

gallus 

His1 

virus 

Homo 

sapiens 

Bison bison 100 89,32 70,96 40,04 74,2 58,51 57,94 36,64 69,43 

Bos taurus 89,32 100 73,62 40,02 71,4 60,78 55,84 36,41 66,27 

Canis lupus 70,96 73,62 100 39,32 71,1 59,63 53,61 35,86 63,53 

Drosophila simulans 40,04 40,02 39,32 100 43,53 41,51 40,82 39,34 41,42 

Felis catus 74,2 71,4 71,1 43,53 100 55,74 58,55 35,55 67,26 

Gadus morhua 58,51 60,78 59,63 41,51 55,74 100 53,18 35,08 56,03 

Gallus gallus 57,94 55,84 53,61 40,82 58,55 53,18 100 34,19 57,7 

His1 virus 36,64 36,41 35,86 39,34 35,55 35,08 34,19 100 41,07 

Homo sapiens 69,43 66,27 63,53 41,42 67,26 56,03 57,7 41,07 100 

Table 2. Winkler’s algorithm. 

 

Bison 

bison 

Bos 

taurus 

Canis 

lupus 

Drosophila 

simulans 

Felis 

catus 

Gadus 

morhua 

Gallus 

gallus 

His1 

virus 

Homo 

sapiens 

Bison bison 1 0,8763 0,8614 0,8076 0,8652 0,8376 0,85 0,8032 0,8432 

Bos taurus 0,8763 1 0,905 0,7834 0,8791 0,8556 0,8334 0,8442 0,8587 

Canis lupus 0,8614 0,905 1 0,7851 0,8765 0,8687 0,8304 0,8438 0,853 

Drosophila simulans 0,8076 0,7834 0,7851 1 0,7835 0,7647 0,8176 0,7683 0,7493 

Felis catus 0,8652 0,8791 0,8765 0,7835 1 0,857 0,8317 0,8207 0,8555 

Gadus morhua 0,8376 0,8556 0,8687 0,7647 0,857 1 0,8151 0,8409 0,8385 

Gallus gallus 0,85 0,8334 0,8304 0,8176 0,8317 0,8151 1 0,7838 0,8682 

His1 virus 0,8032 0,8442 0,8438 0,7683 0,8207 0,8409 0,7838 1 0,8092 

Homo sapiens 0,8432 0,8587 0,853 0,7493 0,8555 0,8385 0,8682 0,8092 1 

Table 3. Third algorithm. 

 Bison bison Bos taurus Canis lupus Drosophila 

simulans 

Felis catus Gadus 

morhua 

Gallus gallus His1 virus Homo 

sapiens 

Bison bison 1 0,846 0,604220 0,3181985 0,625668764 0,469214183 0,468422307 0,322671569 0,57058362 

Bos taurus 0,846 1 0,61892522 0,317847962 0,602974896 0,485864878 0,450071497 0,322071245 0,54511437 

Canis lupus 0,604220216 0,61892522 1 0,329786598 0,606326063 0,475700879 0,42999285 0,331161456 0,520353877 

Drosophila simulans 0,318198529 0,317847962 0,329786598 1 0,324592863 0,308996167 0,280326501 0,292271663 0,28758525 

Felis catus 0,625668764 0,602974896 0,606326063 0,324592863 1 0,451408078 0,475042624 0,335116703 0,563642777 

Gadus morhua 0,469214183 0,485864878 0,475700879 0,308996167 0,451408078 1 0,409675882 0,322712027 0,432498802 

Gallus gallus 0,468422307 0,450071497 0,42999285 0,280326501 0,475042624 0,409675882 1 0,306720686 0,475869876 

His1 virus 0,322671569 0,322071245 0,331161456 0,292271663 0,335116703 0,322712027 0,306720686 1 0,307683023 

Homo sapiens 0,57058362 0,54511437 0,520353877 0,28758525 0,563642777 0,432498802 0,475869876 0,307683023 1 

 

 

 

http://www.bibsonomy.org/author/Winkler
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Table 4. Winkler’s algorithm. 

  Bison 

bison 

Bos 

taurus 

Canis lupus Drosophila 

simulans 

Felis 

catus 

Gadus 

morhua 

Gallus 

gallus 

His1 

virus 

Bison bison 1 0,9041 0,7588 0,5315 0,7771 0,6719 0,6723 0,5195 0,735 

Bos taurus 0,9041 1 0,7679 0,5307 0,762 0,6824 0,6603 0,5186 0,7186 

Canis lupus 0,758 0,7679 1 0,5275 0,758 0,6711 0,644 0,5139 0,6952 

Drosophila simulans 0,5185 0,5183 0,5275 1 0,5883 0,5758 0,556 0,5412 0,5604 

Felis catus 0,8486 0,8331 0,8486 0,5883 1 0,6477 0,6651 0,5093 0,7142 

Gadus morhua 0,6447 0,6554 0,6601 0,5059 0,6477 1 0,6315 0,5095 0,6413 

Gallus gallus 0,6572 0,6462 0,6453 0,4977 0,6775 0,6315 1 0,4972 0,6658 

His1 virus 0,5051 0,5048 0,5122 0,4819 0,5161 0,5068 0,4972 1 0,5768 

Homo sapiens 0,8294 0,8118 0,8043 0,5791 0,84 0,7404 0,7727 0,5768 1 

7. Some final results of calculations 

Below, we shall call: 

 our original algorithm for constructing a metric between genomesby the first one (belowNo.1,see [10]);  

 one of algorithms of  M. van der Loo etc. (below No. 2, see [5], used functionis jarowinkler()) by the second one;  

 another algorithm of  M. van der Loo etc. (below No. 3, see again [5], used function is stringdist()) by the third one; 

 one of algorithms of  H. Pages etc. (below No. 4, see [6], used function is stringDist()) by the fourth one; 

 another algorithm of  H. Pages etc. (below No. 5, see [6], used function is pairwiseAlignment()) by the fifth one. 

Let us denote, that algorithms No. 4 and No. 5 are “non-symmetrical” ones, and, when filling in the distance matrix, we used 

half-sums of the two obtained values. Also let us note that the violations of the triangle inequality were recorded only as a result 

of the algorithms No. 4 and No. 5; however, in the case of “distant” species, we had a few such results: approximately,1 case per 

2000 examined potential triangles. 

For further counting, we firstly have randomly chosen genomes of 100 representatives of the species, given in [18] (the case 

of considering“ distant species)
7
.Some results of computations(the table 100х100, i.e., 100·99/2=4950 values, making 

(100·99·98) / (2·3) = 161700 triangles) are given below in Table 1, where: 

 the rows are number of the algorithms (as we write before); 

 the columns: approximate time of the creation of the distance matrix (for making all the 4950 values, CPU clock speedis 

approximately 2 GHz); number of violations of the triangle inequality (in average 1000 launches for triangles); middle badness, 

countedfor all the algorithms 1–4 countingbadness for each triangle, see Section 3. 

All values badness we give up to 3 decimal places (the time of algorithms for constructing matrices was recorded some less 

accurately).In all tables, we celebrated the best metric for the considered norm (it is singled twice) and also the 2nd place (it is 

singled once). 

Table 5. “Distant”  species. 

No. time (h) violations badness-1, 
(α–β) / π 

badness-2, 
(α–β) / α 

badness-3, 
(a–b) / a 

badness-4, 
(A+B) / 2 

1 27 0 0,0372 0,0822 0,0416 0,196 

2 2.1 0 0,0954 0,197 0,0926 0,252 

3 2.3 0 0,345 0,476 0,163 0,468 

4 28 0.37 0,0416 0,0907 0,0469 0,176 

5 28 0.38 0,0549 0,116 0,0556 0,214 

 

As we can see, the algorithm implemented by our group, the majority of rules is optimal. And there is very important to 

remark (it follows from the above), that heuristics that were used to create this algorithm had absolutely no connection with the 

heuristics used to describe the “triangle rules” defined below. 

Secondly (the case of considering “near” species), we also randomly have chosen genomes of humanand5 apes (bonobo, 

chimpanzee, gorilla, orangutan, gibbon), which are also given in [18]. In this case, each species taking 4-5 representatives (of 28 

genomes);for the human, we took the genomes of different races. Some results of computational experiments are given in Table. 

2, where, unlike Table 1, we failed build time. Furthermore, due to the small total number of triangles (less than 5000),we have 

brought the number of violations of the triangle inequality (rather than relative values of this quantity). 

                                                           
7
 All lists of specific species corresponding genomes taken primarily from the site [18].The authors are ready to send the obtained values of distance matrices, 

as well as the source code, by e-mail(at your request). We are also ready to send the detailed results of calculations of the badness, including not only the 

averaged, but all produced in the process value. 

http://www.bibsonomy.org/author/Winkler
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Table 6. “Near” species. 
No. violations badness-1, 

(α–β) / π 

badness-2, 

(α–β) / α 

badness-3, 

(a–b) / a 

badness-4, 

(A+B) / 2 

1 0 0,0757 0,152 0,0645 0,364 

2 1 0,0333 0,0687 0,0302 0,215 

3 1 0,514 0,622 0,170 0,582 

4 32 0,0595 0,122 0,0496 0,341 

5 39 0,0741 0,151 0,0615 0,350 

As we can see, the relative number of violations of the triangle inequality significantly increases. In addition, our original 

distance metric between genomes is now not optimal. 

Thirdly, we used “preprocessor” algorithms as previously described. It should be noted that the application of these auxiliary 

algorithms decreased value of bad nessin almost all cells; however, it was not the goal of this algorithm. Besides, “leaders little 

changed”, i.e., our algorithm for constructing the metric (string 1) shows better results (comparing the absence of these auxiliary 

algorithms); however, the latter fact is just and can be explained by “tuning” the algorithm 1 for its use for a greater range of 

values. The results of computational experiments are given belowin Table 3. 

Table 7. “Near” species. (after pre-application of “preprocessor” algorithm). 
No. violations badness-1, 

(α–β) / π 

badness-2, 

(α–β) / α 

badness-3, 

(a–b) / a 

badness-4, 

(A+B) / 2 

1 0 0,0522 0,121 0,0527 0,351 

2 0 0,0314 0,0692 0,0290 0,205 

3 0 0,501 0,600 0,154 0,580 

4 12 0,0527 0,122 0,0482 0,323 

5 14 0,0732 0,150 0,0608 0,320 

And fourthly, we applied the same algorithm to the genomes of human races (white man, yellow man, black man, bushman, 

Australian man). In this case, each race took 3–4 representatives (total 18 genomes). Some results of calculations are given in 

Table 4, where the columns mean the same as in Table 2. 

Table 8. Races of human. 

No. violations badness-1, 
(α–β) / π 

badness-2, 
(α–β) / α 

badness-3, 
(a–b) / a 

badness-4, 
(A+B) / 2 

1 17 0,140 0,243 0,0924 0,325 

2 29 0,119 0,173 0,0359 0,342 

3 30 0,420 0,527 0,187 0,493 

4 30 0,119 0,218 0,0880 0,313 

5 26 0,129 0,229 0,0881 0,306 

We could make a lot of comments to the values listed in this table; let us consider only the main one. A relatively large 

number of violations of the triangle inequality (and consequently, significantly larger values of badness, at its counting on any of 

the rules),is apparently due to the large number of people crossing concrete already after the separation of races. I.e., apparently, 

these algorithms should not be used to the genomes of subspecies (without their further modifications). 

However, despite this fact, we are going to publish some further improvement of our original algorithm for constructing 

metrics, as well as our approach to the description of the badness. Besides, different algorithms for constructing metrics may be 

more appropriate with respect to different situations. 

8. Conclusion. Some future ways for research 

In this section, we look briefly at some algorithms that are going to be published in subsequent papers. 

As a possible connection between the two approaches to solving problems biocybernetic sand the traveling salesman problem 

(at first, so calledits pseudo-geometrical version, see [8,19] etc.) we may call not only the above-mentioned multi-heuristic 

approach to the problems of discrete optimization, butalsoso calledalgorithms forpseudo-placing dotsin k-dimensional Euclidean 

space [19]. These auxiliary algorithms improve the performance of other our algorithms. Moreover, algorithms similar to ones 

used by us in [13,14] could also be considered as such auxiliary algorithms; they some improve algorithms described in this 

article. Described in these articles use the risk functions of this direction is also, and we apply the special applications of the 

well-known“3 sigma rule”. 

Besides, one of the most frequently discussed in biocybernetics problems is that the recovery of the distance matrix, when 

weknow a part of the completed element sonly [11, 20].Using the same “triangular norm”, we propose an original algorithm for 

such recovery; we are going to write about it in the near future. 
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Abstract 

This paper proposes parallel implementation of the image informative segments extraction method. The images are segmented in the spatial 

spectrum domain. Median energy in each selected segment is viewed as an area. For time saving purpose parallel implementation was 

developed for the areas calculation phase. The developed software implementation was tested on the high performance multicore computing 

system.  

Keywords: diagnostic crystallogram; spatial spectrum; discriminant analysis; k-NN classification; parallel implementation 

1. Introduction 

Currently computer processing of medical diagnostic images is one of the vital research tools and a way to improve efficiency 

of early detection of various diseases. Change of the body fluids composition is one of the information-bearing health condition 

areas. Metabolic change that occurs due to pathological conditions affects the fluid composition; there are numerous changes in 

the molecular composition of tissues and body fluids. Converting the fluid from one phase state to another is one of the ways to 

detect such changes. Crystallization is one of the most convenient methods to change the fluid phase. Crystal properties 

modification is caused by changed physical and chemical properties of a body fluid. The investigation of these properties is the 

crucial problem of crystal analysis [1]. In medicine, studied crystallograms are the structures formed by salt crystallization 

caused by body fluid drying. 

In clinical practice the crystallogram analysis is based on their images. It is not always possible to visually identify changes in 

such key crystallogram parameters as predominant bar direction, bar density etc., which contribute to major pathologic signs. 

Quantified analysis and objectivity are among computer analysis advantages.  

The information contained in the image is structurally excessive. It is known that if the parallel bars of certain direction were 

predominant on the original image, the bars of the same direction would dominate the Fourier transform of an original image. 

This property can be used to analyze crystallograms [2, 3] and other images of branched structure. 

The developed method based on discriminatory analysis algorithm is applied to generate the informative areas set, which is 

used in this paper to identify the characteristics of the initial crystallogram images. 

In the article, we propose a parallel implementation of the method to speed up computations. 

2. Informative areas generation method 

2.1. Description of the areas used 

In this work, the areas are derived from calculation of the total energy on the selected spectrum image ranges. Most part of the 

spectrum does not contain the information suitable to identify the characteristics of an original image.  

If the image function and its Fourier transform F(u, v) are considered in a spatial domain, then the magnitude |F(u, v)|2 

defines an energy spectrum of the image. The energy spectrum of the image can be directly analyzed as a whole or partially. 

In this work, we analyzed features derived by calculating the total energy of a selected domain of the spectrum image. The 

spectrum image in the domain of interest was segmented using a formula: 
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where, θ1 и θ2 are the bounding angles of the sector.  

Since the spectral image is symmetric around the center, only half of the image will be used to form up the areas [4, 5]. 

2.2. The technique of building an efficient set of areas for image discrimination 

This paper describes the method to extract the informative segments from the spectrum images (in Figure 1 is shown as a 

stage of smart area analysis process). The segment informative value was estimated using the criteria of separability of 

discriminatory analysis algorithm. 
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The methods based on the discriminative analysis algorithm proved to be a good solution to form up new problem-specified 

areas [6]. These methods permit to improve the reliability of data classification [7, 8].  

The discriminative analysis is used to eliminate the correlation between the areas and consequently to reduce the size of the 

areas set. The usage of this algorithm allows, on the one hand, to maintain the informativeness of the feature set for classification 

and, on the other hand, to reduce the number of areas to apply less complicated classification methods and to reduce the 

classification error value. 

An individual separability criterion was calculated for each area based on equation: 

J=tr((T)
-1

B), where T = B + W, B is between-group scattering matrix, W is intragroup scattering matrix. 

The informative areas set is further generated in the following manner: 

 The areas are ranged in the order of decreasing of individual separability criteria values. 

 The initial areas set consists of a feature with the largest criteria. Classification is carried out. 

 Then the area with the next value of separability criterion is added to the set. Classification based on the new set of areas is 

carried out. 

 Repeat item 3 until all areas are included into the set. 

The informative set of areas is the one with classification results yielding the minimum error value. The classification error 

that defines the number of cases with the classifier acquiring incorrect value is calculated from the equation: ε = (m/n) · 100%, –

 where m is the number of classification errors, n is the total number of images tested. 

3. Parallel implementation of the method to generate informative areas 

The entire algorithm of informative areas generation may be presented as a diagram shown in Figure 1. The analysis of the 

algorithm structure showed that the first stage of areas computing has the maximum computational complexity. 

As mentioned above most of the algorithm run time is spent on computing the areas. This stage includes pre-processing of the 

learning sample, generation of spatial spectrum for each learning image and calculation of the area values. The number of 

calculations can be reduced if one take into account that the spatial spectrum image is symmetrical relative to its center, and for 

this reason the areas calculation may and must be performed only on the half of the spatial spectrum image. In order to speed up 

the algorithm run time this paper will apply task division. This paper will not use an MPI technology but will apply task 

distribution by threads, that is why the way of splitting the image into tasks is not important. In case of sample pre-processing 

and spatial spectrum image generation a single image is sent to each thread. Then at the areas calculation stage each thread 

reveives a separate element - an image segment calculated on the basis of the proposed segmentation. The next task is sent to the 

thread as soon as it completes handling of the element. 

Application of this segmentation pattern allows substantial run-time saving at the first stage of the algorithm. During this 

resource-intensive stage such method of tasks segmentation by threads has permitted to achieve the three-fold acceleration when 

four threads were used. The curve in Figure 2 shows the relation between acceleration and the number of areas. 

 

Fig. 1.  Informative areas formation algorithm. 
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Fig. 2.  Speedup graph. 

4. Classification results 

After classification for all possible segmentations, areas were selected using the developed area selection algorithm. Figure 3 

shows the relation between classification error and the number of areas taken in the descending order of their separability 

criterion in case of classification with 2-nearest neighbors methods to split into 4 sectors and 8 rings 

 

Fig. 3.  Relation between classification error and the number of areas. 

Tables 1 show classification error value after selecting the informative area set. The error value selection to be included into 

the final table is shown above. 

Table 1. Classification error following area selection, %. 

 
Number of rings 

1 2 3 4 5 6 7 8 

N
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m
b
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se
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1 9 9 9 9 9 9 10 10 

2 8 8 7 7 7 7 7 7 

3 8 7 6 6 6 6 6 7 

4 7 7 6 5 5 5 4 4 

5 7 7 6 6 6 6 7 7 

6 7 7 7 7 7 7 7 7 

7 7 7 7 7 7 7 7 7 

8 7 7 7 7 7 7 7 7 

5. Conclusion 

This paper presented the method to generate a set of informative local areas of a spatial spectrum in order to classify medical 

crystallogram images, and an option of parallel implementation of such method. In addition, the research included experimental 

testing of the developed software implementation, which demonstrated that parallel algorithm implementation provided almost 

three-fold acceleration at the areas calculation stage. The next step is to implement parallel computing at the smart area analysis 

stage in order to improve the informative area set calculation speed. 
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Abstract 

The model of micron charged particles motion in an electrostatic accelerator path is presented. This article describes software that provides 

formation of a particle packet with given statistical characteristics and the results of modeling, obtained by the supercomputer Sergey Korolev. 

Performance of software implementation for the supercomputer, parallel implementation for PC and implementation for GPU is being 

considered. Comparison with experimental data was carried out; convergence of full-scale and numerical experiments was shown. 

Keywords: trajectory calculation; electrostatic accelerator; supercomputer; GPU; CUDA 

1. Introduction 

Space debris remains one of the main causes of degradation of spacecraft structural elements. At the same time tendency to 

increase concentration of technogenic dust particles in near-earth orbit remains [1]. Considering the current trend for increasing 

the duration of spacecraft operation, as well as to reduce their weight and dimensions, it is necessary to have ground-based 

experimental facilities that allow research of new materials in conditions of interaction with high-speed dust particles. 

For such research accelerators of various types have been developed, in particular, the Van de Graaf accelerator, electrostatic 

and electromagnetic accelerators. Electromagnetic accelerators working on the principle of a railgun are most widely used to 

accelerate large particles (from 1 mm and above) [2]. Electrostatic accelerators, containing drift tubes to which an accelerating 

voltage is applied, are used to research the degradation of materials in the flow of high-speed micron particles. The in-phase 

switching of the accelerating voltages with increasing particle velocity can be provided in two ways: 1) increasing the length of 

the drift tubes; 2) increasing the frequency of the accelerating voltage. The second method is more preferable, because it 

provides greater flexibility in tuning such an accelerator [3]. 

The main characteristics of such an experimental facility are the range of output velocities and the particle flux density at the 

exit from the accelerator path. The main task in developing such accelerators is a maximization of these parameters. The solution 

of this problem is complicated by the fact that the full-scale modeling of constructions is largely hampered by their large 

geometric dimensions, use of high voltages and the need to create a vacuum system for each design. The only way to design 

such units is through mathematical modeling. To evaluate the characteristics of particles at the exit of the accelerator path with 

given parameters (such as the number of drift tubes, accelerating voltage and geometric parameters of tubes.) the authors 

developed software that solves the assigned task. 

2. Preparation of initial data 

In the laboratory facility, the injector generates a stream of charged particles with a probabilistic distribution of velocities, as 

well as probabilistic radial and angular distribution of particles in a packet. Then particles come on the input of electrostatic 

accelerator. 

For the purpose of mathematical simulation of particle trajectories in the accelerator path, it is necessary to form model 

packets of the particles with probabilistic characteristics matching the characteristics of real packets. In order to do that, the 

software module that generates random variables with required distribution law was written. 

To generate a model packet of particles with a distribution similar to the real one, the Box-Muller transformation with 

subsequent summation of the velocity vector components and normalization for the most probable energy corresponding to 450 

m/s was used. 

The algorithm of the generator of a model packet of particles can be represented in the following form: 

1) formation of two random values U1 and U2 on the interval (0; 1] with the help of a generator of uniformly distributed 

random variables; 

2) obtaining two random variables distributed normally, in accordance with expression:  

; 

; 

1) the repetition of points 1 and 2 makes it possible to obtain three normally distributed numbers whose geometric sum is a 

velocity vector in three-dimensional space:  

; 
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2) normalization of the total velocity vector with the help of the scale factor obtained from the most probable speed. 

The distribution of velocities of charged particles at the output of the injector is shown in the Fig. 1. The distribution of the 

model packet of particles by velocities is shown in the same figure. 

 

Fig. 1. Distribution of real and model particle packets on axial speeds. 

The generation of the radial coordinates of the model packet of particles is also based on the Box-Muller transformation. The 

distribution of a model packet at radial coordinate is shown in Fig. 2. 

 

Fig. 2. The distribution of a model packet of particles at radial coordinates. 

Due to the ratio of the size of the hole at the output of the injector and the distance to the charging needle, charged particles 

enter the input of the electrostatic accelerator at a solid angle equal to 2°. When forming the distribution of a model packet of 

particles at radial velocities (Fig. 3), particles with an unsuitable ratio of the radial and axial velocity components are excluded 

from consideration. 

The acceleration received by the particle inside the path is largely determined by the ratio of mass to a charge. Therefore, the 

generator of the model packets also formed the probability distribution of the mass-to-charge ratio. The initial form of a 

distribution for a full-scale experiment was obtained indirectly, starting from a priori knowledge of the accelerating potential, as 

well as the velocities of the particles at the input and the output of the path. The real and model distributions are shown in Fig. 4. 
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Fig. 3. The distribution of a model packet of particles on radial velocities. 

 

 

Fig. 4. Distribution of real and model particle packets on mass to particle charge in the package. 

The motion of charged particles was simulated on a two-dimensional rectangular grid because of the axial-symmetry of the 

task. The grid nodes contain the values of electrostatic potential. Using the numerical calculation of the potential distribution for 

five accelerating tubes with a 10 kV potential difference between adjacent tubes, which corresponds to the real parameters of the 

accelerator, the field values at the nodes were obtained. The grid of the cell has a step of 9,775∙10
-5

 m which corresponds to 

splitting the 10 cm section into 1023 intervals or 1024 nodes. 

3. Calculation of the trajectory of particles in a linear accelerator path using a personal computer 

The program for calculating the trajectories of charged particles in the path of a linear electrostatic accelerator using a 

personal computer was written in the C # programming language. The package of model particles contains 16384 pieces and 
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was formed according to the algorithms described in paragraph 2. All particles start from the coordinate x = 0 m, the radial 

coordinate is subject to the normal distribution law and lies in the range from -0.01 to 0.01 m. The components of the particle 

velocity vector correspond to the parameters of the real distribution of charged particles after the injector. To preserve the state 

of particles, the Particle class was used, which has the necessary fields for storing two coordinates, two components of the 

velocity vector, a time quantum and the total time of flight. 

Interpolation of the field was carried out on the assumption that the particles have only a positive coordinate at the radial axis. 

For this the operation of taking the module from the radial coordinate of the particle is added to the interpolator function. 

Interpolation occurred for a field section of 1 cm x 10 cm, respectively, the x coordinate must always lie in the range 0 ÷ 0.1 m. 

After a interpolation operation for particles having a negative radial coordinate, the radial field component must also be 

inverted, using the negative radial coordinate flag. 

Particles were traced by the fourth-order Runge-Kutta method. The calculation for each of the particles was completed after 

the onset of one of two events: the particle exceeded the limit -0.01 m or 0.01 m along the radial coordinate, which corresponds 

to the precipitation of the particle on the accelerating tube, or the particle exceeded the limit of 1 m along the longitudinal 

coordinate, which corresponds to the passing of a particle of the entire accelerator section. 

Every 0.025 m the slice of all the characteristics of particles was built. After each iteration, the value of the time quantum for 

each of the particles was adjusted from the condition of the minimum number of steps per one grid cell. 

All the initial parameters, such as a set of particles and field values, were saved for later use on the supercomputer Sergey 

Korolev (SK) and for calculations using the GPU accelerator. 

The results of modeling the flight of a particle packet through the accelerator path are shown in Fig. 5 – 7. 

 

Fig. 5. The distribution of particles in the accelerator path in sections at the radial and longitudinal axes. 

 

Fig. 6. Distribution of the average longitudinal velocity in the accelerator path in sections at the radial and longitudinal axes. 

It can be seen that at the output from the accelerator path the average particle velocity increases more than twice, and the 

number of particles on the axis of the path decreases by approximately 2.5 to 3 times, however, the number of particles at the 

periphery increases. 
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The graph of distribution of mean radial velocity allows for the conclusion about the effect of focusing in the radial plane, 

because most of the time of flight of the accelerator path, the particle velocity along the radial coordinate has a sign opposite to 

the sign of their radial coordinate, i.e. particles tend to the axis of the device. 

 

Fig. 7. Distribution of the mean radial velocity in the accelerator path in sections at the radial and longitudinal axes. 

 

Fig. 8. Distribution of real and model particle packets on longitudinal velocities. 

The main characteristic of an electrostatic accelerator is the range of speeds obtained at the output of its path. Data obtained 

by numerical simulation and by a real accelerator are shown in Fig. 8. 

The above graphs show a good convergence of the results of numerical and full-scale experiments. In particular, the most 

probable particle velocity at the output from the path is approximately 1.5 ÷ 2 km/s and the number of particles reaching the 

output of the path for a real accelerator is 69.9 %, and for the model – 71.3 %. 

4. Calculation of the trajectory of particles in the linear accelerator path using the supercomputer SK 

To calculate the trajectories using the supercomputer SK, an implementation of the program was developed to run on 16 

processors. The implementation of the program is written in the programming language C, for storing particle parameters, a 

structure similar to the Particle class from paragraph 3 was used. 

The matrix of the electrostatic field, as well as an array with particle parameters were connected as external header files with 

two-dimensional arrays declared and assigned inside. The implementation of multithreading was provided by connecting the 

MPI library. Another difference in the implementation of the program for the supercomputer SK was that two separate methods 

were used to interpolate the field, since the field arrays were connected as two separate header files. 

Similarly to the program implementation for a personal computer, the calculation for each of the particles was carried out by 

fourth-order Runge-Kutta method before the particle leaves the path. Slices of the state of the particle packet were also 

constructed every 0.025 m by outputting data to the output stream. 

After the end of the program, the supercomputer SK software automatically collected data from each of 16 nodes into one file 

on the head node. The result of execution is a set of states of particles on slices that needed to be sorted by the particle index. 
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The results of modeling the flight of a particle packet through the accelerator path using the supercomputer SK almost 

completely coincide with the graphs in Fig. 5 – 7, built on the data obtained on a personal computer. 

5. Calculation of the trajectory of particles in the linear accelerator path using the GPU accelerator 

This implementation of the program for calculating the trajectories of charged particles in the path of a linear electrostatic 

accelerator was written in C # using CUDA libraries. The difference from the other two implementations is the calculation of 

particle trajectories on the GPU accelerator, which requires special data preparation. 

The initial data for the calculation was loaded from the files saved by the program from paragraph 3. Further, all the variables 

of the double data type were stored in arrays of the same length as the number of particles. In the host memory, data arrays of 

vector type int2 were created for storing 64-bit variables, then the data was converted and data of the vector type was copied to 

the GPU memory where the calculation was performed. The values of the field at the grid nodes were stored in the texture 

memory, the values of the particle characteristics – in the surface memory.  

Calculation of the trajectories was carried out by fourth-order Runge-Kutta method, data upload from the GPU was 

performed during the flight of the next 0.025 m, or when particle leaves the path. Similar to the other two implementations, 

distributions of the particle characteristics at the path sections were constructed.  

The results of modeling the flight of a particle packet through an accelerator path using a GPU accelerator coincide with the 

results obtained on a personal computer and a supercomputer (Fig. 5 – 7) with small differences obtained for the average radial 

velocity. These differences will be explained in paragraph 6. 

6. Comparison of calculation results for three software implementations 

To compare the results of the calculations obtained by three software implementations, a trajectory of a single particle, not 

exceeding the limits of the accelerator path, was constructed. Then the dependencies of the relative error of the radial coordinate, 

the relative error of the longitudinal velocity and the relative error of the radial velocity on the longitudinal coordinate were 

plotted, they are shown in Fig. 9 – 11. 

 

Fig. 9. Dependencies  of the relative error of the radial coordinate from the longitudinal for a single particle, 
calculated using a GPU accelerator (GPU) and a uniprocessor personal computer (PC). 

 

Fig. 10. Dependencies of the relative error of the longitudinal velocity at the coordinate x for a single particle, 
calculated using the GPU accelerator (GPU) and a uniprocessor personal computer (PC). 
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Fig. 11. Dependencies of the relative error of the radial velocity at the coordinate x for a single particle, 

calculated using the GPU accelerator (GPU) and a uniprocessor personal computer (PC). 

To calculate the relative error, the data obtained from the supercomputer SK were used as reference values. 

Relative errors for data obtained when calculating on a personal computer do not exceed 10
-10

 % and, in fact, are a rounding 

error. The data obtained on the GPU accelerator has a greater relative error, which is due to the aspects of the representation of 

double precision numbers in the GPU accelerator memory. This is especially noticeable at the transition points of the radial 

coordinate and radial velocity curves through zero. At these points, the relative computational error is maximal. 

7. Conclusion 

The shown accuracy for all three methods is sufficient to adequately simulate the behavior of the particle flow. 

The advantages of the software implementation for a supercomputer and a personal computer include greater accuracy. 

However, the execution time of the programs in this case strongly depends on the number of available processor cores. So, on 

16 nodes of the supercomputer SK, a package of 16384 particles was calculated in 4 min 17 s, and on a single-processor 

machine in single-threaded mode the calculation took 46 min 34 s. 

The software implementation for the GPU accelerator (2,880 cores at 1020 MHz) has a bit lower calculation accuracy. 

However, this disadvantage is not significant, since the greatest relative error arises for near-zero velocities for a very small 

number of iterations and, in the final analysis, practically does not affect on the result. For example, for the above particle, for 

250,000 iterations, the difference occurs only in the 9-significant digit. In addition, this disadvantage is largely offset by the 

speed of this implementation of the software: the same package on the GPU accelerator was calculated in 40.64 s. 

Since the algorithm for solving this task is parallel in input parameters due to the fact that the trajectories of the particles do 

not depend on each other, the computational speed is scaled in proportion to the number of particles and the number of 

processors involved. Thus, the most optimal is the approach in which the primary analysis of alternate designs occurs using the 

GPU accelerator, with the final verification of the selected design carried out by the supercomputer. 
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Abstract 

In this paper, we propose the Templet – a runtime system for actor programming of high performance computing in C++. We provide a 

compact source code of the runtime system, which uses standard library of C++ 11 only. We demonstrate how it differs from the classic 

implementations of the actor model. The practical significance of the Templet was examined by comparative study on the performance of 

three applications: the reference code in C ++, managed by the OpenMP; the actor code in C ++, managed by the Templet; the actor code in 

Java, managed by the Akka. As a test problem we used a numerical algorithm for solving the heat equation. 

Keywords: performance analysis; message-oriented middleware; actor framework; high performance computing; C++ language 

1. Introduction 

Actor model proposed by Hewitt in 1973 [1] isn’t out of date; on the contrary, it at-tracts more and more attention to the 

developers. This is due to the modern trend of widespread hardware solutions for massively parallel computing applications. 

One of the main features of the actor model is the ability to describe an unbounded natural parallelism. Therefore, actively 

developing technologies such as the infrastructure software, Internet of Things and high performance computing, which uses 

massively parallel computations, fit well into the concept of actors [2]. 

In the area of infrastructure software and the Internet of Things there is a popular framework for interpreted Scala and Java 

languages called Akka [3]. In high-performance computing, where compiled languages dominated, actors have been of little use. 

In our opinion, this is due to the prevailing stereotype of the implementation complexity of the actor model for compiled 

languages. New features of the latest versions of the standard, starting with C ++ 11, led to the development of effective and 

portable implementations of actor models for compiled C ++ [4]. 

The aim of the work is (1) to present a scalable, build-in implementation of the ac-tor model in C++11, (2) demonstrate the 

effectiveness of the implementation by using high-performance computing test. 

The remainder of this paper is organized as follows. First, we discuss the test problem for the performance evaluation in high-

performance computing. Then, we describe the implementation of the Templet actor runtime system. Further, we propose three 

parallel implementations of the test problem: the first one based on OpenMP, the second one using the Templet system and the 

last using the Akka Framework. After that, we describe the conditions of the computational experiment and compare the results, 

and make a conclusion based on the results. 

2. The Method of Efficiency Evaluation: Heat Equation Test 

For comparative analysis we used an algorithm describing the solution to the heat equation (see Listing 1, 2). The algorithm 

was chosen due to the fact that it describes the sample implementation of frequently used finite-difference method and trivial 

one-dimensional decomposition of the data area for parallelization. 

The constants W and H keep the width and height of the field grid area. The constant T is the number of time samples. An 

elementary operation op (Listing 1) shows the use of a differential stencil for calculating field values at the next time step. 

1 void op(int i) 

2 { 

3  for (int j=1; j<W-1; j++) 

4   field[i][j]=(field[i][j-1]+field[i][j+1]+ 

5    field[i-1][j]+field[i+1][j])*0.25; 

6 } 

Listing 1. Elementary operation of the heat equation benchmark. 

By changing the code of the elementary operation op (see Listing 1), we can derive algorithms for solving other problems. 

For example, it is easy to adapt the algorithm for three-dimensional field domain without changing the overall calculation 

structure (see Listing 2). 

Another feature of the test is re-using the values of the temperature field in the calculation of the time layer by Seidel method. 

From an algorithmic point of view, this builds an association between iterations for i (Listing 2), which results in non-trivial 

issues in creating  a parallel solution based on OpenMP.  



High-Performance Computing / S.V. Vostokin, E.G. Skoryupina 

3rd International conference “Information Technology and Nanotechnology 2017”     63 

1 double seq_alg() 

2 { 

3  for (int t=1;t<=T;t++) 

4  for (int i=1;i<H-1;i++) op(i); 

5 } 

Listing 2. Sequential algorithm for the heat equation benchmark. 

3. The Templet Runtime System 

The Templet actor computing system consists of three main parts: two primitive operations (send and access) and a function 

for worker threads that process messages (tfunc). In the following listings we illustrate the mechanism for parallel execution of 

actors in the shared memory using the C ++ standard library threads. 

A message sending operation source code is shown in Listing 3. To send a message is to place the message in a shared queue 

and notify a thread, which may expect the message in the empty queue (line 6). The queue is protected by a mutex. It is captured 

in line 5. The message contains a reference to the actor-destination and the sign of being sent. They are initialized in line 4. Line 

3 presents a guard of re-sending the message. Resending the message is an emergency situation, indicating that an error occurred 

in the application code. 

1 inline void send(engine*e, message*m, actor*a) 

2 { 

3  if (m->sending) return; 

4  m->sending = true; m->a = a; 

5  std::unique_lock<std::mutex> lck(e->mtx); 

6  e->ready.push(m); e->cv.notify_one(); 

7 } 

Listing 3. Primitive operation ‘send’. 

The access to the message object during the actor processing procedure is allowed if the function access (see Listing 4) 

returns "true". The access is granted if (1) the message refers to the actor, which calls the function; (2) the message is not on 

delivery (line 3). This condition is an invariant during the processing of a message in the context of a particular actor, otherwise 

the message will not be sent by the send operation. Sending messages is allowed only if the actor has access to the message (see 

Listing 4). 

1 inline bool access(message*m, actor*a) 

2 { 

3  return m->a == a && !m->sending; 

4 } 

Listing 4. Primitive operation ‘access’. 

The source code of the worker thread is shown in Listing 5. It implements a thread pool pattern [5]. The task in terms of the 

pattern is a message which is in the state of delivery.  The sending field value of the message is true. 

The worker thread polls the task from the queue (line 16) and starts the actor’s, message processing procedure (recv). The 

recv procedure is prepared by several steps: (1) determining the message’s destination actor (line 19); (2) setting the lock on the 

actor (line 21); (3) changing the delivery sign of message to sending = false (line 22); activating the recv procedure to process 

the message (line 23). 

1 void tfunc(engine*e) 

2 { 

3  message*m; actor*a; 

4 

5 for (;;){ 

6  { 

7   std::unique_lock<std::mutex> lck(e->mtx); 

8   while (e->ready.empty()){ 

9    e->active--; 

10    if (!e->active){ 

11                        e->cv.notify_one(); return; 

12                   } 

13    e->cv.wait(lck); 

14    e->active++; 

15   } 

16   m = e->ready.front(); 
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17   e->ready.pop(); 

18  } 

19  a = m->a; 

20  { 

21   std::unique_lock<std::mutex> lck(a->mtx); 

22   m->sending = false; 

23   a->recv(m, a); 

24  } 

25   } 

26 } 

Listing 5. Worker thread’s function and ‘recv’ callback invocation. 

Note that the captured locks are released implicitly when the thread leaves the syntactic scope of the object lock lck. The actor 

system computations are stopped when there are no active working threads. 

4. Parallel Algorithms for the Heat Equation Test 

We implemented three parallel versions of the code in Listings 1, 2. All these versions are driven by the following rules of 

parallelization: t is allowed to start iteration t along the time axis and i along the space axis (t, i), if (1) the iteration (t-1, i + 1) 

and (t, i-1) have been completed; or (2), if t = 1 and iteration (t, i-1) has been completed. We assume that if an iteration has no 

i+1 or i-1 neighboring iterations, the neighboring iteration is completed. The first iteration of the calculation (1,1) is performed 

disregarding these  conditions. The algorithm stops when T iterations are performed for each coordinate. The considered 

computing algorithm can be implemented on the basis of OpenMP, as shown in Listing 6. The idea of parallelization is as 

follows: either even or odd iterations i can be calculated simultaneously on each count t. A strict compliance with the rules of 

calculation is guaranteed by the additional check in lines 5, 10 and 15 in Listing 6. 

1 void par_omp() 

2 { 

3 #pragma omp parallel shared(H,T) 

4 { 

5 for (int t = 1; t <= (2 * T - 1) + (H - 3); t++){ 

6 

7  if (t % 2 == 1){ 

8 #pragma omp for schedule(dynamic,1) 

9   for (int i = 1; i < H - 1; i += 2) 

10    if (i <= t && i > t - 2 * T) op(i); 

11  } 

12  if (t % 2 == 0){ 

13 #pragma omp for schedule(dynamic,1) 

14   for (int i = 2; i < H - 1; i += 2) 

15    if (i <= t && i > t - 2 * T) op(i); 

16  } 

17 } 

18 } 

19 } 

Listing 6. OpenMP based parallel algorithm for the heat equation benchmark. 

The actor implementations of the algorithm in listing 1, 2 enable using the rules of parallelism explicitly. For this reason, 

each space coordinate i is matched by an actor. There are N = H-2 actors used in both actor algorithms. 

In the Templet implementation, the rules of parallelization presented in lines 5-7 of Listing 7. In lines 11 and 12, the actor 

informs its’ neighbors i-1 and i+1 (if any) of the completion of the iteration (t, i) by sending messages. 

1 void recv(message* , actor* a) 

2 { 

3  int id = (int)(a - as); 

4 

5 if ((id == 0 || access(&ms[id - 1], a)) && 

6  (id == N - 1 || access(&ms[id], a)) && 

7  (ts[id] <= T)){ 

8 

9  op(id+1); ts[id]++; 

10 
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11  if (id != 0)     send(&e, &ms[id - 1], &as[id - 1]); 

12  if (id != N - 1) send(&e, &ms[id], &as[id + 1]); 

13 } 

14 } 

Listing 7. Actor based parallel algorithm for the heat equation benchmark, Templet runtime. 

In the Akka implementation, the rules of the parallelization are declared in lines 7-9 of Listing 8. In lines 13-20 the actor 

informs its neighbors i-1 and i+1 (if any) that the iteration is completed (t, i) by sending messages. Note that the message 

handling code in Listings 7 and 8 is implemented identically for the convenience of comparison. The code block in lines 22-24 

is stops the computations. 

1 public void onReceive(Object message) { 

2      if (((Integer) message) == id - 1) 

3              access_ms_id_minus_1 = true; 

4      if (((Integer) message) == id) 

5              access_ms_id = true; 

6             

7      if ((id == 0 || access_ms_id_minus_1) && 

8              (id == N - 1 || access_ms_id) && 

9              (Main.time[id] <= Main.T)) { 

10 

11         Main.op(id + 1); Main.ts[id]++; 

12 

13         if (id != 0) { 

14                Main.actors[id - 1].tell(id - 1, getSelf()); 

15                access_ms_id_minus_1 = false; 

16         } 

17         if (id != Main.N - 1) { 

18                Main.actors[id + 1].tell(id, getSelf()); 

19                access_ms_id = false; 

20         } 

21      } 

22      if (Main.time[id] == Main.T + 1 && id == Main.N - 1) { 

23            Main.system.terminate(); 

24      } 

24 } 

Listing 8. Actor based parallel algorithm for the heat equation benchmark, Akka. 

Both actor algorithms have an initialization code, which is not considered in the paper. Complete code of the Actor Templet 

library and the test cases are available at https://github.com/Templet-language/newtemplet/ . 

5. Results 

Computational experiments were performed on a computer with an Intel (R) Core (TM) i3-3220T RAM 4GB, Windows 10 

x64. C ++ programs compiled in Microsoft Visual 2015. For Java programs we used the JDK version 1.8 and the Akka library 

version 2.4.17 deployed on the same computer. 

The complexity of the problem may be denoted by H. There are two space-time domain parameters of the calculation: 

W=H*2, T=H*2. Both depend on H. Note that H also determines the granularity of computing. The bigger the H parameter is, 

the bigger chunks of data are processed sequentially. 

Columns of Table 1 indicate the duration time of the algorithm in seconds: T1
JAVA

 - a sequential Java implementation; 

T1
NATIVE

 - a sequential C++ implementation; Tp
AKKA

 - a parallel Java implementation based on Akka; Tp
TEMPLET

 - a parallel C ++ 

implementation based on the Templet; Tp
OPENMP

 - a parallel C ++ implementation based on OpenMP. 

To account for temporary fluctuations, the data presented in Table 1 has been statistically pre-processed. Each value in Table 

1 is calculated by series of 19 experiments. The value includes only the significant digits, guaranteeing them from getting into 

the interval [min, max] with confidence factor of 90% (min - minimum, max - maximum time in a series of 19 experiments). 

Table 2 shows the efficiency of the test implementation based on the proposed runtime system by the example of the 

implementations based on Akka and OpenMP. The EAKKA and EOPENMP values show the percentage of the Templet acceleration 

of reference implementations based on Akka and OpenMP. 

 

https://github.com/Templet-language/newtemplet/tree/master/etc/comparison_with_openmp
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Table 1. Experimental computation time of the heat equation benchmarks. 

H T1
JAVA, s T1

NATIVE, s Tp
AKKA, s Tp

TEMPLET, s Tp
OPENMP, s 

400 1.79 1.357 0.8 0.42 0.40 

500 3.5 3.028 1.2 0.92 0.9 

600 6.1 5.238 1.8 1.81 1.77 

700 9.8 7.37 2.7 3.01 2.92 

800 14.6 12.46 3.7 4.60 4.52 

900 20.9 17.73 5.4 6.5 6.4 

1000 28.7 21.09 7.6 9.0 8.9 

Table 2. Relative efficiency of the Templet runtime system: EAKKA = Tp
AKKA/ Tp

TEMPLET  and EOPENMP=Tp
OPENMP/ Tp

TEMPLET 

H EAKKA, % EOPENMP, % 

400 190 95 

500 130 99 

600 99 98 

700 90 97 

800 80 98 

900 83 98 

1000 84 99 

Correctness of the parallelization was checked by piecemeal test for equality of the temperature field values calculated by 

sequential and parallel method. We used equal random initial field values for parallel and sequential method. The physical 

interpretation of the calculation results was not carried out, since it is beyond the scope of this study. 

6. Discussion 

The experiments confirmed the high efficiency of the proposed simple implementation of the Templet runtime system for 

actor calculations. The Templet system has only a slight performance gap in tests performed using OpenMP, and for the small H 

parameter values (400..600) it is not far behind the Akka, or even exceeds it. 

The advantage of actor algorithms for the Templet and Akka is the simplicity of implementation and debugging. The 

parallelism of the system is described in terms of a simple behavior of each individual actor. Using the OpenMP requires the 

understanding of the global state of computing at each time, resulting in complex boundary conditions of the algorithm cycles in 

Listing 6. 

Our algorithm is not inferior to the implementation of OpenMP. This result is obtained despite the fact that we used the 

expressive possibilities of C ++ Standard Library 11 to simplify the code, neglecting the efficiency. If necessary, it can be 

optimized by using the primitive compare-and-swap, as proposed in [2], and by work stealing algorithms [6]. 

The source of the simplicity of our actor model implementation is a departure from the classical approach proposed by Agha 

[7] and implemented in the famous actor frameworks and languages, for example, Erlang [8], Scala [9], CAF [2] and others.  

Agha’s approach assumes that the messages are some values that are passed between the actors. They are accumulated in the 

mailbox - a special system structure associated with the actor. The actor has an access to the message values. 

In our implementation, messages are treated as variables that store values. A programmer is not bounded to syntactic rules of 

access to the message from any actor at any time. However, an access is meaningful and does not lead to violations of logic 

provided that the function access to the message-actor pair has returned a true value. This approach does not require the 

implementation of complex logic of copying values between the mailbox and the actor call frame from the runtime system. 

The test also showed that despite the fact the native implementation of the test is superior to the Java implementation in terms 

of performance, the parallel implementation using Akka is the best for the dimensions of the test problem when the H parameter 

value is 600 or more. This can be attributed to the fact that the scheduling algorithm offered by Akka is more sophisticated than 
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the one offered by the  Templet system, as well as the scheduling algorithm selected to test the implementation based on  

OpenMP. 

7. Conclusion 

We propose a simple implementation of the actor computation model in C ++ 11, and the possibility of its usage in high-

performance computing. The test example of the heat equation illustrates the high effectiveness of the proposed implementation. 

It approximates to the effectiveness of OpenMP, and in some cases is superior to Akka. Apart from that, it  reduces the 

complexity of the coding. 

The runtime library is used in the object-oriented Templet language [10] for the implementation of parallel computing 

patterns. These patterns are used in solving problems of nonlinear dynamics in the design of spacecraft [11].  

This work is partially supported by the Russian Foundation for Basic Research (RFBR#15-08-05934-A), and by the Ministry 

of education and science of the Russian Federation in the framework of the State Assignments program (№ 9.1616.2017/ПЧ). 
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Abstract 

The paper proposes a modification of the pyramid method for constructing algorithms for the difference solution of the d'Alembert equation on 

a graphics processor in the event of a shortage of video memory. The authors demonstrate the effectiveness of the method on the practical 

example of dividing the grid area into two sub domains. Acceleration reaches the characteristic for the case of a domain entirely located in the 

video memory. In the article investigated the effectiveness of using the author's approach depending on the height of the pyramid and showed 

the boundaries of applicability of the proposed modification. 

 
Keywords: The method of the pyramids; the grid area; difference solution; computing acceleration  

1. Introduction 

The deep interconnectedness of optics and computing technology is due to their mutual influence in the course of which at the 

turn of the 70-ies and 80-ies of the last century there were two independent branches of science: computer optics associated with 

the development of numerical methods of calculation and simulation of optical devices on a computer and optical engineering, in 

which the optical elements are created computing devices. The growth of the relevance of the mentioned industries due to the 

perfection of the architecture of computers (multithreading, multicore, vectored calculations) and technologies of formation of 

optical elements (transition from micro to nano-size). The first feature allowed us to use the methods of a rigorous diffraction 

theory [1] for calculating the nano-sized elements of optical processors, characterized by high computational complexity. 

Among the numerical methods of the strict theory of diffraction, FDTD [1], deserving high universality (Maxwell's equations 

describe all wave electromagnetic processes) and the simplicity of understanding (based on the replacement of derivatives by 

difference relations) deserved wide popularity. The latter circumstance makes it possible to write the computational procedures 

of the method in a clear form in the popular language of matrix calculations of MATLAB [2] 

Unfortunately, the software implementation of the FDTD method on modern graphics computing devices that provide faster 

CPU computation by an order of magnitude is encountered, when using this language, with high demands on the amount of 

video memory: in the production of calculations, it is necessary to use several times more volume than when Work on the central 

processor. This circumstance is aggravated traditionally by small video memory sizes (up to 2GB in modern budget video cards) 

in comparison with operating memory (not less than 4GB, even for office computers). 

The authors of this publication see the application of the pyramid method as an example of the organization of calculations 

using the difference scheme Yee [1] on the GPU using CUDA C [3]. 

2. Difference solution of the d'Alembert equation (one-dimensional case) on a graphics processor  

Traditionally, the FDTD method is understood to mean exclusively the difference solution of Maxwell's equations, which is 

not entirely correct. In the early 80's of the last century [1], the difference solution of the d'Alembert equation was also applied to 

it, which is still being done [1, 4]. We note that when solving the wave equation the problem of video memory shortage is more 

acute than for Maxwell's equations because of the necessity of finite-difference approximation of second, not first-order 

derivatives. However, the decision of the wave equation on the GPU seems more promising due to the high efficiency of 

vectorization of computational procedures [5]. 

Outlining the concept of the work, the authors decided to dwell on the one-dimensional equation of d'Alembert, seeking to 

demonstrate the possibilities of the pyramid method on a simple example. 

So known [1] the difference scheme for this equation 
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, where E the value of the electric field 

strength is, c  is the speed of light in free space, T  and zL  are size of the region in time and space. 
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Below is a fragment of the computational procedure for solving (1) in MATLAB, where
2 2 2

1 t zc c h h , 5 2 tc c h  . 
% Placement of grid functions on two time layers in video memory 

E1=zeros(1,Nz,'gpuArray'); E2=zeros(1,Nz,'gpuArray');  

for k=1:2:Nt % Passage through time layers of the grid area through one  

E1(2:Nz-1)=2*E2(2:Nz-1)-E1(2:Nz-1)+c1*diff(E2,2); % Calculations on the layer k  

E1(2)=sin(c5*k);       % Hard radiation condition on the layer к 

E2(2:Nz-1)=2*E1(2:Nz-1)-E2(2:Nz-1)+c1*diff(E1,2); % Calculations on the layer k+1 

E2(2)=sin(c5*(k+1));  % Hard radiation condition on the layer k+1 

End  

E=gather(E2); % Transfer of results to RAM 

For 
75 10zN    and 100tN  the duration of calculations on the Intel Core i7 CPU was 57.08 s., On the GeForce GTX 

TITAN X GPU - 5.55 s. (acceleration of 10.29 times) using MATLAB 2015b and the operating system CentOS 7.2. Both used 

arrays occupied 762 MB in memory, however, during the computations on the CPU, the memory requirements increased by one 

and a half time, on the GPU the memory requirements increased threefold. Apparently, with the implementation of calculations 

for the design E1(2:Nz-1)=2*E2(2:Nz-1)-E1(2:Nz-1)+c1*diff(E2,2) on the CPU, the execution of the operation of numerical 

differentiation diff(E2,2) resulted in allocating additional memory for two copies of the array E2, and the execution on the GPU 

of the design as a completely required separate area of memory for all the arrays involved and for double copying E2. MATLAB 

takes about 0.4 gigabytes in RAM, but does not use video memory for its placement. Thus, the execution of the whole algorithm 

on the CPU was accompanying by the extraction of 1.52 GB. In addition, the execution of the whole algorithm on the GPU was 

accompanying by the extraction of 2.24 GB. Moreover, if the researcher has a video card with 2 GB of memory (like most 

popular video processors now) then the organization of calculations on the GPU becomes impossible. In his previous publication 

[7], using the difference scheme for the Maxwell equations, the CUDA C software tool the authors proposed to solve this 

problem using the method of pyramids.  

3. The pyramid method application 

Will this be possible in this case, given that MATLAB is not specialized for working with graphics processors and its tools 

in this area are very meager? 

The essence of the mentioned method in the author's modification consists in splitting the grid domain into overlapping sub 

regions that fit in the video memory completely, with the subsequent organization of communications in the production of 

vector computations in each sub region separately. In this case, transfers from RAM to video and vice versa are performed not 

on each time layer, but through a certain number of them h  (the height of the pyramid). This, on the one hand, leads to a 

reduction in h the number of communications. On the other hand, to the duplication of arithmetic operations in overlapping 

fragments of grid subdomains (the form of pyramids is available in the two-dimensional case). 

A fragment of the computational procedure implementing this strategy in the case under consideration is presented below, 

where
2

z
N

N  . 

Fig. 1. The scheme of the algorithm of the pyramids to work with the first domain; (1) there is a message to GPU, (2) there is a calculate to GPU, . (1) there is a 

message to CPU. 

% creating temporary layers on CPU and GPU  

E1=zeros(1,Nz); E2=zeros(1,Nz); E1m=zeros(1,h); E2m=zeros(1,h); 

E1g=zeros(1,N+h,'gpuArray'); E2=zeros(1,N+h,'gpuArray'); 

for t=1:h:Nt % Passage through the pyramids 

 % work with the left subdomain  

E1g=gpuArray(E1(1:N+h)); E2g=gpuArray(E2(1:N+h)); % Forwarding CPU ==> GPU    

for k=1:2:h    % Calculations inside the first pyramids  

E1g(2:N+h-k)=2*E2g(2:N+h-k)-E1g(2:N+h-k)+c1*diff(E2g(1:N+h-k+1),2);  

E1g(2)=sin(c5*(t+k-1)); 
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E2g(2:N+h-k-1)=2*E1g(2:N+h-k-1)-E2g(2:N+h-k-1)+c1*diff(E1g(1:N+h-k),2);  

E2g(2)=sin(c5*(t+k)); 

end 

E1(2:N-h)=gather(E1g(2:N-h)); E2(2:N-h)=gather(E2g(2:N-h)); % Forwarding GPU ==> CPU 

E1m(1:h)=gather(E1g(N-h+1:N)); E2m(1:h)=gather(E2g(N-h+1:N)); 

 % work with the right subdomain 

E1g(1:N+h-1)=gpuArray(E1(N-h+1:Nz)); E2g(1:N+h-1)=gpuArray(E2(N-h+1:Nz));  

for t=1:2:h % Calculation by layers of the pyramid  

E1g(t+1:N+h-2)=2*E2g(t+1:N+h-2)-E1g(t+1:N+h-2)+c1*diff(E2g(t:N+h-1),2);  

E2g(t+2:N+h-2)=2*E1g(t+2:N+h-2)-E2g(t+2:N+h-2)+c1*diff(E1g(t+1:N+h-1),2);  

end 

E1(N+1:Nz-1)=gather(E1g(h+1:N+h-2)); % Forwarding GPU ==> CPU 

E2(N+1:Nz-1)=gather(E2g(h+1:N+h-2)); 

E1(N-h+1:N)=E1m(1:h); E2(N-h+1:N)=E2m(1:h); % Replenishment of the result 

end  

In the course of experiments with the new algorithm, the dependence of the calculation time on the height of the pyramid. 

The Table 1 contains the results. 

Table 1. The dependence of the calculation duration of the calculation of the height of the pyramid. 

Height of the pyramid, h  Computation time (s) Acceleration 

2 53.02 1.08 

4 29.58 1.93 

10 15.49 3.7 

20 10.75 5.31 

50 7.9 7.23 

4. Conclusion 

Thus, the method of pyramids can be effectively using in arranging calculations for solving difference equations with the help 

of MATLAB on graphic processors in the case when arrays storing values of grid functions do not fit into video memory as a 

whole. The development of the proposed algorithm for cases of large dimensions will be the next stage of the authors' research in 

this direction. 
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1. Introduction 

This year Sergey Borisovich Popov, Doctor of Engineering, leading researcher of the Laboratory of Mathematical Methods of 

Image Processing of the Image Processing Systems Institute of the Russian Academy of Sciences (IPSI RAS) – the Branch of 

the “Crystallography and Photonics” Federal Research and Development Center of the RAS (FRDC RAS), and in addition to his 

other duties, professor of the Department of Engineering Cybernetics of S.P. Korolyov Samara National Research University is 

celebrating his 60
th

 Birth Anniversary. The paper focuses on key scientific and academic accomplishments of S.B. Popov.  

2. Kuibyshev Aviation Institute 

In 1981, S.B. Popov graduated the Faculty of Systems Engineering of Kuibyshev Aviation Institute named after academician 

S.P. Korolyov (KuAI, currently – S.P. Korolyov Samara National Research University) majoring in Applied Mathematics. He 

worked at KuAI from 1981 (in 1992 the Institute was renamed into S.P. Korolyov Samara State Aerospace University, SSAU) 

first in the capacity of an engineer and then – a senior engineer and a junior researcher. From January 1993 till December 1998, 

he worked in the capacity of a teaching assistant at the Department of Engineering Cybernetics at S.P. Korolyov Samara State 

Aerospace University (SSAU, formerly KuAI).  

His graduate thesis was related to the research in which he was engaged over a long period of his activity and to which he 

still continues to pay much attention, i.e. scientific research automation using computer vision techniques. Within the framework 

of joint activities with A Department of Lebedev Physical Institute of the USSR Academy of Sciences (LPI RAS), he has 

developed new software for the Automated control system for spherical optical surfaces (ACSOS) "Shadow" [1, 2]. 

Being a part of the Research and Development Laboratory of KuAI-SSAU, he participated in the development of algorithmic 

and software support of the image processing system based on the PC image processing automated system [3-6]. 

In his research S.B. Popov developed methods of efficient organization of computing processes in image processing which 

paralleled these processes by combining sequence image operations into a pipeline [7-9]. These studies provided the basis for 

his Ph.D. thesis in Engineering “Modeling of Data Stream Processing Networks and Methods of Organizing Two-Dimensional 

Data Sets in Image Processing.” The thesis has presented efficient methods of image stream processing in PC-based computing 

systems and developed image processing software tools based thereon combining high performance of Big Data processing, 

relatively low value, scalability, feasibility in development and implementation of new software modules, and high adjustability 

to different formats of storing images. The Candidate degree in Engineering was conferred by the Dissertation Council of S.P. 

Korolyov Samara State Aerospace University (SSAU) on May 15, 1998 and approved by the State Higher Attestation 

Committee of the Russian Federation on November 20, 1998. 

3. Image Processing Systems Institute of the Russian Academy of Sciences 

From August 1998, S.B. Popov has moved to the Image Processing Systems Institute of the Russian Academy of Sciences 

(IPSI RAS) [10] where he has been working until present first in the capacity of a senior researcher and then, from 2013, as a 

leading researcher.  

From 2000, he was actively involved into development of the Regional Center of High-Performance Information Processing 

in Samara Scientific Center of the Russian Academy of Sciences (SSC RAS) [11], developed applied software for parallel 

multivariable data processing on high-performance computers for scientific research in the field of Computer Optics [12,13] and 

Image Processing [14,15], and provided support to educational process in training programs associated with training of 

specialists in the field of parallel high-performance computing [16-19].  

S.B. Popov’s research interests have gradually expanded in the following research areas: Big Data Image Processing [20], 

Mathematical Modeling of Parallel Computing, and Software for Distributed and Parallel Systems, in particular, Applied 

Software for High-Performance Computers [21-25]. 
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Additionally, S.B. Popov is fully engaged in developing automation systems for complex research and tests, and in building 

original computer vision systems both in traditional applications (for recognition of identification numbers of railway tanks) and 

for unique laboratory investigations [26, 27]. 

In particular, under the guidance and with the active involvement of S. B. Popov, the following software tools have been 

developed: Automated System of Data Control, Collection and Processing in Experiments in a Wind Tunnel with a Climate 

chamber dynamometer in the Technical Development Directorate of JSC AVTOVAZ (Togliatti, 2002-2003), Railway Tanks 

Registration System in Samara-Terminal Ltd. (Syzran, 2004-2005), Computer Vision System to Control Laboratory Analysis  

on Quantifying Gel Particles in Polymer Solution in Kuibyshevazot сompany (Togliatti, 2005), Automated Computer Vision 

System to Control Identification Numbers of Tank Wagons in JSC Ufa Refinery (Ufa, 2008-2009), and up-grading a control 

system with an all-wheel drive chassis dynamometer system by Schenck in a wind tunnel (2012) for the Research and 

Development Centre of JSC AVTOVAZ (Togliatti). 

Scientific tasks for building mathematical models and control algorithms for the all-wheel drive chassis dynamometer system 

by Schenck [28] and complex humidity- and temperature-control systems, being a part of the wind tunnel for testing light motor 

vehicles, LCVs and minivans, have been successfully solved in applications developed for the Research and Development 

Centre of JSC AVTOVAZ.  

When creating computer vision systems for Samara-Terminal and Ufa Refinery, some original algorithms have been 

developed for recognition of identification numbers [29, 30] on such complex moving objects as tank wagons for transportation 

of contaminated crude oil and fuel oil under daylight and artificial daylight conditions with significant changes in surveillance 

parameters within 24 hours and throughout the year depending on a season [31-34]. 

New methods of thresholding and analysis of binary images being obtained therewith have been developed for the computer 

vision system required for laboratory tests on quantifying gel particles in polymer solution for Kuibyshevazot company that 

operate under conditions of a weak image-contrast ratio and in presence of considerable disturbances [26, 35]. The system used 

instead of an observer while carrying-out this analysis has reduced dramatically a psychovisual load on lab staff, provided 

documenting capability of performed lab testing, and improved accuracy and certainly of quantifying gel particles in polymer 

solution that finally helped adjust a process of manufacturing industrial threads and cord fabrics.  

The successful implementation and long-term operation of the above mentioned computer vision systems [36, 37] are based 

on a human-operator base priority principle. Computer vision capacity provided therein doesn’t remove the operator out of the 

system, but it makes him released from stress associated with the fear not to notice anything or not to manage with fixing an 

important event in monitoring a long-lasting dynamic process, thus providing a convenient environment for visual control and 

editing of an automatically generated list of tanks or fragments of occurring inhomogenuity of the laboratory analysis process. 

Projects designed with the involvement of S.B. Popov have found use and successfully operated in the Central Specialized 

Design Bureau “Progress,” FIAT Research Center (Italy), Intel (USA), and LG (South Korea) and are currently used in 

academic activities of Samara University. 

In his scientific research S. B. Popov brings up one of the most important issues in using IT-equipment – mapping of 

computational mathematics problems onto the architecture of computing systems which was identified by academician 

G.I. Marchuk as a fundamental academic research area briefly called a mapping issue.  

In particular, solving the issue of imaging computational problems onto the parallel or distributed architecture of computing 

systems is the most relevant issue since a focus area in improving the efficiency of the use of computing facilities is the use of 

parallel computing techniques [38]. The basic approach to solve the imaging issue is the analysis of a computational problem 

that identifies parallelism and opportunity to use distributed data and is performed on the basis of mathematically equivalent 

transformations of an information structure model of the solution algorithm for the problem being investigated or, more 

generally, of an IT model for solving the problem. 

Particularly this very approach was used by S.B. Popov [39, 40] in his Doctoral thesis “Modeling and development of the 

structure of distributed large-size image processing systems based on the dynamic organization of data” in profile 05.13.18 – 

Mathematical Modeling, Numerical Computing and Software Systems (consultant – Corresponding Member of the RAS V.A. 

Soifer [41]), which was successfully defended at the end of 2010 in the Dissertation Council of SSAU. The thesis based on the 

dynamic management method, processing iterator models, and equivalence transformation rules has solved the problem of 

modeling and structuring of distributed image processing systems with different types of parallelism. A set of obtained scientific 

results is to be the solution of the fundamental scientific problem – the mapping issue for a widely used class of problems of 

mathematical image processing. He took his Doctoral degree in Engineering in 2011. 

For the time being, in his papers S. B. Popov investigates characteristic features of the Earth’s remote sensing data in the 

frame of Big Data and new opportunities, challenges, and research areas arising therefrom [42], considers advantages of using 

the Big Data technique when building distributed systems for processing multidimensional spatially dependent data, in 

particular, transparent expansion of functionality of such systems and improvement of their quality [43], and definition of new 

smart properties [44]. 

S.B. Popov took part in implementation of dozens of grants, state-financed and contractual research projects and was an 

authorized person responsible for several large research and development projects. He is also a leader of some grants financed 

by the Russian Foundation for Basic Research. 

The projects designed with the involvement of S.B. Popov were exhibited at the Russian National Exhibition in China 

(November 8-13, 2006, Beijing) and were awarded with certificates of the First and Third District Exhibitions of Business 

Angels and Innovators (2003 – Nizhny Novgorod, 2005 – Samara). 
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He is the author or co-author of more than 100 research papers, including three monographs and 25 articles in the leading 

journals, such as Technical Physics, Automation in Industry, Pattern Recognition and Image Analysis, Computer Optics, etc., 

and 5 invention certificates received. S. B. Popov is one of the most active reviewers of the scientific journal “Computer Optics” 

[45, 46]. Besides, thanks to his efforts and based on the results in 2015, the journal has joined the rank of the best half (the 

second quartile) of the journals indexed in the Scopus database in its all focus areas. 

In 2013, S. B. Popov was awarded with the Letter of Acknowledgement of Samara Regional Duma (regional legislative 

body) “For Strong Contribution to Development of the Federal State Budgetary Institution of Education – Image Processing 

Systems Institute of the RAS.” 

Popov S.B. was the winner of the regional Science and Technology Award in 2014 for his research work "Development of 

computer vision systems for the automation of high-tech manufacturing and logistics facilities in Samara Region". 

 

Fig. 1. Sergei Bolrisovich Popov at the True Positive Conference. 

4. Teaching activities  

S.B. Popov successfully continues his employment at the academic institute alongside with his teaching activities – from 

January 1999 he was also employed as an assistant professor of the Department of Engineering Cybernetics, SSAU, and since 

2011 he has been working in the capacity of a professor of the Department of Engineering Cybernetics, SSAU. 

He was awarded with the academic title of an associate professor of the Department of Engineering Cybernetics, SSAU, in 

accordance with the order of the Federal Education and Science Supervision Service of the Russian Federation dated 26 October 

2006 No. 2212/1179-D. 

S. B. Popov pays great attention to students and young researchers’ engagement in scientific activities; the diploma theses of 

his advised students were recognized as the best ones many times [6, 47]. 

In particular, he (co-authored) has written five chapters of the monograph “Methods of Computer Image Processing” 

successfully gone into two editions in 2001 and 2003 [48] in the Publishing House “Fizmatlit” (Moscow) and recommended by 

the Ministry of Education of the Russian Federation as a study guide for students who learn Applied Mathematics. In 2010, the 

monograph was supplemented with new chapters and translated into English [49, 50]. 

In 2006, on request of the SSAU’s Innovative Educational Program “Development of the Center of Excellence and Training 

of World-Class Specialists in Aerospace and Geoinformation Technologies” implemented within the framework of the 

Education National Priority Project, 4 manuals for graduate students were published [51-54]. 

New lecture courses developed at different times, such as Network Programming Techniques, Parallel Programming, Parallel 

Programming Software Tools and Technologies, Data Mining, Big Data Processing Methods and Techniques (in the framework 

of the Professional Development Programme) should be noted, too. 

5. Conclusion 

In conclusion, I would like to wish Sergei Borisovich Popov good health, high performance, and talented students in order to 

continue his research and to obtain new results! 
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Abstract 

The paper is about research of the algorithms, methods of the classification and prediction objects’ groups, depiction of the information-

mathematical system, which is created on these algorithms’ basis. They use variety methods of the machine learning and their compilations – 

aggregative classifier, all of these is for the solution of the classification’s problem, particularly borrower’s solvency prediction. This helps to 

make previous preparation of the source data, which also contents discretisation, missed data’s recovery and detection of the important factors 

for statistics, how to use these methods of the classification and create cogeneration models, how to analyze quality of these models using 

statistical measures, to predict objects’ groups. 

Keywords: machine learning; aggregative classifier; statistical data analysis; classification; solvency; prediction 

1. Introduction 

Consider the problem of objects’ binary classification [1], in which every object ),...,1( NiK i  is characterized m-measured 

vector of the features )...( 1 mXX , which can be numeral or nonnumeric value and can create sample for the further researching. 

Using value of these features we need to predict value of the binary characteristics of objects y . Example for this type of matter 

is matters of technical diagnostics and classification of the object’s condition [7,8], detection the fact of emission or absence the 

only signal, normal or abnormal element’s condition etc. 

There is a solution of the problem of binary classification by the example of credit score, which is in borrower 

creditworthiness assessment [10]. 

The increase the amount of debt on loans, increase the risk of loan default, also rivalry on the credit market – all of these need 

improvement of known techniques of the assessment and prediction of the borrower’s solvency with the aim to more accurate 

assessment of the credit risk and making the right decision in the case of issuance of credit. Known methods cannot help finding 

more accurate models for solvation this problem.  

Information-mathematical system was made in the aim of decrease the amount of borrowers’ debts and to provide return of 

the credits, this system allow assessing borrower’s creditworthiness at the stage of making decision of issuance of credit. For the 

assessing creditworthiness was used methods of machine learning [2] with aggregation different classifiers on the basis of 

decision trees, neural net, discriminant analysis, Bayesian classifier, SVM, logit regression etc. 

2. Aggregative classifiers 

Nowadays there are a lot of models and methods for the solution the problem of prediction the class of objects. Next methods 

was used for the analysis of credit risks’ assessment: decision trees [14], neural nets [13], discriminant analysis [2], Bayesian 

classifier [5], SVM, logit regression [6], bagging decision trees, fuzzy inference models [10], created function method. Every 

method has advantages and disadvantages. For example, there is no possibility to use created function method for data’s 

prediction, which set of characteristic values disagrees at least with one set from learning sample. For using Bayesian attitude it 

needs to bring given data to interval scale to variables were discrete, otherwise important information will be lost. There is no 

general model, which one can help assess belonging of the object to one of classes with high accuracy.  

Depends on concrete case every method of machine learning can be the best one from the side of prediction’s accuracy, so it 

offers joint using of different classifiers, which are made on variety parts of learning sample [3]. If use nine methods listed 

above, so it is possible to get 5021929   all kinds of combinations of different models using method of full enumeration.  

To decide belonging borrower to one of the classes (creditworthy or not) on the basis of results of parallel application to the 

original sample of certain methods of the classification, aggregation results is possible on three grounds: 

- by average value (the possibility of object belongs to class y 1  (“creditworthy client”) shall be considered as arithmetical 

average of belonging probabilities of object to class y 1, which were found out using all nine methods of classification); 

- by median (first of all, expansion is ranging, which contains results base methods of classification in the combination, 

probability is counted through calculation result of average classifier in the case of their odd number or in the case of even 

number probability is counted through  half-sum of results of average classifier); 

- by voting (result of the aggregative classifier in this case is average result of classification’s basic methods, which gave fact 

of the belonging object to y  1 class with ≥ 0,1 probability). 

There is a solution algorithm for the assessment of clients’ creditworthiness on the basis of aggregative classifies, it contains 

next stages: 
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1) Formation and processing of original sample. This stage consists in dividing sample into learning one (for making 

classification models) and test one (for checking accuracy of the made models), recover missed data [9], discretisation of 

some characteristics and searching aspects, which influence on the output characteristic y; 

2)  Parallel creation of nine classification models on the learning sample; 

3) Creation aggregative classifier; 

4) Prediction on the basis of test sample of new clients’ creditworthiness using all constructed models; 

5) Achievement of the prediction result of creditworthiness of every client. It evaluates average probability value of all 

constructed models on this stage; 

6) Choice of the best model, which means model with the highest accuracy of the prediction. The accuracy is found out 

using certain measures [12]. 

3. Information-mathematical system of credit score  

Information-mathematical system of credit score was made in the basis of listed above algorithm. It allows predict the class of 

the object (for example, borrowers’ creditworthiness) using learning sample. Software package was devised in the programming 

support environment Matlab R2014a, which contains all of methods initial data computing and amount of algorithms machine 

learning, which are needed for solvation the classification problem. Initial data is information about clients, which is personal 

details and relevant class of the creditworthiness “old” clients; personal details of “new” clients; personal details, credit history 

and credit transaction terms and conditions of borrowers, who repay a loan.  

Program allows making previous preparation of initial data: recover missed information; characteristics’ discretisation; 

coding nonnumeric data; selection statistically worthy characteristics. All of listed above classification methods instantiates in 

the program, which includes aggregative classifier with the possibility of selecting criteria of aggregation (by average value, by 

median, by voting). 

Method of L-fold cross-check is used for making classifiers for getting unbiased estimator of quality parameter. The essence 

of this method is in division original sample to L non-crossing parts, which are approximately equals to each other by the extent. 

It is possible to choose L’s value, it varies from 3 to 10. In turn every part serves as test sample, rest ones aggregates to learning 

sample. Summative assessment of the classifier’s quality is defined by averaging mistakes in all L test sample. It allows exclude 

possibility of fudge to the best prediction. 

In conclusion constitutes values of quality of created models for three cutoff thresholds (cutoff threshold – value, which if 

target is higher than the target become the one from class 1y ): cutoff threshold 0,5; definitive cutoff threshold; custom cutoff 

threshold. Definitive classification threshold is the least deviation between mistakes of I-class and II-class. 

Quality control of created classification models and aggregative classifiers makes with helping of next characteristics [12]: 

mistakes of I-class and II-class, ROC curves, area under ROC curve, MSPE and percent of right predictions creditworthy clients 

and right prediction percent of non-creditworthy clients.  

Customer can estimate which method or method combination gives the best result for objects and make prediction for original 

set of characteristic values using specified criteria. Working process of aggregative classifier is making by program, so optimal 

method combination is formed automatically using special criteria, after this customer can differ compare results of aggregative 

classifier and basic classification methods.  

4. Case study of developed system of credit score  

As the first example there are results of program working on realization aggregative classifier for sample of German bank’s 

clients, which includes 900 borrowers, who have 20 characteristics (status of current checking account, credit history, loan 

purpose, credit length, loan proceeds, average balance on the savings account, work experience in the last place, income in %, 

family status, guarantors, permanent residence in the last place, data on property, age, available loans, type of housing, number 

of previous loans in this bank, type of activity, number of dependents, phone availability, citizenship), and one dependent binary 

variable (borrower is creditworthy and non-creditworthy). This program provides previous data processing, including 

characteristics’ discretisation and coding nonnumeric data, such as citizenship of client, education, family status etc., with 

numbers. Nine different classification methods and aggregative classifier are analyzed. Aggregation was made by average value. 

It is possible to make aggregation using all of three characteristics. A 10-fold cross-check was used in this classification. 

For target sample is got optimal aggregative classifier with 0,5 cutoff threshold, which contains next methods: neural nets, 

logit regression, bagging decision trees, created function method, fuzzy inference models. There is results of program in tab.1. 

The best classification result is got with helping of aggregative classifier, because of mean-root error of aggregative classifier is 

less than other methods; the highest percent of right prediction of creditworthy clients is in two methods: aggregative classifier 

and bagging decision trees, but I-class error of aggregative classifier is lower; aggregative classifier gives average value for 

prediction for non-creditworthy clients, but with minimal II-class error. 
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Table 1. Results of German bank’s borrowers’ classification . 

Classifier MSE 

Creditworthy ( 1y ) Non- creditworthy ( 0y ) 

Right 

prediction, % 
I-class error, % 

Right 

prediction, % 
II-class error, % 

Neural net 0,1743 84,1 56,8 44,2 15,8 

Discriminant analysis 0,1862 84,5 48,0 57,0 16,7 

Bayesian classifier 0,2012 76,2 32,8 62,4 28,5 

SVM 0,1653 88,5 47,7 63,2 15,1 

Decision trees 0,2395 79,1 46,1 57,6 26,8 

Logit regression 0,1852 88,7 50,2 50,4 13,3 

Bagging decision trees 0,1532 88,1 49,3 51,1 11,9 

Created function method 0,4576 35,7 4,8 95,3 70,2 

Fuzzy inference models 0,1845 79,3 39,1 68,2 23,5 

Aggregative classifier 0,1552 88,5 36,5 61,9 11,0 

There are just three levels of quality of classifiers in this table. Also, program allows form diagrams, which show areas under 

ROC curves (AUC). Fig.1 shows such diagram for target sample. ROC curve [12], also known as curve of errors, shows 

correlation between deal of right positive classifications from whole number of negative classifications with variation threshold 

of decision rule. AUC level allows assay diagram of ROC curve. The more AUC level is higher, the more classifier is accurate. 

Diagram show that aggregative classifier and bagging decision trees gives the most accurate classification result, but AUC of 

aggregative classifier has higher value. 

Fig.1. Areas under ROC curves for target sample. 

The paper [4] analyses sample of borrowers of German banks but with bigger extent (1000 examinations). Decrease number 

of examination inconspicuous changes results of classification. 

Researching of data about creditworthiness of Australian borrowers was made similar. Names of variables and their values 

were coded for Privacy Policy. Data includes one of dependent binary variable, which means creditworthiness (takes value 0 in 

case of non-creditworthy client or 1 in case of creditworthy client) and 14 independent characteristics. There are 690 

examinations.  

Optimal aggregative classifier for target sample was found 0,5 with cutoff threshold, which contains next methods: neural 

nets, logit regression, Bayesian classifier and fuzzy inference models. Results of working are in the Table 2. The best result was 

made with aggregative classifier. 

Table 2. Results of classification of Australian bank’s borrowers. 

Classifier MSE 

Creditworthy ( 1y ) Non-creditworthy( 0y ) 

Right 

prediction, % 
I-class error, % 

Right 

prediction, % 
II-class error, % 

Neural net 0,1258 88,6 56,2 67,3 13,6 

Discriminant analysis 0,2511 75,8 42,1 54,2 25,2 

Bayesian classifier 0,1253 84,6 58,3 62,8 21,8 

SVM 0,1648 87,2 42,2 55,1 20,1 

Decision trees 0,3519 69,8 51,0 56,8 18,4 

Logit regression 0,2157 78,9 42,9 61,5 12,6 

Bagging decision trees 0,1642 76,8 45,2 54,5 20,3 

Created function method 0,5862 58,1 31,2 66,8 25,8 

Fuzzy inference models 0,1683 87,6 48,6 57,0 16,1 

Aggregative classifier 0,1146 89,1 31,8 63,1 12,1 
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These examples show possibilities of this information-mathematical system of credit score. Method is selected from all of 

possible methods and it allows predict creditworthiness or non-creditworthiness of clients at the same time, minimizing mean-

root error and I-class, II-class errors and maximizing AUC level. Using current method it is possible to find in which class is 

target using specified set of values. Also, this program allows renovate models if there is new data. 

5. Conclusion 

It considered using nine known methods of machine learning and their combinations for solvation the problem of binary 

classification of objects. It is not possible to explain effectiveness just one of the methods, because for different samples, even 

for different parts of one sample, is possible to get variety results. These methods and algorithm of making aggregative 

classifiers are realized in terms of information-mathematical system of credit score. 

This program allows find the best model or optimal aggregative classifier, Classifier was the best one for targets samples. In 

the case with German borrowers the most accurate prediction was received by using combination of next methods: neural nets, 

logit regression, bagging decision trees, created function method, fuzzy inference models; classifier includes neural nets, logit 

regression, Bayesian classifier and fuzzy inference models in case with Australian data. Aggregative classifier helps to get the 

purpose – increase of prediction accuracy of creditworthiness clients of the bank. 

This system of the credit score can be used for any problem of binary classification, for prediction of technical condition of 

objects [7,8] in particular and for prediction of signal presence or absence.  
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Abstract 

The issues of joint use of neural network technologies with methods of logical deduction and decision making support in data mining tasks are 

considered. The analysis of searching for logical patterns algorithms, their advantages and disadvantages is carried out. The description of 

combined algorithms for rules extraction from the trained neural networks and presentation the result in the form of a hierarchical, sequential 

structure of "if-then" rules is given. The representation of decision trees in the form of the semantic network facts is considered.  
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1. Introduction 

Data is a valuable resource, which contains a great potential opportunities for the extraction of useful analytical information. 

Therefore, the tasks of revealing hidden regularities, developing decision making strategies, forecasting, which requires more 

detailed consideration of the logical patterns exploration in classification problems, are becoming increasingly important. The 

peculiarity of algorithms and methods applicable for solving the data mining problems is the absence of a priori assumptions 

about the sampling structure and the distributions type of the analyzed indicators values. One of the closest correspondences to 

this condition could be the usage of an approach based on neural network technologies. This is due to the ability of neural 

networks for nonlinear processes modeling, working with the extremely complex dependencies, adaptability to the functioning 

conditions, and most importantly, the ability to extract and generalize essential features from incoming information. Thus, the 

network constructs rules, but these rules are contained in weighting coefficients, activation functions, and neuronal connections, 

but usually their structure is too complex to perceive and determine the effect of a particular characteristic on the output value. 

The neural network, in fact, acts as a "black box", the input of which is supplied with the initial data and the certain output result 

is obtained, however, it is not provided any rationale why this decision was made. To solve this problem, it is proposed the joint 

use of the neural network technologies with logical deduction methods, in particular decision trees, as a means of decision-

making support, logical patterns exploration and the result presentation in the form of a hierarchical structure of classifying 

rules. And the use of semantic networks provides additional opportunities in construction of the deduction mechanisms and 

presentation the decision-making process. 

2. Searching for logical patterns in the data 

We will understand by logical regularity an easily interpreted rule that allocates a lot of objects of one class from the training 

sample and practically does not allocate objects of other classes. Logical patterns are elementary "building blocks" for a wide 

class of classification algorithms. Rules, that express regularities, are formulated in the language of first-order logic predicates 

and have the following form: 

IF (condition_1) AND (condition_2) AND … AND (condition_N) THEN (conclusion), 

where condition i could be 1сxi  , 
2сx i  , 

3сx i  , 
54 сxc i   etc., ix  - variable, 54321 ,,,, ссссс  – some constants. 

For nominative data, the following predicates are used: «=» and «<>». 

2.1. The limited search algorithms 

The limited search algorithms are used for logical regularities search in data, for solving classification and forecasting 

problems [1]. The main idea of this method is to analyze the frequency of occurrence of various combinations of simple logical 

events. At the initial stages, short associative chains are searched for, which are complicated in the process of the system's 

functioning, by adding new elements to them. Based on the analysis, the system makes a conclusion about the usefulness of this 

or that combination and, thus, establishes the logical patterns in the data. Its main disadvantage is the fact that this algorithm is 

capable in an acceptable time to find a solution for only a small dimension data. 

2.2. Decision trees 

Decision trees relate to the methods of logical regularities searching in data, and are the main approach applicable in decision 

making theory. They represent the hierarchical structure of "if-then" classifying rules, which have the form of a tree. Their main 

advantage is the simplicity and clarity of the decision-making process description. The disadvantage of their use in the problem 

of logical patterns search is the fact, that they are not able to find the most complete and accurate rules in the data and only 



Data Science / V.N. Gridin, V.I. Solodovnikov 

3rd International conference “Information Technology and Nanotechnology 2017”     6 

implement the simplest principle of sequential viewing of attributes and form fragments of regularities. Also, for large volumes 

of multidimensional data, these algorithms can produce a very complex tree structure that has many nodes and branches. Such 

trees could be very difficult for analyzing and understanding. Accordingly, the rules and patterns discovered by such a tree 

would be difficult for comprehension. In addition, a branchy tree with many nodes divides the training set into a large number of 

subsets consisting of a small number of objects. While it is much more preferable to have a tree with a small number of nodes, 

for each of which correspond a large number of objects from the training sample. To solve this problem, branch cutoff 

algorithms are often used [2], but they can not always lead to the desired result. However, methods of searching regularities with 

the help of decision trees allow us to find such connections that are concluded not only in certain features, but also in a 

combination of features, which in many cases gives these methods a significant advantage over classical methods of multivariate 

analysis. 

Figure 1 shows an example of such a decision tree, and the corresponding logical deduction, where 1,2,3 - predicates, x, y, 

z – variables, ,, - constants. 
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Fig. 1. An example of a decision tree. 

Rules that express regularities are formulated in the form of expressions: «IF A THEN B» or in the case of a set of conditions: 

«IF (condition 1)  (condition 2)  …  (condition N) THEN (the output node value)». 

The decision trees construction is usually carried out by following ways: 

 on the expert assessments basis; 

 using sample processing algorithms (CLS, ID3 (Interactive Dichotomizer), С4.5, CART (classification and 

regression trees) etc. ); 

 using genetic algorithms and evolutionary programming. 

Each of these approaches has its advantages and disadvantages and can be used to solve its specific tasks.  

2.3. Genetic algorithms 

The most difficult problem in search for logical regularities in data sets is to find the elementary events, representing the 

terms of the conditional part "IF". At present, genetic algorithms (GA) are increasingly used to solve this problem, which include 

algorithms: Bucket-Brigade, REGAL, G-NET, HIDER, SIAO1 and some others. However, they are not without a number of 

drawbacks: a fixed set of rules and their length, as well as accuracy and completeness in most of them are not taken into account. 

2.4. Neural network methods 

The usage of the approach based on neural network data processing technologies is caused by the ability of neural networks to 

model non-linear processes, act with extremely complex dependencies, adaptate to operating conditions, work with noisy data 

and with the lack of a priori information. And most importantly, they are able to learn from experience, generalize previous 

precedents into new cases and extract significant features from incoming information. Thus, the network constructs rules, but 

these rules are contained in weighting coefficients, activation functions, and neuronal connections, but usually their structure is 

too complex to perceive. Moreover, these parameters can represent non-linear, non-monotonic relationship between the input 

and target values in a multilayer network. Thus, as a rule, it is not possible to separate the effect of a certain attribute to the target 

value, cause of this effect can be mediated by the values of other parameters. The neural network, in fact, acts as a "black box", 

the input of which is supplied with the initial data and the certain output result is obtained, however, it is not provided any 

rationale, why this decision was made. 

3. Getting logical patterns from a trained neural network 

Let the problem consists in the classification of a certain set of data with the help of a perceptron and the subsequent analysis 

of the obtained network in order to find the classifying rules that characterizes each of the classes. 

First, let's consider this problem with the example of a single-layer perceptron, which consists of five Boolean inputs and one 

output neuron. This network can be accurately interpreted by a finite number of "if-then" rules, since a finite number of possible 

input vectors are defined for it. 
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Fig. 2. Single-layer perceptron with five Boolean inputs and one output. 

Let the weights take on the following values: 61 w , 42 w , 43 w , 04 w , 45 w , and the bias 9 . In this 

case, the following set of rules can be extracted from the network: 
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Thus, the decision-making procedure is to predict the value truey  , if the activation of the output neuron is 1, and 

falsey  , if the activation is 0. 

Generally speaking, it is possible to distinguish two approaches for extracting rules from the multilayer neural networks [3]. 

The first approach is to extract a set of global rules that characterize the output classes directly through the values of the input 

parameters. An alternative is to extract local rules by separating a multi-layer network into a collection of single-layer networks. 

Each extracted local rule characterizes a separate hidden or output neuron, taking into account elements that have weighted 

connections with it. Then all got rules are combined into a set that determines the behavior of the entire network as a whole. The 

local approach is illustrated at Figure 3. 

 

1x  2x  3x  4x  5x  

y  

1h  2h  3h  

y  

 
Fig. 3. A local approach for extracting rules. Multilayer neural network is divided into a set of single-layered. Rules for describtion of each component are 

extracted, which are combined into a set that characterizes the multi-layer network. 

Let's consider the problem of extracting rules in a more general form.  

Let X  denote a set of n  properties nXXX ,...,, 21 , and }{ ix  is the set of possible values that a property iX  can take. 

And C  denotes the set of classes mccc ,...,, 21 . The associated pairs of input and output vector values are known for the training 

sample ),,...,( 1 jn cxx , where Cc j  . 

3.1. Local approach for rules extraction 

NeuroRule is one of the algorithms for extracting rules from neural networks, which were trained to solve the classification 

problem [4]. This algorithm includes three main steps: 

Step 1. Neural network training.  

At the first stage, a two-layer perceptron is trained until sufficient classification accuracy would be obtained. At the initial 

time, a large number of the hidden layer neurons are selected. Unnecessary neurons and connections would be discarded after 

training. 

Step 2. Thinning of a neural network. 
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The trained neural network contains all possible connections between input neurons and hidden layer neurons, as well as 

between hidden and output neurons. Usually the total number of these links is so large that it is impossible to extract observable 

for user classifying rules from their values analysis. Thinning consists of removing unnecessary connections and neurons, which 

absence does not increase the network classification error. The resulting network usually contains much less neurons and 

connections between them, and the operation of such a network is able to be investigated. 

Step 3. Rules extraction.  

At this stage, the rules that take form of «IF ( 11 qx  ) AND ( 22 qx  )  AND ... AND ( nn qx  ) THEN 
jc » are extracted 

from the thinned neural network. Here nqq ,...,1  are constants and  is the relational operator (  ,,, ). First the 

preparation for rules extraction is taking place, which includes coding of all continuous quantities for input and interior network 

values. Also the coding process is performed for features of the classified objects if they have continuous values. To represent 

them, it is possible to use binary neurons and a coding principle such as a thermometer. The resulting values of the hidden layer 

neurons are clustered and replaced with values that determine the centers of this clusters. It is important to select a small number 

of such clusters. The objects classification accuracy by the network is checked, after such discretization of the hidden neurons 

functionality. If it remains acceptable, than the preparation for rules extraction comes to the end. Further, the rules extraction is 

taking place, during which the movement through the network occurs from the classifying output neurons to the network inputs.  

It is assumed that these rules are fairly obvious while verified and are easily could be applied to the large databases.     

However, this algorithm establishes rather strict limitations on the architecture of the neural network, the number of elements, 

connections and the type of activation functions. So for the hidden neurons the hyperbolic tangent is used and their states change 

in [-1,1] interval, and for the output neurons the Fermi function with the state interval [0,1] is applied. 

3.2. Global rules extraction 

The lack of universality and scalability could be mantioned as the main drawbacks of most algorithms of rules extraction. In 

this regard, TREPAN algorithm [5] gets the most interest. It lacks these shortcomings and does not impose any requirements to 

the network architecture, input and output values, learning algorithm, etc. This approach builds a decision tree on the base of 

knowledge embedded in the trained neural network, and it is enough that the network is a kind of "black box", "expert" or 

"oracle", to whom it is possible to ask questions and get answers. Moreover, this algorithm is sufficiently universal and can be 

applied to a wide range of other trained classifiers. It also scales well and has no sensitive to the input attributes dimension and 

the size of the network. 

This algorithm builds the decision tree, that approximates the functionality of the trained neural network, and consists of two 

following stages. 

Preliminary stage: 

1. Construct and train a neural network that will later act as an "Expert" or "Oracle". 

2. Initialize the root of the tree R as a leaf. 

3. Use the entire training set of examples S to construct a distribution model RM  of the input vectors that reach the 

node R. Compute value q = max(0, minSamples - |S|), where minSamples is the minimum number of training 

examples used in each node of the tree, S is the current training sample (|S| is the training sample volume). Thus, q is 

the number of additional examples that need to be generated. 

4. q new learning examples are generated randomly on the base of the attributes distribution evaluation from S. 

Rquery is the set of q examples generated by the model RM . 

5. Use neural network as an "Oracle" to classify both new Rquery  and old examples from the set S to a particular 

class. For each vector of attributes )( RquerySx  , put a class label )(xOraclex  . 

6. Initialize the Queue , by placing the set }_{,,, constremptyquerySR R . 

Main stage: 

7. Take the next set NNN constrquerySN ,,,  from beginning of the Queue , where N  is the node of the tree, 

NS  is the training sample in the node N ,  Nconstr  is a set of restrictions on the certain attributes of the training 

examples for reaching the node N . 

8. Use NN querySF ,,  for construction branching T  in a node N .  

Here F is a function for estimating the node N. It has the following form ))(1()()( NfNRNF  , where )(NR
is the probability of reaching node N by an example, and )(Nf  is the correctness evaluation of these examples 

processing by a tree. Thus, the best node is chosen, which branching has the greatest impact to the classification 

accuracy of the generated tree. The separation of the examples, which reach this internal node of the tree, is carried 

out depending on the nofm   test [5,6]. Such a test is considered to be passed when it is satisfied, at least m  

from n  conditions. On the other hand, it is possible to split the set S as in the usual algorithm for decision tree 

construction. 

9. Create next-generation nodes for each branch t of branching T: 

a. Create C as a new child node in a relation to N . 
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b. Add a restriction from the branch t to }{ tTconstrconstr NC  . 

c. Generate set CS , which contains examples from the set NS  that satisfy the condition on the branch t. 

d. Construct a model CM  for examples distribution that reach the node C . 

Calculate the number of examples to generate q = max(0, minSamples - | CS |). 

e. q new learning examples are randomly generated on the base of the characteristics distribution evaluation from 

CS  and constraint values 
Cconstr . 

Cquery  is a set of q  examples, which were generated by the model CM  

and constraint 
Cconstr . 

f. Use neural network as an "Oracle" to classify new examples Cqueryx  and expose the class label 

)(xOraclex  . 

g. Initially, it is assumed that the node C is a leaf. Use CS  and Cquery  to determine the class label for C. 

h. Check the necessity of the further branching of the node C. Put the set < CCC constrquerySC ,,, > into the 

Queue  if the local stop criterion is not satisfied. A local criterion in this case is the probability that in a given 

node there are instances of one class. 

10. If the Queue  is not empty and the global stop criterion is not fulfilled, then go to step 7, otherwise return the tree 

with the root R .  

The maximum tree size and the overall classification quality evaluation of examples by a tree are used as the global criterion 

for completing the algorithm. 

The generalization ability of artificial neural networks, which allows to obtain more simple decision trees is the main 

advantage of this approach. In addition, the applying of such an "Oracle" allows to compensate the lack of data, which is usually 

could be observed at lower levels during the decision trees construction by the sample processing algorithms. Thus, it is possible 

to extract structured knowledge not only from extremely simplified neural networks, but also from arbitrary classifiers that 

makes possible the appliance of this algorithm in a wide range of practical problems. 

4. Rules representation in a form of a semantic network 

A simple semantic network, sometimes called a computational semantic network, is actually a bipartite graph. 

Lets there are a finite set A = {Al,. . ., Ar}, which is called attributes, and the finite set R = {R1,. . ., Rn} of relations. The 

scheme or intensional of the ratio Ri ( ni ,...,1 ) is the set of pairs: 

INT(Ri) = { . . ., [Aj, DOM(Aj)], . . .}, 

where Ri  is the name of the relation, DOM(Aj) is the domain of Aj ( rj ,...,1 ),i.e. the set of attribute Aj  values of the relation 

Ri. The union of all domains is called the base set of the model or the set of objects, on which the relations R are specified. 

An extensional of Ri relation is the set: 

EXT(Ri) = {F1, . . ., Fp}, 

where Fk ( pk ,...,1 ) is the fact of the relationship Ri. The fact is set by an aggregate of attribute-value pairs, called attribute 

pairs. Fact is a concretization of a certain relationship between the specified objects. In a graphical interpretation, fact is a 

subgraph of a semantic network that has a star-shaped structure. The root of a subgraph is a vertex of a predicate type, labeled 

with a unique label that includes the name of the corresponding relationship. From the vertex of the fact connections are coming 

out, which are marked with the names of attributes of this fact. They are leading to the vertices of the base set and are the values 

of these attributes. 

It is worth noting that the semantic network can be represented as a storage of facts that were derived from the decision trees 

processing, i.e. the decision tree is transformed into a semantic network. In this case, each fact is presented in the form of a 

ready-made deduction output. This provides additional opportunities for analysis. For example, even the usual means of 

databases can find the facts that relate to different relationships but have the same attributes and values that characterize them. 

To store semantic networks in the database, or rather their extensional, it is possible to use a table of the form: 

Table 1. Table of extensional. 

Field name Data type Field Properties 

CodeValue Numeric Key field 

FactMark Numeric The fact mark 

FactAttributes Text Attribute of fact 

AttributeValue Text Attribute Value 

Thus, the decision tree view will be obtained in the form of a fact table, where a record with the fact attributes values exists 

for each value of the output deduction variable. Since there is a mapping of one representation to another, so from the formal 

point of view these representations are identical. 

The conclusions could be drawn in a semantic network, which are far from obvious for a decision tree. Let's take this simple 

example. The decision tree determines the conclusion about the establishment of the parental relations in the first generation. It 

is necessary to define the parent relationship in the second generation. The solution of this problem for the semantic network is 
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obvious. It is necessary to highlight the facts of parental relations, then to delete objects from the intensional that do not match 

the parents and repeat the process of highlighting the facts of the parent relationship. 

This means that it is possible in the semantic network introduce means of constructing functional dependencies similar to how 

it is done in functional programming languages, for example, such as LISP [7]. You can consider the fact as a list of atoms, each 

of which is assigned a value either directly or in the process of output. If operations for such lists manipulation are entered then it 

is possible to create and modify decision trees with formal methods. 

Thus, it seems advisable to combine in a single system a representation in the form of decision trees and a class of semantic 

networks, which makes it possible to visually display the decision-making process and gives additional possibilities in 

constructing the deduction mechanisms. 

5. Conclusion 

In this paper, the problems of logical regularities search in the classification tasks were considered. A joint use of neural 

network technologies with logical deduction methods, in particular decision trees, as a means of logical patterns exploration and 

the result presentation in a hierarchical structure form of classifying rules, is proposed. Two main approaches are identified. The 

first is to extract local rules, where the multilayer network is divided into a set of single-layered. Each local rule characterizes a 

separate hidden or output neuron, taking into account elements that have weighted connections with it. Then the rules are 

combined into a set that determines the behavior of the entire network as a whole. However, this approach often establishes 

fairly strict limitations on the network architecture, the number of elements, links and the type of activation functions, which 

negatively affects the universality and scalability. 

An alternative is to extract a set of global rules that characterize classes at the output directly through the values of the input 

parameters. In the framework of this approach a modified algorithm for decision trees construction on the base of the trained 

neural networks is developed. It does not impose any requirements on architecture, learning algorithm, input and output values 

and other network parameters. The construction of the tree is base on knowledge that embedded into the trained neural network, 

and it is enough that the network is a kind of "Black Box" or "Expert", for which it is possible to ask questions and get answers. 

The generalization ability of artificial neural networks, which allows to obtain more simple decision trees and, if it is necessary, 

to compensate the lack of initial data are the main advantages of this approach. Moreover, this algorithm is sufficiently 

universal, well scalable and not sensitive to the input attributes dimension and the size of the network. This circumstance 

acquires special significance in the light of the rapid development of deep learning technology. Thus, it is possible to extract 

structured knowledge not only from extremely simplified neural networks, but also from arbitrary classifiers that makes possible 

the appliance of this algorithm in a wide range of practical problems. 

In addition, an algorithm for converting already formed decision trees into semantic networks in the form of a bipartite graph 

has been developed. This provides a solution tree view in the form of a fact table and allows a quick search by known attributes. 

The automation tools introduction into the data mining systems could shorter the time, improve the quality and effectiveness 

of the decisions making. 
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Abstract 

In this article we describe the solution to make an estimate of allowed alternations in model components parameters that make up a data 

processing and control system. They reflect properties of physical and information components of the aforementioned system. This solution is 

derived according to the limitations of possible changes in integral property that describes the system behavior in different modes of operation. 

The proposed solution makes it possible to solve not only the direct problem - making a conclusion whether the vulnerability of the data 

processing system is negligible with respect to alternations in parameters of this systems components but the inverse as well, finding tolerable 

levels in alterations in systems components parameters from an acceptable level of uncertainty of targeted efficiency. The proposed solution 

follows known demands: inner properties of the system must be so that customer demands are fulfilled. 

Keywords: data processing and control system; system vulnerability; target system efficiency; parameter alternations; uncertainty in systems 

components 

1. Introduction 

Nowadays information environment is a key factor in the life of our society, which leads to critical importance of managing 

the functional vulnerabilities of data processing and control systems. (DPCS) [1]. Concept of "security" is tightly coupled with 

the concept of "reliability" [2]. Reliability estimate is done by comparison of actual functional properties of the system and base 

functional properties defined in the development specification. These base functional properties in turn are the reflection of 

wishes and demands of the users onto the functional properties of DPCS. One of the properties of "general reliability" is 

survivability, the property of the system to continue functioning under influence of external and internal malicious factors, such 

factors include alternations in parameters of components of the system [3,4]. The opposite to survivability is vulnerability - a 

parameter that describes the possibility of the system being damaged by external and internal causes of different nature. These 

can be functional, economical, management, physical and so on. One of the distinct properties of modern DPCS is that they have 

infinitely many internal states. This is caused by infinite combinations of input data as well as other external factors that can 

cause errors of different nature. The cause of these defects are flaws of different types made on certain stages of software 

lifecycle [5-8]. The latter promotes development of vulnerability research techniques of DPCS by analysis of external behavior 

of the system [9-11]. This work presents a technique to study the influence of alterations in systems parameters, running in 

different modes; on it’s vulnerability in cases when the external behavior of the system is defined by the target efficiency 

property. 

2. Target efficiency as indirect property of functional vulnerability 

Functional vulnerability is the factor that negatively effects consumer qualities and consumption of resources needed to 

maintain DPCS.  

Target efficiency shows the degree of match between actual functions of the system and it’s target functions [2]. Due to this 

fact target efficiency can be viewed as integral quality property of DPCS, used in different modes. This quality property shows 

the correlation between the expected by users behavior and external behavior of the given system. Decline in the target 

efficiency is an indirect property of deviation of the system from state kS and base state 0S , in other words it is an indirect 

vulnerability criteria. Random nature of the target allows the usage of statistical methods to research the target efficiency [3].  

In [3] robustness of the system is defined as follows: "...conditional probability of end system state kS will not deviate from 

base state 0S more than a given value 0 when event happens". The same reference contains formal relations between functional 

vulnerability and robustness. 

Rob1fv ,                          (1) 

where ][ 001Rob  SSP k . Here is an attribute of unwanted event.  

Based on the given definition of robustness relations between robustness and functional vulnerability it is possible to state 

that there exists a direct dependency between robustness and target efficiency. Existence of such dependency lets us postulate 

the following: functional vulnerability of the system fv is contained in tolerable limits 
)( fv

0 , if the probability of deviation of 

target efficiency property Э does not rise over a base value
)( fv

0 : 

)()()(
][ fv

f
Э

vЭЭP 00
0   

 .                      (2) 
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Alteration of systems components parameters is the inherent property of any DPCS. Statistical uncertainty as a probability of 

state parameters being in tolerable intervals comprise the metric property of such alteration. On the other hand change in the 

parameters is the cause of statistical uncertainty of target efficiency property: 

)( Df Нfv 1  ,                             (3) 

)( DЭ НfH 2 ,                            (4) 

Here ЭH is the metric uncertainty characteristic of the target efficiency; 

   )(1f – a direct functional relationship, making a relationship fv between the metric characteristics of the uncertainty DН

and the state parameters vector components D . 

   )(2f – a direct functional relationship that makes a relationship ЭH  between the metric characteristics of uncertainty DН . 

The character )(2f is defined by the structure of the system.  

From (3) and (4) it can be concluded that, from the limitations on the statistical uncertainty of the system's target efficiency, 

there is a limitation on the value of the statistical uncertainty of the system state parameters. In other words, if the limitations on 

the variability (the uncertainty characteristic) of the average target efficiency’s index are kept, then it can be argued that the 

vulnerability of the system is within the permissible limits. 

3. Task statement and assumptions 

 The initial data of the problem are:  

(A) Description of the system states set );( NiSi 1 , with each state matching the characteristics of the target efficiency iЭ ; 

(B) The same characteristics of the statistical uncertainty of the target efficiency for each states )(ЭH i ; 

(C) A system model that characterizes the relationships ij  between the states i and j ),;,( jiNji 1 ; 

(D) A rule that allows us to estimate the average proportion of the time );( Nipi 1 the system is in the i-th state; 

(E) Uncertainty characteristics of relations )(ijН ; 

(F) The rule for estimating the average target efficiency Э as a function of iЭ and ip : 

),( ii pЭЭ  ;                            (5) 

(G) The rule for estimating the statistical uncertainty characteristics of the average target efficiency ЭH based on

)(),( iji HЭH : 

))(),(( ijiЭ HЭHfH 2                            (6) 

Note that in (5) components )(),( iji HЭH are the components of the state parameters vector (see (H)). 

(H) Limitations on the variability ЭH of the uncertainty characteristic of the average target efficiency
)( Э

0 . 
It is required: to estimate the limits on the possible values of uncertainty characteristics )(),( iji HЭH  based on the 

limitation on the values ЭH of the uncertainty characteristic of the average target efficiency. 
Assumptions: 

(A) The apparatus of Markov processes is used as a basis for modeling the state of DPCS [12]; 

(B)  Intervals ],[
)()( u

i
l

ii ЭЭЭ  ; ],[
)()( u

ij
l

ijij   are used as characteristics of the statistical uncertainty of the target 

efficiency )(ЭH i and relationships )(ijH  accordingly. The index "l" corresponds to the lower limit of the interval; 

index "in" - the upper; 

(C)  Linear convolution is used as an estimate of the target efficiency 

i

N

i i ЭрЭ   1
,                           (7) 

which is the average value of the target efficiency; 

(D) Probability is a uncertainty characteristic of the target efficiency 

][
)()( вн

Э аЭаPH   ,                         (8) 

where, )(lа , )(uа are determined by (Fig. 1): 

20 0 /][][
)()()(  

Эвн ЭаPаЭP  .                    (9) 

 

Fig. 1.  The graphical illustration to the problem of estimating confines on the of uncertainty characteristics values of the target efficiency. 
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In Fig. 1 )(0

Э corresponds to the basic values }{},{ ijiЭ  . 

4. Solution for the task
1
 

The basis solution for the task is the construction of the dependence (6), which connects the statistical characteristics of the 

uncertainty of the average target efficiency of the system with the statistical characteristics of the uncertainty of the components 

of the system model. The basis for constructing the dependence (6) is a statistical experiment, the scheme of which is shown in 

Fig.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  Scheme of statistical experiment. 

In the experiment as the uncertainty characteristic of the average target efficiency ЭH was the distribution density )( Эf of 

the average target efficiency Э . As the uncertainty characteristics of system components )(),( iji HЭH were interval limits of 

possible values },{
)()( u

i
l

i ЭЭ , },{
)()( u

ij
l

ij  . These limits were determined by the rules: 

)(
)()(),(

Эi
ul

i ЭЭ   1 ; )(
)()(),(

   1ij
ul

ij ,  

where the sign "–" corresponds to the lower limit of the interval of possible values of the graph component characteristic; the 

"+" sign corresponds to the upper limit; 

           the index " " corresponds to the basic values of the characteristic. 

Note that the interval uncertainty characteristics estimates in accordance with the principle of maximization of entropy [13, 

14] can be associated a law of random variable distribution. 

Fig. 3 shows the model (states graph) of the system [15, 16]. Table 1 shows the base values of average target efficiencies

);,(
)( 41iЭ b

i . The base values of the transitions intensities ),;,,(
)( jijib

ij  41 were taken to be the same and equaled ten. 

During the study, Э ,   took a different value ]);[],;[( 1010  Э . Fig. 4 shows estimates of the distribution densities

)( Эf , corresponding to different  ,Э for different uncertainty distribution by the graph components: 

(A) The statistical uncertainty corresponds to the graph nodes, the nominal values of the transitions intensities correspond 

to the edges; 

                                                           
1 In the development of the program for conducting a statistical experiment and processing the results of the experiment, the undergraduate student of the 

Department of Technical Cybernetics of the Ufa State Aviation Technical University Teslenko V.V. actively participated. 
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(B) The statistical uncertainty corresponds to the graph edges, the nominal values of the average target efficiency 

correspond to the nodes; 

(C) The statistical uncertainty corresponds to both the edges and the nodes of the graph. 

S1
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S2 S4

λ34
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λ31

λ32
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λ24

 

Fig. 3.  States graph of the system. 

Table 1. Characteristics of graph nodes. 
System state 

1S

 

2S

 

3S

 

4S

 

Base value of average target 

efficiency 

 

10 

 

20 

 

30 

 

40 

At estimating )( Эf value  was taken 410 . To determine the number of grouping intervals in the histograms construction, 

the Sturges rule was used: 

)lg.int( 331n  

a)        b)  

c)  

Fig. 4.  Estimates of the distribution densities by: a) 200 .,  Э ; b) 020   ,.Э ; c) 2020 .,.  Э . 

The constructed estimates )( Эf became the basis for constructing ЭH , for various combinations of characteristics the 

statistical uncertainty of the graph components. Fig. 5 shows the resulting dependencies, corresponding to different values
)( Э

0  
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a)     b)  
 

c)    d)  

Fig. 5.  Uncertainty characteristics dependences of average target efficiency on uncertainty characteristics of graph components. 

The resulting dependences ЭH allow us to solve a direct problem: an estimation of uncertainty characteristics of target 

average efficiency ЭH on the information basis on model components parameters variability; and the inverse problem: an 

estimation limitations on the parameters variability of graph’s nodes and edges based on the limitations on the characteristics of 

the target average efficiency.  

An example of solving a direct problem. Given: 
)( Э

0 ; Э . It is believed that the variability of transitions intensities is 

absent. It is required to estimate the expected uncertainty ЭH . The scheme for solving the problem is shown in Fig. 6. 

 

Fig. 6.  An example of solving a direct problem. 

An example of solving an inverse problem. 

Given: ЭH ; 
)( Э

0 ;  .  It is required to estimate the possible value Э . Fig. 7 shows an example of solving an inverse 

problem with the selected value  . Thus, the proposed technique allows us to formalize the procedure for making conclusions 

about the vulnerability of the data processing and control system based on the analysis the characteristics of the external 

behavior of the system.  

5. Conclusion 

Nowadays DPCS play more and more of a substantial role as a vital component in systems that control complex objects. This 

promotes posing the problem of developing theoretical basis and development tools for managing the functional security of 

DPCS. One of the key tasks in solving such a problem is analyzing vulnerabilities of DPCS. They are affected by internal 



Data Science / V.E. Gvozdev, M.B. Guzairov, D.V. Blinova, A.S. Davlieva 

3rd International conference “Information Technology and Nanotechnology 2017”     16 

properties (construction, component properties) and by external environment in which the system is operated. The allowed level 

of the vulnerability is determined by whether the deviation of the systems behavior from the base behavior is affecting the 

quality of control of a complex object. 

 

Fig. 7.  An example of solving an inverse problem. 

In this article a solution is given to estimate the possible deviation in components parameters of the model OF DPCS (such 

parameters reflect physical and information properties of the system). This solution is based of the limitations on alternation of 

the integral factor that shows the behavior of the system in different modes of operation, this behavior is the target efficiency of 

the system. Proposed solution follows known demands: inner properties of the system must be so that customer demands are 

fulfilled (Kano’s model). The described solution makes it possible to solve not only the direct problem - making a conclusion 

whether the vulnerability of the data processing system is negligible with respect to alternations in parameters of this systems 

components but the inverse as well, finding tolerable levels in alterations in systems components parameters from an acceptable 

level of uncertainty of targeted efficiency’s index. 
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Generalized Model of Pulse Process for Dynamic Analysis of Sylov’s 
Fuzzy Cognitive Maps 
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Abstract 

Pulse process as a means of dynamic analysis of cognitive models of semi-structured systems is studied. There is introduced and substantiated 
a generalized model of pulse process for Sylov’s fuzzy cognitive maps, suggested its implementation for various semantic interpretations 
of concept interactions. The results of experimental validation of the proposed models are given.  

Keywords: cognitive modeling; fuzzy cognitive map; dynamic analysis; pulse process 

1. Introduction 

One of the approaches to study semi-structured systems, widely used at the present time, is a cognitive approach. In 
accordance with the definition given in [1], this approach focuses on the development of formal models and methods supporting 
the intelligent process of solving problems because these models and methods take into account human cognitive capabilities 
(perception, conception, cognition, understanding, explanation) in solving management problems. Methods of structured, target 
and simulation modeling on the basis of cognitive approach are commonly combined by the general term “cognitive modeling”. 
In general, cognitive modeling refers to the study of the structure of a system and the processes of its functioning and 
development by analyzing its cognitive model. The cognitive model of a system is based on a cognitive map, which reflects the 
subjective view of the researcher about it (individual or collective) as a set of semantic categories (called factors or concepts) 
and a set of cause-and-effect relations between them. 

A cognitive model is an effective tool for exploration and estimation analysis of the situation. It does not give the opportunity 
to obtain accurate quantitative characteristics of the system under study, but it allows to assess the trends related to its 
functioning and development, and to identify significant factors influencing these processes mostly. Thanks to this we can 
search, generate and develop effective solutions for managing the system, as well as identify risks and develop strategies to 
reduce them. 

Cognitive modeling starts with creating a cognitive map of the system under study on the basis of information received from 
experts. The next step includes directly modeling, which main objectives are forming and testing hypotheses of the system 
structure under study that can explain its behavior as well as developing strategies for situations in order to reach the specified 
targets. 

The tasks solved by means of cognitive modeling can be divided into two groups: 
1. The tasks of structured and target analysis: 

 finding the factors which have the most significant influence on targets; 
 identification of contradictions between the targets; 
 identification of feedback loops. 

2. The tasks of dynamic analysis (scenario modeling): 
 self-development (“what if nothing is done?”); 
 managed development: 

o direct task (“what if ...?”); 
o inverse task (“how to do ...?”). 

Thus, with the help of scenario modeling it is possible to predict the state of the simulated system under different 
management actions as well as the search for alternative management solutions to bring the system to the target state. 

The most common mathematical apparatus used to represent cognitive models and being the base of the methods for their 
analysis is fuzzy logic. Because of this there appeared a class of cognitive models based on different types of fuzzy cognitive 
maps (FCM) – a very detailed overview of such models can be found in monograph [3]. One of FCM varieties, well-proven 
in practical problems of analyzing and modeling of ill-structured organizational, social and economic systems are Sylov’s FCM 
firstly proposed in [7] and representing the development of signed cognitive maps [6]. For this type of FCM there was developed 
quite a wide range of methods of structured and target analysis based on the study of such FCM factors as consonance, 
dissonance and action. A detailed description of these methods can be found in the original monograph [7], and some examples 
of their application in the study of different organizational and social systems – in papers [2, 4]. The problem of developing and 
improving dynamic analysis methods of Sylov’s FCM was given far less attention. This article discusses the approach 
to dynamic analysis of this type FCM with the use of a generalized model of pulse process. The proposed approach is based 
on the notion of pulse process, originally introduced in [6] for the class of signed cognitive maps, generalizing this concept 
by extending it to the class of FCM, and is a development of the approach, first mentioned in [5] and is described in more detail 
in monograph [4] (section 3.2). 
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2. Formal definition and structure of Sylov’s fuzzy cognitive map 

As it has already been mentioned, the cognitive model is based on formalization of cause-and-effect relations which occur 
between the factors characterizing the system under study. The result of formalization is representing the system in the form 
of cause-and-effect network, called a cognitive map and having the following form: 

G = < E, W >, 
where E = {e1, e2, …, eK} is a set of factors (also called concepts), W is a binary relation over set E, which specifies a set 
of cause-and-effect relations between its elements. 

Concepts can specify both relative (qualitative) characteristics of the system under study, such as popularity, social tension, 
and absolute, measurable values – population size, cost, etc. Besides, every concept ei is connected with state variable vi, which 
specifies the value of the corresponding index at a particular instant. State variables can possess values expressed on a certain 
scale, within the established limits. Value vi(t) of state variable at instant t is called the state of concept ei at the given instant. 
Thus, the state of the simulated system at any given instant is described by the state of all the concepts included in its cognitive 
map. 

Concepts ei and ej are considered to be connected by relation W (designated as ( , )i je e W  or i je We ) if changing the state 

of concept ei (cause) results in changing the state of concept ej (effect). In this case we say that concept ei has an influence 
on concept ej. Besides, if increasing the value of the state variable of concept-cause leads to increasing the value of the state 
variable concept – effect, then the influence is considered positive (amplification), and if the decrease – negative (inhibition). 
Thus, relation W can be represented as a union of two disjoint sets W W W  , where W + is a set of positive relations and 
W – is a set of negative relations. 

Fuzzy cognitive model is based on the assumption that the influence between concepts may vary in intensity, besides, this 
intensity may be constant or variable in time. In order to take into account this assumption, W is set as a fuzzy relation, besides, 
the way of its setting depends on the adopted approach to formalization of cause-and-effect relations. Cognitive map with fuzzy 
relation W is called a fuzzy cognitive map. 

Sylov’s fuzzy cognitive map represents FCM, characterized by the following features. 
1. State variables of concepts can possess values on the interval [0, 1]. 
2. The intensity of interactions is considered constant, so relation W is specified as a set of numbers wij, characterizing the 

direction and degree of intensity (weight) of influence between concepts ei and ej: 
wij = w(ei , ej), 

where w is a normalized index of influence intensity (characteristic function of relation W) with the following properties: 
a) –1  wij  1; 
b) wij = 0, if ej does not depend on ei (no influence); 
c) wij = 1 if the positive influence of ei on ej  is maximum, i.e. when any changes in the system related to concept ej 

is univocally determined by the actions associated with concept ei; 
d) wij = –1 if negative influence is maximum, i.e. when any changes related to concept ej  are clearly constrained by the 

actions associated with concept ei; 
e) wij possesses the value from the interval (–1, 1), when there is an intermediate degree of positive or negative influence. 

It is easy to notice that FCM of this structure can be graphically represented as a weighted directed graph, which points 
correspond to the elements of set E (concepts) and arcs – to nonzero elements of relation W (cause-and-effect relations). Each 
arc has a weight which is specified by the appropriate value wij. In this case, relation W can be represented as a matrix 
of dimension nn (where n is a number of concepts in the system), which can be considered as the adjacency matrix of the graph 
and is called a cognitive matrix. In addition, each point of the graph also has a weight which corresponds to the concept state 
and can change over time. 

3. Pulse process as a means of dynamic analysis of cognitive maps 

The basis of dynamic analysis of cognitive maps is modeling of dynamics of concept states over time. Besides, concept state 
may change, firstly, due to changes of state of other concepts influencing this one, and, secondly, due to external influences. 
External influence on the concept is understood as change of its state relative to the current one under the impact of external 
factors, i.e. irrelatively the concepts included in the cognitive map. At the same time external influence can be targeted, 
i.e. it comes from the subject carrying out management of the system, and untargeted, i.e. due to external factors to the system 
which are beyond control. Accordingly, in the first case we will talk about control action, and in the second case – about 
perturbation action (or perturbations). 

To describe the dynamics of concept states we will use pulse processes. The basis of this approach is the assumption that 
changes of all concept states occur at discrete moment of time. State change of concept of ei at instant t will be called pulse and 
denote as pi(t). Thus, 

     1 .i i ip t v t v t    

Additionally, it is assumed that influence is transmitted by one step: changing the state of the concept-cause at instant t result 
in changing the state of the concept-effect at instant t + 1. 

Let us first give the model of pulse process for signed cognitive maps, i.e. maps which take into account only the directions 
of influence and do not take into account their intensity. For these maps values wij can only take values –1, 0 or 1, and 
respectively, the graph arcs are marked by signs “+” and “–“. The model of pulse process was proposed in [6]: 
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Thus, changing the state (pulse) of each concept in the current step is determined by the pulses of all concepts influencing it 
and by the ratio of influence signs. Besides, transfer of positive influence is neutralized by simultaneous transfer of negative 
influence, and vice versa. 

In [4, 5], a modified model of pulse process for Sylov’s FCM was proposed. The model takes into account the transfer 
of influences between concepts and external influences: 
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K

i i i i ji j
j

v t v t u t q t w p t


 
       

 
  (1) 

where  1iu t   is control action on concept ei at instant t + 1;  1iq t   – is disturbance ei at instant t + 1. 

4. Generalized model of pulse process 

In the framework of model (1) it is assumed that the state change of concept ej is equal to the difference between its state 
at the current step and the previous step: 

     1 .j j jp t v t v t    

Thus, in dynamic modeling in order to determine the state of dependent concepts we take into account absolute change 
of states of influencing concepts. This approach is acceptable, but at the same time, it is not the only possible one. In this regard, 
it is advisable to consider other, alternative approaches to interpret the interaction of concepts and propose alternative models 
of pulse process on their basis. 

However, it is necessary to define a number of requirements to models of pulse process, which must be met by all proposed 
models in the future, regardless of the assumptions which they are based on. 

Firstly, the model of pulse process should unambiguously determine the state of arbitrary concept ei at instant  1t  , using 

for this purpose the following available information: 
 the state of the same concept ei at instant t; 
 the state of concepts ej, …, ek,, influencing concept ei, at instant t; 

 the state of these concepts influencing ei, at instant  1t  ; 

 connection weights (influence intensity) , ,ji kiw w  between all dependent concepts and ei; 

 control and disturbance influences on ei at instant  1t  , if there are any. 

Or, more formally: 

                 1 , , , , 1 , , 1 , , , ,  1 , 1 . i i j k j k ji ki i iv t f v t v t v t v t v t w w u t q t          (2) 

Secondly, the following conditions should be met: 

 the values of state variables of concepts should belong to the interval [0, 1], that is    1 0,1 iv t   ; 

 if influence intensity between concepts ej and ei is equal to 0, then changing ej state should not cause changing ei 
state; 

 if the state of influencing concepts at the previous step did not change (    1j jv t v t   for all j), and there is no 

control and disturbance influence, then the state of the dependent concept at the current step should not change: 

   1i iv t v t  ; 

 when increasing (decreasing) the state of influencing concept and the positive relation, the state of dependent concept 

should not decrease (not increase):    1i iv t v t   if 0jiw   and    1j jv t v t  ;    1i iv t v t   if 0jiw   and 

   1j jv t v t  ; 

 when increasing (decreasing) the state of influencing concept and the negative relation, the state of dependent concept 

should not increase (not decrease):    1i iv t v t   if 0jiw   and    1j jv t v t  ;    1i iv t v t   if 0jiw   and

   1j jv t v t  ; 

 more significant change of the influencing concept with other things being equal should result in more significant 

change of the dependent concept:    1 21 1i ip t p t   , if    1 2
j jp t p t ; 

 higher intensity of the influence with other things being equal should result in more significant change of the 

dependent concept:    1 21 1i ip t p t   , if 1 2
ji jiw w . 

The expression (2) together with the above mentioned conditions we call a generalized model of pulse process. This model, 
on the one hand, comprises model (1) as a possible particular case, and on the other hand, it creates the base for building other 
implementations of pulse process model. 
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5. Implementation of the generalized model of pulse process 

Let us consider the alternative implementations of the described generalized model of pulse process, involving different 
interpretations of concept interaction. 

5.1. Model of impulse process, based on relative changes of concept states 

We assume that concept influence on the system is determined not by changes of its condition in general, but how significant 
is this change relative to the previous state of this concept. In other words, we consider the relative state changes of the concepts, 
not absolute one. 

With this purpose we will consider pulse  ip t as a relative state change of concept ie at instant t: 
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p t
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Thus, the value of pulse  ip t  shows what fraction of its state concept ei changes at instant  1t  . 

Now, let us define the way of transferring influence between directly related concepts. Let there is a relation between 
concepts ej and ei, which strength is equal to wji. At the beginning, knowing pj(t) – relative change of state ej at instant t, let us 

define the relative change of state ej at instant  1t  . 

It is necessary to consider the conditions of the generalized model, and the following additional conditions: 

 if   0jp t   or 0jiw  , then  1 0ip t   ; 

 if 1jiw  , then    1i jp t p t  . 

The following product satisfies these conditions: 

   1 .i ji jp t w p t   

Finally, let us define the state of concept ej at instant  1t  . Note that 
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So, 

       1 .i i i ji jv t v t v t w p t    

The resulting model is easily generalized in the case of multiple influencing concepts: 
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As one of the conditions of the generalized model is that the concept states are within the interval [0, 1], then we should add 
the following constraints to the model: 
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Besides, control and disturbance influences on ie  should also be defined in terms of relative changes. For example, control 

influence  1 0,1iu t    means “to increase the value of a state variable of i-concept by 10% of its current value”. 

Thus, we obtain the final version of the model: 
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  (3) 

5.2. Multiplicative model of pulse process 

Let us consider another model which also takes into account relative changes of concept states but implies slightly different 
interpretation of these changes. This model is not equivalent to that one described above, but they both come from similar 
preconditions. 

In this case, relative state change of concept ej shows how much this concept has changed at instant t compared with its 

condition at instant  1t  : 
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v t
p t

v t



 

Let us define the way of transferring influence between directly related concepts In addition to the terms of the generalized 
model, in this case, the following conditions should be taken into account: 

 if 1jiw  , then    1i jp t p t  ; 

 if 0jiw   or   1jp t  , then  1 1ip t   ; 
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Operation of exponentiation satisfies these conditions: 

    1 .
jiw

i jp t p t   

Now it is easy to determine the state of concept ei at instant  1t  : 

      1 .
jiw

i i jv t v t p t   

Generalization of the model in the case of multiple influencing concepts will be the following: 
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This model does not use negative values (excluding connection weights used as indexes), thus, fulfillment of condition 

 1 0iv t    is guaranteed. To fulfill the other condition of the generalized model, namely  1 1iv t   , we add the constraint: 
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1 min , 1 .
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Control influence and disturbance in this model should be specified on the basis of interpretation “a concept state has 

changed n times”. For example, control influence  1 2iu t    means “to increase the concept state 2 times in comparison with 

the current state”. 
So, here is the final version of the model: 
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  (4) 

6. Experimental validation of the model of pulse process under study 

For the purpose of experimental validation and comparison of the examined models, let us perform dynamic analysis of 
cognitive maps using each of them with the same initial data. 

Fig. 1 shows a fragment of the cognitive map used for the experiment. Connection weights have the following values: 

12 23 310,9; 0,8; 0,7.w w w     Initial concept states are specified as the following:      1 2 31 0,2; 1 0,3; 1 0,8.v v v    

Let there is control influence on concept 1, which results in its transfer into state  1 2 0,6v  . Under the influence of the 

initial pulse, concept states begin to change in accordance with the rules defined by each model of pulse process. 
Fig. 2-4 give schedules of changes of concept states during operation of three models of pulse process. The horizontal axis 

shows modeling steps, the vertical axis shows the state of the appropriate concept. Schedules have the following signs: 
 “Model 1” – the results obtained using the additive model (1); 
 “Model 2” – the results obtained using the additive model (3) based on the relative state changes of concepts; 
 “Model 3” – the results obtained using the multiplicative model (4) based on the relative state changes of concepts. 

 
Fig. 1. Fragment of a fuzzy cognitive map used for the experiment. 

Of the greatest interest for the interpretation is the transfer of influence between directly related concepts, differently 
occurring in the framework of different models, which result in different results in the end. Thus, in models 2 and 3, implying 
relative change of concept states, the state of the second concept on the 3rd modeling step increased more than in model 1. 
Similarly, relative changes result in more significant decrease in the state of the third concept on the 4th step. Similar regularity 
is typical for the subsequent steps. 

Describing the results in general, the following should be noted: 
 all models operate correctly regarding the influence transfer: the direction of changing concept states correspond to 

the signs of influences; 
 all models are stable: pulse decays with time, which results in transferring the system in a stable state; 
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 according to the results of modeling the state of each concept has changed in the same direction for all models 
(the states of the first and second concepts have increased, the state of the third one has decreased in comparison with 
the initial one), these results are generally consistent with intuitive understanding of the nature of system changes, 
which also proves the correctness of models; 

 differences in predictions obtained by means of different models are quite well explained by the assumptions 
(concerning the nature of influences between concepts), which they are based on. 

 
Fig. 2. Dynamics of state change of concept 1. 

 
Fig. 3. Dynamics of state change of concept 2. 

 
Fig. 4. Dynamics of state change of concept 3. 

7. Conclusion 

The paper considers a generalized model of pulse process for Sylov’s fuzzy cognitive maps. This model, on the one hand, 
represents a generalization of previously developed models, and on the other hand, can serve as a basis for building other 
variations of pulse process. 
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Also, there are proposed alternative implementations of this generalized model of pulse process, involving different 
interpretations of concept interactions. Experimental validation of these implementations is carried out, and its results confirm 
their correctness and operability. 

Among the possible directions for further research, the following are of the greatest interest: 
 identifying characteristics and making requirements to the methods of expert identification of FCM parameters 

in different models of pulse process; 
 identifying characteristics and making requirements to the methods of identification of FCM parameters on the basis 

of statistical data in different models of pulse process; 
 development of methods for selecting an optimal model of pulse process on the basis of the analysis of available 

statistical and expert data. 
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Abstract 

The original statistical package «The system of searching for optimal regressions» is presented in the paper.  The package allows performing 

high-precision statistical (regression) modeling of processes or phenomena with the subsequent use of models for the forecast of their output 

characteristics. The approach implemented in the package reduces the dimension of the model, increases the accuracy of parameter 

determination and improves the quality of the forecast. The effectiveness of the approach is directly proportional to the dimensionality, the 

degree of noisiness, and the multicollinear nature of the initial data. The features of the package make it a perspective mathematical tool for 

high-precision statistical calculations. 

Keywords: regression modeling; prediction; methods of structural identification; model quality criteria; software package 

1. Introduction 

The software package «The system of searching for optimal regressions» (SSOR) is a specialized system implementing the 

strategy of adaptive regression modeling (ARM) [1]. 

At the initial stage, the ARM–approach provides the application of linear regression analysis (RA), which assumes the model 

postulating, least–squares method (LS) estimation, statistical analysis of the model and its components. LS–estimates  �̂� and 

forecasts  �̂�  are considered to be the best linear estimates (BLE) under certain assumptions. Unfortunately, these assumptions 

are violated in many cases. This leads to a distortion of LS–estimates  �̂� , entails an uncontrolled increase in random and 

systematic errors of forecasts �̂�. 

At the following stages the ARM–approach includes checking the compliance of the RA–LS hypotheses, ranking the 

violations by the degree of distortion of the properties of the best linear estimates or depending on the purpose of the model 

(forecast, description or description and forecast), consistent adaptation to violations by applying appropriate computational 

procedures, repeated check of violations and ranking if necessary. 

The main difficulties in the practical implementation of the RM–approach are as follows: selection of a global (or integrated) 

criterion of optimality; satisfactory solution of the problem of structural identification in conditions of high dimensionality; 

selection of the optimal route for checking the application conditions of the RA–LS scheme and the corresponding adaptation. 

The SSOR package resolves these problems [3, 8]. 

The main purpose of the package is to obtain regression models of processes, phenomena or functioning of objects with their 

subsequent use for forecasting output characteristics (responses) [9, 14]. The need for such a system is generated by great 

difficulties in performing such work, which requires both a multivariate calculation, and the application of various methods for 

estimating parameters and structural identification and analysis of residuals in the selected scenario for verifying compliance 

with the LS assumptions. 

2. Adaptive RM 

In developing and using forecast models the main goal is to achieve the properties of the best linear estimation (consistency, 

unbiasedness, efficiency) for the predicted value �̂�. These properties are primarily ensured by the selection of the corresponding 

(optimal according to the given criterion) structure of the model from the set (on the basis of the postulated model) of competing 

structures. Thus, the problem of not only parametric, but also structural identification is solved. 

In most cases, the postulated model  

niixxy pipii ,;1,1110       (1) 

is not optimal (adequate) to observations. If linear dependence (1) is considered to be suitable, the dimensionality of the model 

will be the main problem.  

On the one side, for fear of losing significant factors, a researcher tries to include as many of them as possible in the right-

hand side of the model (1). Therefore, as a rule, the model is overdetermined, which leads to: a) economic costs; b) the inclusion 

of non-informative, low-information and duplicating variables. The latter leads to an increase in the variance of the forecast �̂� 

for the forecast model and to a decrease in the accuracy of the estimation of the �̂� -coefficients in the parametric model. 

On the other side, an underdetermined model that does not contain significant factors leads to a systematic error Δ   in the 

forecast. Here the problem arises of measuring the displacement Δ  with the magnitude of the random error of the forecast in the 

overdetermined model. Most often the random error is greater than the systematic error. In addition, in some estimation methods 

other than LS, the model is deliberately burdened with bias to reduce the forecast error. 

Thus, putting forward the hypothesis (1), a researcher encounters a set of competing models (structures) containing )1( 00 xx  

and some regressors from the set
 

}x,,{ 11 px . Since each variable  1,1  pjx j  can either enter the equation or not we’ll 
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have 2
1p  models. From this set of structures one or more competing models must be selected according to a given quality 

criterion. 

If a standard regression analysis is used, in applied statistics after analyzing the model as a whole and its individual terms we 

use one-criterion search for the optimal structure. If it is impossible to apply a complete search of structures, one or another 

known type of incomplete search is used according to one of the model quality criteria (mean square error   , selective 

coefficient of multiple correlation R, F-criterion etc.). 

The most preferable for structural identification is the error in the control sample. This criterion to the maximum extent 

reflects the real random and systematic errors of the forecast (response) and does not have a systematic move in relation to the 

dimension. The error in the control sample is, naturally as «true», as the «true» control values iy  are burdened, in their turn, 

with various errors. 

The application of the RM approach requires the development of multi-criteria search algorithms. In the general case, in order 

to obtain an adequate data processing model, it is necessary to solve the multicriteria optimization problem by successive 

adaptation to violations of the RA–LS conditions. 

In some cases two-criterion methods are quite effective. The SSOR a step-by-step regression method (inclusion-exclusion 

scheme) is implemented using in addition to the F-criterion a number of other measures of comparison [10]. 

3. Criteria for the quality of a model  

One of the most important tasks in the analysis of data is the problem of choosing a criterion for comparing competing 

descriptions.  

The SSOR, in addition to the quality criteria of the model on the training sample ),,,( RFt  , the possibility of calculating the 

error on the control sample and the error on the «sliding» control sample is given [1,19]. 

The quality of the RA model is usually determined by the following criteria: 

- mean square error  , which is used both to assess the adequacy of the model, and to compare different models with each 

other; 

- selective multiple correlation coefficient R, which is used as a linear link measure (1): the larger the value of R (0 ≤ R ≤ 1), 

the stronger the connection, i.e. the better the approximating function corresponds to observations, the high value of R also 

guarantees the suitability of the forecast model; 

- F-criterion, when ),1;(4 pnpFF T    (FT – critical value, taken from the table for the F-criterion) model is recognized 

as worthy of attention for its use for forecasting. 

These quality criteria characterize the adequacy of the model only with respect to the sampling points used for its construction 

(training sample). This is the first stage in the study of the model in which an experimenter must be convinced that the model 

corresponds to observations. 

If the model is intended for forecasting, then one must be sure of its suitability for determining the region that does not 

coincide with the sampling points iy . 

Control points are used to assess external adequacy (forecast accuracy). The initial sample is divided into training and control. 

The first sample builds a model or set of models; the second one estimates its adequacy or discrimination by statisticians is 

made. 

The error in the control sample is based on an analysis of the discrepancies between the forecast Ŷ and the known observed 

value Y for objects that did not participate in obtaining the model.  
Since when working with small samples there is no possibility to divide them into a training sample and control one with a 

sufficiently large number of points, we suggest to use a criterion based on a «sliding» control sample to assess external 

adequacy. If, sequentially, we deduce each of the sampling objects from it, assuming that this object is a control one, and 

recalculating the model parameters again, the differences between iy   and iŷ  for a sliding control point i  =  «Observation 

minus the forecast» ( ni ,1 ; where n  – total number of objects) can be used to calculate the error on a «sliding» control 

sample. 

Consecutive exclusion of objects, corresponding to the removal of certain rows from the data matrix makes it possible to 

formulate an artificially new sample (check or control) of the same volume as the original one.  

All procedures of structural-parametric identification included in the package realize the calculation of the statistics 

considered and the search for the optimal structure of the model.  More detailed criteria for comparing competing models are 

considered in [19]. 

4. The software package SSOR  

In organizing the optimal RM-strategy it is necessary to take into account the availability of various samples, assumptions, 

classes of functions, estimation methods, quality measures and their sets for the principle of multicriteria, structural 

identification methods competing in accordance with the principle of non-conclusive solutions of adaptation strategies to the 

violation of assumptions. 

The practical application of RM first of all requires the full automation of all declared procedures. For this purpose the 

corresponding software was developed. 

The SSOR package includes the following modules: 

1) control module; 
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2 request generation module; 

3) library of functional procedures; 

4) script block; 

5) system configuration block; 

6) data editor block; 

7) table formation block; 

8) guide.  

The main tool for positive impact on the predictive properties of the model is the algorithm for finding its optimal structure. 

The package includes the following structural-parametric identification procedures:  

- multiple linear regression, 

- comb regression, 

- robust estimation, 

- complete search of structures, 

- incomplete search of structures (search with restriction on the number of included regressors in the model), 

- search of normal systems,  

- step-by-step regression with inclusion-exclusion, 

- random search with adaptation, 

- random search with a return. 

These procedures can be performed both in automatic mode to process a number of data samples and to process a single 

sample of data according to the realized optimal scenario [18]. 

The package implements the procedure for constructing and analyzing the residue schedule, which is a useful statistical tool 

for testing the adequacy of the estimated regression model to the available data. 

Competitiveness of SSOR with other statistical packages can be described as:  

• using new methods of structural identification: full search, partial search of overdetermined and normal systems, multi-

criteria method of step-by-step regression with inclusion-exclusion; 

• using flexible tool for building comparative tables; 

• using, in addition to the classical quality criteria of the model in the training sample, the quality criteria of the model in the 

control sample and the errors in the «sliding» control sample, which allows an external model adequacy assessment (forecast 

accuracy) to be performed. 

At present work is under way to enhance the capabilities of the SSOR and its intellectualization [15, 17]. 

5. Using the SSOR package  

The SSOR package can be used to solve the problems of the least-squares method (problems of recovering dependencies 

from excessive indirect observations) and regression analysis in any areas (ecology, technological processes, economics, 

sociology etc.), various tasks requiring restoration of the empirical relationship between the output process parameter and the 

input set. 

In processing aerospace photographs [2] and solving a number of photogrammetric problems [4] the use of SSOR by 

computational experiments allowed to obtain the following results:  

1. Obtaining models for transforming coordinates from small samples with a variance of the accuracy estimation of 1.2-100 

times smaller than the variance in the standard approach, which corresponds to an increase in the approximation accuracy when 

applying PM up to several times. 

2. Increase of accuracy in the use of RM is ensured by the procedure of structural identification. The implementation of the 

latter implies the formation of a set of competing structures based on the initial perspective model and the search for the optimal 

structure according to a given quality criterion. 

3. Search for a model that is optimal by error on a «sliding» control sample leads to a model with better predictive properties 

than models that are optimal for the mean square error and allows to solve the problem of selecting a set of regressors that is 

informative by the t-criterion. In 70% of all cases models that are optimal for the mean square error contain low-information 

terms. Models that are optimal by error on a «sliding» control sample contain only insignificant terms only in 17% of all cases. 

Models containing little informative terms obtained by mistake on a «sliding» control sample contain one insignificant regressor, 

while models derived from the mean square error usually have two or more little informative terms. It was estimated that an 

improvement in external accuracy makes a significant difference in the quality of the error in the «sliding» control sample. The 

analysis showed that application of this criterion gives a significant improvement in predictive properties compared to the mean 

square error. The stability of the conclusions with respect to the observations included in the control sample was verified and 

confirmed by 10 random experiments for each of the three randomly selected images. 

The SSOR package was successfully used to process laser [5] and high-dimensional radiointerferometric data [6, 7], for 

assessing the quality of drinking water [11, 16], for processing socio-economic indicators [12, 13]. 

6. Conclusion 

The SSOR package can be useful in the development of forecast models in high-precision areas of knowledge, in 

technological processes with input characteristics that contain interdependent, non-informational or little informational factors 
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and in socio-economic phenomena and environmental situations. The application of the package provides an increase in the 

accuracy of forecasting using the optimal model up to several times. 
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Abstract 

The assessment of any technical object functioning stability is often limited by the monitoring of midrange constancy and monitored 

parameters dispersion. For that, the methods of multivariate statistical monitoring, used for the assessment of process stability, are offered. 

Midrange multivariate process monitoring is accomplished with the help of algorithms, based on Hotelling‘s chart statistics. While assessing 

the dispersion stability, one can use generalized variance based algorithms - covariance matrix determinant. The approaches described here to 

increase the efficiency of multivariate dispersion monitoring. 

 

Keywords: multivariate statistical monitoring; generalized variance; specialized structures; exponentially weighted moving average 

1. Introduction  

Technical object functioning stability often testifies to its serviceability. Destabilization may immediately lead to a failure or 

emergency situation [1]. The fault fastest detection is our main task. For example, the hydraulic unit vibration monitoring is done 

with the help of the chain of detectors [2]. The reading of these detectors indicates the stability or instability of the monitored 

hydraulic unit operation. In water purifying system potable water physicаl -chemical properties are   monitored (color index, 

chlorides   and aluminum content, etc)   [3]: it is vitally important to keep the properties within the limits.  

Destabilization appears as the alternation of statistical midrange characteristics and monitored parameters dispersion, so to 

detect the fault, process statistical monitoring methods and algorithms could be used [4-6]. The most frequent destabilization 

features, connected with midrange changes, are either step -wise displacement or trend i.e. gradual midrange decrease or increase. 

To detect this type of destabilization, monitoring a single parameter, Shewart’s charts for midrange values and individual 

observation are used. To monitor multiple correlated parameters, algorithms based on Hotelling’s chart statistics are used. To 

increase the efficiency of Hotelling’s chart, there are several methods offered. [7].One of them is finding specialized structures in 

the chart, probability of which is commensurate with the probability of false warning: trends, dramatic changes, events of 

approaching the control lines or abscissa. One more approach is the use of alert control line: several points in a row   between the 

control  lines show the availability of a midrange destabilization.  

Similar methods could be used to find destabilization in investigating multivariate dispersion of object function parameters. 

The main fault types detected in object operation as per dispersion  criterion are step-wise or gradual increase in monitored 

parameters dispersion. Monitoring one parameter the dispersion  is characterized by a swing, standard deviation or variance. The 

main feature of multivariate dispersion is generalized variance- covariance matrix determinant.[8,9]. Sometimes effective 

variance is used [10]. 
There is a method of  object operation stability analysis  as per multivariate dispersion  criteria , including the analysis of the 

detectors reading under the conditions of steady ( flawless)  object operation ,  covariance matrix assessment; the selection of 

possible statistical  tools for the future dispersion monitoring; the assessment of average run length for various statistical tools,  

taking into account all possible deviations; statistical tests; minimum run length tools selection; constant monitoring of object 

operation with the goal  of multivariate dispersion stability diagnostics.  The up-dated information technologies and modern 

software products enable fast diagnostics of object operation fault with the help of the developed algorithms.  

2. Generalized variance based algorithm  for monitoring multivariate dispersion  

To verify the hypothesis about the equality of covariance matrix  to selected value 0, generalized variance, i.e. covariance  

matrix determinant, could be used [4,8]. For each time moment  t  selected covariance matrix St is generated, the elements of 

which are as follows: 

 


 ))((
1
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kiktjijtjkt xxxx
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s ,                                                                                                                      (1) 

xijt  is the result of  i – observation as per j-exponent in t-sample (i = 1,…, n, n – sample size, j, k = 1, …, p, p – number of 

monitored parameters, t = 1, …, m, m – number of samples, taken to analyze the process as per learning sample). The matrix 

determinant (1) |St| is generalized variance of  t instantaneous sample.  

The assessment of averagecovariance is computed as per the collection of samples too. 
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which make covariance matrix S; its determinant  |S| is used as the assessment of destination generalized variance |0|. While 

plotting the control chart the selected values of  the generalized variance |St| for each  t-sample are singled out on it. 

The control  lines of the generalized variance chart are determined from the ratios: 
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UCL |0| (b1 u1-/2 2b ),                                                                                                                                        (3) 

where u1-/2 is normal inverted distribution of order 1 – /2,  is a confidence level  (probability of false alert);  the coefficients 

are computed as per the following formulae : 
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the assessment of destination generalized variance |0| is found as per the learning sample .If the lower control line LCL as per 

formula (3) is negative, zero value is taken. 

Destabilization of the process is witnessed by at least one point getting beyond one of the control lines on the chart of the 

generalized variance , i.e. the process is steady when the in equation below is satisfied: 

LCL< |St| <UCL,                                                                                                                                  (6) 

where t is the number of  monitored samples. For example, Fig.1 shows the chart of generalized variance: lower control line is 

zero, no points beyond the control line: the process is steady. 

 

 

 

 

Рис. 1.Картаобобщеннойдисперсии 

Fig.1. Generalized variance chart. 

3. Methods to improve efficiency of faults detection as per multivariate dispersion  

3.1. Searching the structures of special form 

The process is considered steady as per criteria of multivariate dispersion if on the chart of generalized variance there are no 

points beyond the control lines, i.e. the condition is followed (6). This condition is important, but very often insufficient to 

ensure the process stability. Sometimes on the chart there are special form structures, which testify process instability: these are 

the structures, the probability of which is commensurate with   the probability of false alert. For example, several successive  

points increasing or decreasing indicate the trend of process monitored parameter. The specialists have no unanimous opinion 

regarding the structures to be used for stability assessment.  Western Electric [4,5] four criteria are widely popular; one of them 

for example is as follows: at least eight successive points located on one side of the central line show the process instability. ISO 

distinguish  eight criteria [6], six criteria are offered for Hotelling’s chart  [7].    

Generalized variance algorithm is based on normal inverted distribution, and as a rule, practical calculations are done on the 

basis of three sigma rule: in formula (3) we take u1-/2 = 3. To find the fault one can use the same specialized structures types as 

for Schewart’s chart. They are: 1) at least one point getting out beyond the control lines, 2) at least two out of three points 

located on one side of the central line, getting out beyond the twin sigma limits 3) at least four  out of five successive points 

located on one side of  the central line, getting out beyond one sigma limit 4) at least eight successive points located on one side 

of the  central line , 5) six decreasing or increasing  points in a row  (trend), 6) fourteen in turn increasing and decreasing points 

( cycles) etc. 

The probability of eight points in a row on one side of the central line may be detected as follows. Firstly, we check the 

criterion fault (6) i.e. a point getting out beyond one of the control lines, probability of this event while using tree sigma rule is 

equal to  0,0027/2 = 0,00135. The probability of one point getting to one side of the central line is equal to 0,5. Then the 

probability of eight points on one side of the central line provided all the points are located within the control lines is equal to 

(0,5 – 0,00135)
8
 = 0,003823,  this is commensurate with  the probability of false alert 0,0027.   

Plotting the control charts on PC, the search of specialized structures of any type on the charts is easily computerized, without 

any difficulties. But, take into account that the increase of criteria number will lead to decrease of observations number among 

false alerts. Using only structure 1 to detect the unsteady state this number is equal to 1/α ≈ 370 samples, structures 1 and 4 get 

153 samples selecting four structures from the 1
st 

to 4
th 

lead to 92 samples. This value is acceptable, but the use of additional 

criteria may bring the number of observations among  the false alerts to unacceptably small value.  

3.2. Exponentially weighted moving average chart  for generalized variance 

To detect the step-wise increase in the dispersion exponentially weighted moving average algorithm for generalized varianceis 

seldom used; the corresponding values are determined as per formula  
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Et = (1 –k) Et-1 + k|St|;       

                                                                                                                                                                                        (7)      

where  0  k  1 is a smoothening parameter , E0 = |0|. The process is considered steady if the found values are within the 

control  lines  
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UCL |0|  HEt,                                                                                                                                (8)    

where H is a parameter, which determines the location of the control lines; Et is a mean square deviation of Et values , 

determined as per formula : 
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                                                                                                            (9) 

Fig. 2 shows the chart of exponentially weighted moving average for generalized variance, plotted with the same data as in 

Fig.1 chart. It is seen, that in observations 18-19 there is a fault in the process (intentionally simulated little dispersion), which 

was not found by the chart of generalized variance. 

 
Fig.2. The chart of exponentially weighted moving average for generalized variance. 

3.3. The offered way to assess the object functioning stability 

The conducted  investigation made it possible for us to offer the following way of object operation stability assessment: 

1.  Under the conditions of flawless stable operation the detectors readings are taken and main statistical 

characteristics are calculated: mean values vector and covariant matrix (characteristics of  learning sample). 

2. A set of all possible statistical tools is selected for further monitoring. Non correlated data are monitored by the tools 

based on Schewart’s chart. To monitor mean level of correlated parameters, Hotelling’s chart is used, to monitor 

multivariate dispersion, generalized variancechart is used.  

3. When necessary the exponentially weighted moving average algorithm based on Hotelling statistics and generalized 

variance is used. 

4. Constant monitoring of object operation is done in order to detect destabilization. Specialized structures are searched 

on the charts, which prove the possible fault in the process. 

4. Results and discussion 

The computational investigation was done based on the example of hydraulic unit serviceability with the use of vibration 

dispersion stability criterion [12]. The detectors readings were correlated; simulated dispersion increase was captured by the 

exponentially weighted  moving averages chart (Fig.2) 

To assess the stability of object functioning stability as per the criteria of multivariate dispersion one may use the control 

charts of generalized variance. But these charts do not always detect the faults on time. There were offered methods for the 

charts sensitivity improvement:  the search of non- random structures and the use of algorithmof exponentially weighted moving 

averages can significantly increase the monitoring efficiency. 

5. Conclusion  

The offered way  of object functioning destabilization diagnostics, based on the process statistical control methods,  enables 

timely detection of  the operation faults , connected with its parameters dispersion  alternation , and prevents an  emergency when 

necessary. 
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Abstract 

While solving the problems of technical diagnostics with machinery learning involvement, there is binary classification of an object state 

performed: the objects are subdivided into “good” and “bad” with the help of models, received as per learning samples. The quality of 

classification, which specifies the efficiency of machine learning, depends on several factors, such as: the scope of original sample, method of 

machine learning, method of   dividing the sample into learning and validating parts, selection of value indicators, etc. Sometimes it is 

reasonable to use aggregate methods of classification, which are, in fact, the joined results of classification basic methods. To search the best 

aggregate method, one iterates over all possible basis sets. 

 

Keywords: binary classification; “good” and “bad” state; aggregate method 

 

1. Introduction  

The object technical diagnostics is done to increase the reliability of the system, and it is often limited by the assessment of its 

serviceability [1,2]. The main aim is object state recognition.  By recognition we mean an object state, typed as per one of the 

classes - diagnoses .As a rule, the problem solution is restricted by classifying the object as good, i.e. able to perform the desired 

functions, or bad. This is the task of binary classification. The selection of parameters, characterizing the system state, is 

important. The assessment of the system state is done during its operation, the information receiving is somehow difficult, to take 

a decision - different methods of recognition are used. The solution of technical diagnostics problems is also connected with the 

technical object state forecasting [3,4]. 

The recognition of the object technical state is usually done, based on the results of indirect indicators of the object operation 

under the conditions of available limited information. The known results of the system state assessment are used: for the selected 

values of monitored parameters the system is assessed as “good” or “bad” (serviceable or unserviceable). So, there are many 

objects (situations) with selected indicators, and many possible states of the system. There is acertain unknown dependence 

between the object operation indicators and its actual sate. The finite universe of pair - “set of indicators, state”- is known, i.e.  the 

original data retrieving. It is required ore store the dependence, i.e. to build an algorithm, capable to generate a rather accurate 

response. Anyway there is a risk of getting false warning or missing the target.  This is the task of machine learning, or learning 

from examples (with a tutor) [5,6]. 

To measure the accuracy of classification there is performance functional introduced, e.g. the mean error can be used: original 

sample is divided into learning one, with the help of  which the algorithm of the needed dependence is identified , and validating  

one (test), with the help of which the mean error is assessed [7,8]. 

2. Methods of machine learning , used for binary classification 

The methods of machine learning are widely used indifferent fields: speech recognition, medical diagnose, loan score and 

others. From the point of view of technical diagnostics, the machine learning is only binary classification task: as per the 

selected vector of object parameters, it is necessary to determine, which sate of the object is (“bad” or “good”).   

For solving the problems of technical diagnose, the method of learning from the examples is used. Bayesian classifier is one 

of them, as well as K-Nearest Neighbors (KNN) method, neural network, logistic regression, discriminate mining, Support 

Vector machine method, decision trees, etc. 

The problem of technical object classification is solved as follows: the object is found “good” Y = 1, if the probability model 

is 5,0}|1{  XYP , and “bad” Y = 0 – if opposite. As threshold any number different from 0,5 can be used. 

For example: 

Using logistic regression, we assume that the probability of “good” object is equal to Y = 1:  
),(}|1{ zfXYP   

,...
110 nn

xqxqqz 
                                                                                                                                               

(1)  

where 
nqq ,...,0

 is model parameters (1),  f(z) is logistic function:   
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(2) 

As variable Y takes one of pair values (0,1), the probability of “bad” state is equal to Y= 0:    

).(1}|0{ zfXYP                                                                                                                                                
(3) 

So, the logistic regression is based on the following expression: 
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To identify parameters 
nqq ,...,0

, as a rule, maximum likelihood method is applied . This method is aim edat likelihood 

function maximization with the help of gradient descend method, Newton Raphson method and others.  

With the time, while new data are received, the earlier found parameters can become out-dated. Toup-date them, different 

procedures can be used, e.g. those based on pseudogradient use [9]. 

The short coming of the logistic model is its sensitivity to factors correlation, that is why, the presence of strongly correlated 

input variables is unacceptable in the model. 

The advantage of them odel is the possibility to take in to consideration the limitations of probability value, which cannot be 

out of frame 0 and 1, the possibility of conducting investigation and assessment of the factors, affecting the result. 

While using another widely applied model – discriminant mining– to determine the object m class, linear discriminant 

functions are used: 
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Where o(x) is  «counting», as per which this or that class is identified. In result, that class is chosen, which counting is the 

highest. The model parameters are assessed with the help of learning sample. In case of two classes, there sultcoincides with the 

result of linear regression. 

The point is, that, in advance, one cannot say, which method, out of those  mentioned above, will ensure the correct solution 

of the problem, that is why several methods or combination of methods are used. The decision is taken, based on the results of 

the performance functional for the validation set. 

3. Aggregate methods 

Aggregating methods (combined application of several methods) is of special interest, indeed, as this way compensates the 

disadvantages of one model with the help of the others, thus improving the forecasted accuracy. Now we will consider the 

follow in gset, let us say, of base 7 models [10,11]: neural network, logistic regression, discriminate mining, Bayesian classifier, 

Support Vector machine method, decision trees, bagging trees etc. 

Let’s make all possible combinations of base models, consisting of two, three… etc. models. In case of seven models taken, 

the total amount of all the combinations, starting from two and finishing with all seven models, will make: 

1207
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models.   

Let 
m

jY
 
be the result of serviceability assessment of j-object. The result was determined with m base model, lj ,...,1 and

,,...,1 Mm  where М – the number of base models in combination. Now let us see the following ways of base models 

aggregating (joining). 

a. Aggregating ,based on mean value 

In this case  

M

Y

Y

M

m

m

j
meanAK

j


 1_ ,                                                                                                                                                    (6) 

where 
meanAK

jY _
 is the result of aggregate classifier  based on mean value. 

b. Aggregation as per median value  

Firstly, we will grade the row, containing the results of the base models in combination
m

jY . If the number of base models is 

odd:  

2

1

_





M

j

medianAK

j YY ,                                                                                                                                                    (7) 

where 
medianAK

jY _
is the result of aggregate classifier as per median value. 

c. Aggregation as per voting  

This works as follows: if the majority of the models consider the object is “good”, then the result of aggregate classifier is a 

mean value of the results of the models, voting for the serviceable class. In opposite case, the object is “bad” (unserviceable) 

(Y=0). 
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4. Diagnose quality assessment 

The accuracy of classification is assessed with the help of performance functional, i.e. validations set classification mean 

error can be used.  

When the results are presented in the terms of object “good’ or “bad” class probability, to assess the methods quality it is 

possible to find error dispersion σ
2
, which indicates the deviation of forecasted  value from actual ones: 

,))(ˆ)((
1

1

22
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r
rr XPYP

l


                                                                                                                                                (8) 

where P(Yr) is actual probability of serviceability class of r object (P(Yr)= 0, if the object is “bad” or P(Yr)= 1 for the “good” 

object), )(ˆ
r

XP is actual probability of serviceability class of r object, l is number of objects.  

The performance functional mainly depends on the way of validation set constructing. If necessary, check the influence of the 

way of validation set constructing on the error dispersion. 

In order to optimize the diagnostic of technical object functioning, the algorithm of serviceability forecasting is offered. This is 

the use of machine learning models combination and generating optimum decision on their basis. 

The algorithm main stages: 

1. Generating and preliminary processing of the original data, dividing them into learning and validation set. 

2. Constructing the base classification model on a learning set. 

3. Building all the possible models combination on the same learning set in addition to all base models with three 

mentioned above methods aggregation. 

4. On the validation set, through all the constructed models, new (monitored) objects serviceability is forecasted. 

5. For each model or model combination, the forecasted mean square root error is calculated,  and the best model, providing 

the error minimum, is selected. 

5. Results and discussion 

The computational investigation was done based on the example of St. Petersburg sewage plant operation [12].The parameters 

of the water supply source and the dosage of chemical agent, used for purifying, were monitored. At least one parameter of 

potable water quality, found out beyond the acceptable limitations, was considered to be the system malfunction. Seven base 

methods of binary classification were used, and the best result was shown by the method of support vector machines (SVM); 

mean classification error was equal to 0,238. Mean value aggregation had an error equal to 0,196 (combination of SVM with 

discriminate mining and neural network). While using the selection of tangible value parameters through the method of stepwise 

regression, the results deteriorated a little, but even that, minimum mean error of aggregation was 0,207. The set of base 

classification changed: the logistic regression method was added to those three available. 

The performance quality of classification is determined by the scope of the original sample , selected by machine learning 

method  (one of base or aggregate ), by the method  of  dividing the original sample into learning and validation one (either  by 

random selection, or by taking a certain part of original sample for validation one; sometimes the procedure of sliding exam is 

reasonable, evidently, the scope of validation sample plays a certain role hereto ), method of tangible value ( e.g. stepwise 

regression ) and some other factors.  

To provide the efficiency of machine learning for the technical object diagnostic, it is necessary to work out the system in 

order to investigate the influence of these factors on the performance quality of classification with original sample, which could 

ensure the optimum approaches. 

6. Conclusion  

The given above investigation showed, that the methods of machine learning could be used for solving the problems of 

technical diagnostics, i. e. identifying the state of serviceability of the investigated object. Here some problems may arise. The 

problems are those connected with generating a rather big scope original sample, with dividing the sample into learning and 

validating, with assessment of this or that method efficiency , with possibility to use aggregate classifiers .  
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Abstract 

In present paper we consider the advantages and disadvantages of case-based reasoning (CBR) approach for knowledge representation of the 

application domain. One of the CBR shortcomings is the insufficient speed of real-time retrieval of cases, as well as the insufficient relevance of 

the retrieved cases to the current situation. To solve these problems, we offer the use of genetic algorithm. We propose formal statement of the 

genetic algorithm to the CBR retrieving stage. The results of the investigation are presented. The major advantage of the genetic algorithm is that 

it gives a more compact set of retrieved cases  extracted which possesses, however, characteristic features of the current situation. This property 

can be very useful when extracting such cases from big data  In conclusion, the perspectives of applying the method for adaptation of cases have 

been given. 

Keywords: decision support systems; case-based reasoning; genetic algorithm; data mining; big data 

1. Introduction 

The emergence of Decision Support Systems (DSS) in the mid-1960s was associated with a model-oriented approach, 

popular at the time. The first DSS were limited to the types of models implemented in them, mostly deterministic, that 

practically did not use operative information about the circumstances in which decisions had to be made. In addition, solutions 

produced as a result of the operation of such systems were based on deterministic optimization models  and were not always 

understandable and explainable from the point of view of the decision-maker, which significantly hampered their practical 

application. 

The situation has dramatically changed since the 1990s, when DSS began to integrate first with operational databases, and 

then with specialized warehouses built using OLAP (On-line Analytical Processing) technology. There appeared an opportunity 

of operative decision-making on the basis of the objective information saved up in data warehouses. In the modern era of the 

Internet, when the situation in which decisions have to be made changes literally before our eyes, the DSS concept undergoes 

drastic changes. Information becomes so much (even the stable expression "big data" has appeared) that the data itself has 

ceased to be of great value. What is really valuable is knowledge, which can be extracted from the data to solve an actual 

problem in a particular problem domain. The task of obtaining such (informationally saturated) qualitative knowledge, and 

organizing them in a specially designed knowledge base, is now, in the era of large data, more relevant than ever before. It is 

knowledge in the form of human-understandable (cognitive) constructions, cleared of information garbage, that make it possible 

to organize decision support at a completely different qualitative level, when the decision-maker not only receives 

recommendations from the DSS, but also understands why in a particular situation it is necessary to make such a decision.   

Methods of representation and organization of knowledge are traditionally developed within the Artificial Intelligence (AI) 

scientific discipline. In the process of development of this scientific field, two basic approaches to the declarative representation 

of knowledge were formed: rule-cased and case-based. The emergence, in the 1970s, of expert systems based on knowledge, is 

associated with the approach to the representation of knowledge in the form of rules. It is with these systems that the first real 

commercial successes in the field of artificial intelligence are connected. By 1992 about two thousand expert systems based on 

rules were implemented [1]. 

However, despite the success, even at the very beginning of development of systems based on rules, their shortcomings 

became obvious. The main problem was the problem of acquisition of knowledge from sources of information and presenting 

them in the form of rules. Most often, experts intuitively make decisions based on their extensive experience, without thinking, 

what kind of rule they apply in this or that case. Splitting the expert's specific behavior into separate blocks, called rules, is the 

key problem (bottleneck) in the development of rule-based systems. Another problem is the discrepancy between the real 

complexity of the problem domain and the very simple rule structure in the early expert systems. At present, this problem is 

partially solved by introducing an object-oriented description of the rule parts. 

On the other hand, since the 1980s, the alternative paradigm for presenting knowledge and reasoning has attracted more and 

more adherents. Case based reasoning (CBR) allows solving new problems by adapting the experience of solving similar 

problems in the past, just as a person does in real conditions. In the paper [2] the foundations of this method are given, it is 

suggested to generalize knowledge about past cases and save them in the form of scenarios that can be used to develop solutions 

in similar situations. Later, Schank [3] continued to investigate the role played by the memory of previous situations 

(precedents) presented in the form of a certain knowledge container, in decision making and in the learning process. 

At present, in the studies on AI, CBR is one of the key directions that is rapidly developing. The following generally accepted 

definition of a case could be given: "a case is a description of the problem or situation in conjunction with a detailed description 

of actions taken in a given situation for solving current problem". Thus, the case as a unit of knowledge includes the following: 

- description of the situation; 
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- the decision that was made in this situation; 

- the result of applying the solution. 

There are various ways of presenting cases - from simple (linear representation) to more complex hierarchical representations. 

The case generally includes a description of the problem, as well as a solution to the problem. In case the cases from the 

knowledge base were used to solve specific practical problems, an additional component in the description of the case may be 

the result (or forecast) of the case use (positive or negative). It is interesting to note that in [4], which is often referred to as a 

philosophical basis of the precedent approach, it is noted that natural concepts of the application domain can often not be 

described by a simple linear set of properties (features), but require more complex structures for their description. 

CBR-approach to the knowledge representation allowed to overcome a number of limitations inherent to the systems based 

on rules [5]. It does not require an explicit model for representing knowledge of the application domain, so the complex problem 

of knowledge acquisition  is transformed into the task of accumulating cases of decision making. The implementation of the 

system is reduced to identifying the significant features of the case and the subsequent description of the decision-making cases 

in accordance with these features, which, of course, is much simpler task than building an explicit knowledge model of the 

application domain. 

By now, the following advantages of CBR have become apparent: 

• The ability to use the accumulated experience directly, without the direct involvement of a specialist who proposed a 

solution to a similar problem, from the case base; 

• Reduction of the time for the development and making a new decision due to the available experience in solving similar 

problems; 

• For very similar problems, the probability of making an erroneous decision is reduced; 

• You can use well-developed database technology to store large volumes of cases; 

• It seems promising to apply machine learning methods to the CBR-systems to the extracting knowledge in an explicit form, 

as well as to expanding the case base. 

At the same time, there are fundamental limitations to the traditional CBR. First, when describing cases, specialists are often 

limited only to general knowledge or description of the problem, without deepening into the process of deriving a decision and 

confining themselves only to the results. Thus, the structure of the decision-making cases in this problem area does not 

correspond to its complexity. Secondly, as the knowledge base accumulates, the number of cases grows, which negatively 

affects the performance of the DSS and, accordingly, the quality of the decision made. Based on these shortcomings, it is 

possible to highlight the most actual requirements for the CBR-system design: 

• The need for clear indexing and organization of systems for cases comparison ; 

• Requirement for the selection of relevant precedents, and not just similar ones based on the closeness concept; 

• Interpretability of the retrieved cases in relation to the specific problem to be solved; 

• Formulation of the a solution even if there are no similar cases in the knowledge base. 

Reasoning by the analogy based on CBR consists in solving the current problem in accordance with the following four steps 

forming the so-called CBR-cycle, or the 4R-cycle (Retrieve, Reuse, Revise, Retain) shown in fig. 1. The main stages of the 

CBR-cycle are: 

Retrieve the most appropriate or similar case (a subset of cases) from the case base (knowledge base); 

Reuse the retrieved cases to solve the current problem; 

Revise (or adapt) cases, if necessary, to obtain a more specific and accurate solution; 

Retain the solution in the knowledge base as a new case for its further use. 

 

 
Fig. 1.  CBR-cycle. 
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The first and most investigated stage of the CBR-cycle is to retrieve cases. The main problem in retrieving cases is a choice 

of the method by which the similarity measure is calculated. Often, the closest neighbor method is used for this purpose, which 

is based on measuring the degree of coincidence of the feature values determining the case. In papers [6-9], measures based on 

the introduction of the weight function, taking into account the significance of each of the features forming the case, have been 

proposed. However, despite numerous studies in this field, there remain problems of insufficient relevance of the retrieved cases, 

as well as insufficient speed of their extraction. In addition, the problem of adapting the retrieved cases to the real conditions in 

which decisions are made is still very far from any acceptable solution. It seems to us promising to use evolutionary approaches, 

in particular, the genetic algorithm, both from the point of increasing the speed of retrieving cases and from the point of view of 

relevance of the extracted cases to the current problem. An interesting area of research is seems the adaptation of the retrieved 

case to the current situation through evolutionary development. 

In this paper, we consider an approach to solving the problem of retrieving and adapting cases based on the genetic algorithm. 

Section 2 provides a formal problem statement and scheme of the genetic algorithm for solving the problem of retrieving cases.  

Section 3 shows the results of research of the implemented algorithms for the two data samples. In section 4 we formulate 

conclusions on the work and propose perspectives for further research.  

2. Problem statement in terms of the genetic algorithm 

Suppose that in the DSS we have the knowledge base for decision support consisting of  𝑛 cases  𝐶𝑎𝑠𝑒𝑖 , 𝑖 = 1, 𝑛̅̅ ̅̅̅ . Let we set 

the task of retrieving a subset of cases  𝑅𝑒𝑡𝑟𝑒𝑖𝑣𝑒𝑑 = {𝐶𝑎𝑠𝑒𝑖1 ,
, 𝐶𝑎𝑠𝑒𝑖2

 , … , 𝐶𝑎𝑠𝑒𝑖𝑚
} ,   𝑖𝑘 ∈ {1, … , 𝑛} , that best fit the current 

problem 𝑇𝑎𝑟𝑔𝑒𝑡, determined by a set of features 𝑇𝑎𝑟𝑔𝑒𝑡𝑗 , 𝑗 = 1, 𝑚̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. Note that each case 𝐶𝑎𝑠𝑒𝑖 is determined by a set of features 

some of which  𝐶𝑎𝑠𝑒 𝑖
𝑗
 , 𝑗 = 1, 𝑚̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, exactly corresponds to the characteristics of the target problem. 

 The genetic algorithm solves the problems of searching in complex decision spaces on the basis of evolutionary principles 

[10]. We formulate the task of retrieving cases in terms of a genetic algorithm as follows. Suppose that the population of 

individuals contains  𝑃 chromosomes  𝑋𝑝, 𝑝 = 1, 𝑃̅̅ ̅̅ ̅, each of which is a binary vector of the dimension 𝑛, consisting of genes 

encoding the presence or absence of an appropriate case  𝐶𝑎𝑠𝑒𝑖𝑘  
 in a subset of the retrieved cases  𝑅𝑒𝑡𝑟𝑒𝑖𝑣𝑒𝑑: 

𝑋𝑝 = [𝑋𝑝
1, 𝑋𝑝

2, . . . , 𝑋𝑝
𝑛]

𝑇
, 

where   𝑋𝑝
𝑖 = {

1, if chromosome 𝑋𝑝 corresponds to retrieving the case, 𝐶𝑎𝑠𝑒𝑖  ∈  𝑅𝑒𝑡𝑟𝑒𝑖𝑣𝑒𝑑 

0, if chromosome 𝑋𝑝 corresponds not to retrieving the case, 𝐶𝑎𝑠𝑒𝑖 ∉ 𝑅𝑒𝑡𝑟𝑒𝑖𝑣𝑒𝑑
 

Thus, each chromosome corresponds to a certain subset of the retrieved cases and is characterized by a definite value of the 

generalized unfitness function 𝑈𝐹(𝑋𝑝), that has the more value the less similar are the target problem and the subset of the 

retrieved cases in general:  

𝑈𝐹(𝑋𝑝) = ∑ 𝑔𝑎𝑝(𝑇𝑎𝑟𝑔𝑒𝑡, 𝐶𝑎𝑠𝑒𝑖)n
i=1 ,      (1) 

where  𝑔𝑎𝑝(𝑇𝑎𝑟𝑔𝑒𝑡, 𝐶𝑎𝑠𝑒𝑖)  is  the discrepancy between the target problem and the case 𝐶𝑎𝑠𝑒𝑖, computed as a weighted sum 

of discrepancies by all features 

  𝑔𝑎𝑝(𝑇𝑎𝑟𝑔𝑒𝑡, 𝐶𝑎𝑠𝑒𝑖) = ∑ 𝑤𝑗 ∗ 𝛿(𝑇𝑎𝑟𝑔𝑒𝑡𝑗 , 𝐶𝑎𝑠𝑒𝑖
𝑗
)𝑚

𝑗=1 ,     (2) 

where the weights 𝑤𝑗  define the significance of the considered features. 

The values discrepancies  𝛿(𝑇𝑎𝑟𝑔𝑒𝑡𝑗 , 𝐶𝑎𝑠𝑒𝑖
𝑗
) between separate features are calculated in various ways for categorical and 

quantitative characteristics. For categorical variables we have 

𝛿(𝑇𝑎𝑟𝑔𝑒𝑡𝑗 , 𝐶𝑎𝑠𝑒𝑖
𝑗
) = {

0, if the value of the 𝑗 − th feature coincides for the target problem and the case
1, if the values of the 𝑗 − th feature for the target problem and the case differ

. 

For the numerical features we have  𝛿(𝑇𝑎𝑟𝑔𝑒𝑡𝑗, 𝐶𝑎𝑠𝑒𝑖
𝑗
) =

|𝑇𝑎𝑟𝑔𝑒𝑡𝑗 − 𝐶𝑎𝑠𝑒𝑖
𝑗
|

maxi|𝐶𝑎𝑠𝑒𝑖
𝑗
|−mini|𝐶𝑎𝑠𝑒𝑖

𝑗
|
. 

In fig. 2 we present composition of one population. One population consists of a set of chromosomes, which, in turn, consist 

of genes. Each gene is given a value of 0 if it is unfitted or 1 if it is fitted. Accordingly, the color of the cell will also depend on 

the value of the unfitness function. Thus, the more retrieving cases are there in the chromosome the better it is suitable for 

crossing. 

 
Fig. 2.  Composition of one population. 

Based on this formalization, the method sequentially implements three operations of the genetic algorithm: selection, 

crossover and mutation, as presented in fig. 3. The initial population is randomly generated. Further selection of individuals is 

performed on the basis of the unfitness function 𝑈𝐹(𝑋𝑝),. The lower is the chromosome unfitness function, the higher is its 
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reproductive capacity. We use a single-point crossover to cross chromosomes, and we also assume a mutation probability of 

0.05. 

 
 

Fig. 3.  Scheme of the genetic algorithm. 

The next section presents the results of computations of the implemented algorithm on the test data. 

3. Results of the genetic algorithm performance 

3.1. Investigation of the genetic algorithm for the numerical features 

In this subsection we investigate the proposed approach with the data set Iris (available at http://archive.ics.uci.edu/ml/) with 

150 cases, characterized by 4 numerical features ( 4n ), which are classified into 3 classes (Iris Setosa, Iris Versicolour or Iris 

Virginica) through the classifying attribute. The features are as follows: 

 Length of sepals; 

 Width of sepals; 

 Length of petals; 

 Width of petals. 

In our test we are interested in the retrieving cases similar to the request: length of the sepals 6.3 cm, width of the sepals 2.3 

cm, length of the petals 4.4 cm, width of petals 1.3 cm. The flower with these parameters refers to the species Iris Versicolour. 

The genetic algorithm settings are as follows: population is 100 chromosomes, 10 generations, 50% crossover position and 5% 

mutation chance.  

In table 1 we give the results obtained for three variants that differ from one another in the flexibility of the query. In the first 

test, we are interested in the exact match of the features of the request (current situation) and the retrieved cases (0% 

discrepancy). For numeric attributes, the probability of the exact coincidence of all four features is very small, so we get a small 

number of retrieved cases, but also a short computation time. In the second test, we allow 10% deviation of the features of the 

retrieved cases from the query, and in the second test, we allow 20% such deviation. In this case, we obtain a consistent increase 

in the number of retrieved cases, and accordingly increase of the computation time. 

As for the quality of the retrieving, we can judge it by the quality of the classification of the retrieved cases. As you can see, 

the correct classification takes place in 83% of cases for 20% and 10% feature deviations, i.e. allowing a flexible query, we 

support the representativeness of the retrieved sample. If we set 0% feature deviation, the accuracy of the classification of the 

retrieved cases is reduced. 

3.2. Investigation of the genetic algorithm for big data 

 In this test we use Adult database from UCI [15]. The case base contains 32561 cases. Database contains the following 

features: 

http://archive.ics.uci.edu/ml/
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 Age (numeric feature); 

 Workclass (categorical feature); 

 Fnlwgt – final weight (numeric feature); 

 Education – last education (categorical feature); 

 Education-num – number of different education types (numeric feature); 

 Marital-status  (categorical feature); 

 Occupation  (categorical feature); 

 Relationship (categorical feature); 

 Race – ethnic group (categorical feature); 

 Sex  (categorical feature); 

 Capital-gain –  incomings (numeric feature); 

 Capital-loss – expenses (numeric feature); 

 Hours-per-week (numeric feature);  

 Native-country  (categorical feature); 

 Annual income (numeric feature).  

Table 1. Investigation of accuracy and speed of the genetic algorithm for Iris data. 

No 

Results of deviation  

20% feature deviations 10% feature deviations 0% without deviation (exact) 

Time 

(s) 

The 

number 
Class Time (s) 

The 

number 
Class Time (s) 

The 

number 
Class 

1 0.56 3 Iris Versicolour 0.35 1 Iris Versicolour 0.05 1 Iris Versicolour 

2 0.31 2 uncertainty 0.15 2 Uncertainty 0.09 1 Iris Versicolour 

3 0.48 3 Iris Versicolour 0.23 1 Iris Versicolour 0.12 1 Iris Setosa 

4 0.54 3 Iris Versicolour 0.1 1 Iris Versicolour 0.1 2 Iris Versicolour 

5 0.12 1 Iris Versicolour 0.12 1 Iris Versicolour 0.12 2 uncertainty 

6 0.22 1 Iris Versicolour 0.09 1 Iris Versicolour 0.09 1 Iris Versicolour 

7 0.37 1 Iris Versicolour 0.17 2 Iris Versicolour 0.05 2 Н/Н 

8 0.38 1 Iris Versicolour 0.26 1 Iris Versicolour 0.07 1 Iris Versicolour 

9 0.43 1 Iris Versicolour 0.12 1 Iris Virginica 0.11 1 Iris Versicolour 

10 0.31 3 uncertainty 0.13 1 Iris Versicolour 0.09 1 Iris Setosa 

Av 0.372 1.9 
Iris Versicolour 
(~83%) 

0.172 1.2 
Iris Versicolour 
(~83%) 

0.089 1.3 
Iris Versicolour 
(~70%) 

We use only two of 14 features in the request (current situation) - numerical feature Age (equal to 30 years) and categorical 

feature Education (bachelor). As the classifying attribute we use annual income with two classes of more than and less than 

$50 000 (<=50K or >50K). 

In the first test we carried out the research similar to those made with Iris dataset. The genetic algorithm settings are as 

follows: population is 100 chromosomes, 10 generations, 50% crossover position and 5% mutation chance. The results are given 

in table 2 and are similar to those obtained in section 3.1. 

Table 2. Investigation of accuracy and speed of the genetic algorithm for UCI data. 

 

No 

Results of deviation 

20% feature deviations 10% feature deviations 0% without deviation (exact) 

Time 

(s) 

The 

number 
Class 

Time 

(s) 

The 

number 
Result 

Time 

(s) 

The 

number 
Class 

1 136 1849 <=50K 127 1253 <=50K 101 89 <=50K 

2 121 1807 <=50K 114 1224 <=50K 95 85 <=50K 

3 116 1858 <=50K 120 1226 <=50K 94 89 <=50K 

4 115 1814 <=50K 138 1237 <=50K 102 90 <=50K 

5 116 1803 <=50K 112 1212 <=50K 94 82 <=50K 

6 137 1780 <=50K 134 1250 <=50K 89 86 <=50K 

7 134 1857 <=50K 126 1261 <=50K 100 74 <=50K 

8 135 1805 <=50K 125 1224 <=50K 89 100 <=50K 

9 151 1804 <=50K 115 1227 <=50K 89 90 <=50K 

10 146 1820 <=50K 108 1241 <=50K 97 85 <=50K 

 130.7 1819.7 <=50K (~65%) 121.9 1235.5 <=50K (~70%) 95 87 <=50K(~63%) 

In the second test we compare genetic algorithm with conventional CBR. In the table 3 we give computation time, the 

number of retrieved cases and accuracy of classification for conventional CBR, and the genetic algorithm with 1,2 and 5 

generations. The genetic algorithm settings are as follows: population is 10 chromosomes, 50% crossover position, 5% mutation 

chance and 5% numerical feature (age) deviation. As a result one can see that for the genetic algorithm we have obtained less 

amount of the retrieved cases with the same classification accuracy and insignificant increase in the computation time. This 

indicates a greater representativeness of a set of the retrieved cases when using the evolutionary approach for retrieving. 
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Table 3. Comparison of genetic algorithm with conventional CBR. 
No Conventional CBR GA with 1 generation GA with 2 generations GA with 5 generations 

 Comp. 

time, s 

The 

numb. 

Accu-racy Comp. 

time, s 

The 

numb. 

Accu-racy Comp. 

time,s 

The 

numb. 

Accu-racy Comp. 

time,s 

The 

numb. 

Accu-racy 

1 11 3534 66% 14 1767 66% 12 1768 66% 29 1726 66% 

2 11 3534 66% 13 1767 66% 12 1727 66% 26 1769 65% 

3 11 3534 66% 8 1757 68% 16 1793 67% 22 1792 66% 

4 11 3534 66% 10 1747 65% 17 1755 65% 23 1778 65% 

5 11 3534 66% 9 1761 66% 17 1816 66% 20 1760 67% 

 11 3534 66% 10.8 1759.8 66% 14.8 1771.8 66% 24 1770.4 66% 

4. Conclusion 

Thus, we considered the basic stages of reasoning by analogy, and also the peculiarities of the CBR-cycle. We proposed 

formal statement of the genetic algorithm for the problem of retrieving a subset of cases relevant to the problem solved. The 

results of the conducted research on the test data were presented that testify to good prospects for using the genetic algorithm not 

only in the retrieving stage but also in the adaptation stage of the CBR-cycle. It seems promising to integrate the genetic 

algorithm with the generation of fuzzy rules [12] to implement the adaptation of retrieved cases to the problem being solved. 
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Abstract 

There is provided a new software solution for multiple data sources integration at modern enterprises with distributed organizational structure. 

Open Services Provider (OSP) is a platform powered by SEC "Open code" that allows developing situational centers for decision making 

support based on Big Data analysis and visualization. The paper describes a problem of management of modern distributed enterprises, the 

proposed OSP solution and results of its probation in practice. Research is supported by Big Data engineering center at Samara University. 

Keywords: Big Data; Open Services Provider; Complex Automation; Integration 

1. Introduction 

In order to provide high competitive power and soundness most large industrial enterprises need to cooperate and share their 

resources. This trend enforces top management to introduce modern administration technologies that are based on interaction in 

matrix organizational structures, and caused by it information analysis and data flows integration and exchange. In case of high 

autonomy of involved parties and flexibility of cooperation the process of their integration in solid information space becomes 

hard. To solve this problem there is proposed an IT solution based on service-oriented software architecture capable of 

adaptation to new integration requirements and processing the Big Data of informational interaction between several enterprises 

with autonomous behavior. This vision is predominantly influenced by using experience of working with the Internet and mobile 

devices. This paper presents the features of Open Service Provider powered by SEC “Open code” and some benefits of its 

implementation in practice. 

2. Theoretical background overview 

Basic challenges of information processes management at modern supply chains are concerned with a necessity to support a 

horizontal interaction between a number of enterprises with various goals and tasks. In order to consider this factor, matrix 

organizational architectures are introduced [1]. The use of matrix models is also determined by the big number of projects as this 

organizational structure is considered the best to support project management activities and share resources between functional 

structures. A number of theories are studying the control over network organizational structures, for example the theory of 

hierarchical management describes the problems of decision making under the circumstances of unpredictability [2]. Self-

organization in networks applicable for enterprise management is investigated using a Bio-inspired approach [3, 4].  

Peer-to-peer (P2P) networks [5, 6] are used in practice to simulate the work inside matrix organizational structures. P2P 

models are frequently used to describe and simulate interaction processes in organizations with the network structure and 

autonomous decision makers. Actors, representing employees in the integrated information space, are the peers of the network as 

they are autonomous enough to make decisions and to use their own resources for project execution.  

In order to solve this problem, there is a proposition of a new model of Open Service Provider based on the technologies of 

business processes automation and self-organization support. The idea and principles are similar and inspired by the intelligent 

solutions in transportation logistics, the Internet and multifunctional centers [7, 8]. This proposed approach is close to 5PL (Fifth 

Party Logistics) concept, which is based on implementation of a number of services for customers and enterprises provided by a 

specially designed software platform. 5PL platform is open for new transportation companies and even drivers and helps them 

negotiate with customers in integrated information space. 

Interaction of customers and service providers powered by intermediary services [9] generate and can be characterized by a 

big number of events that form Big Data and require modern technologies for its analysis [10]. Business processes that support 

such interaction should be flexible and dependent on unique customer requirements. This makes it reasonable to implement 

subject-oriented approach for business processes management (S-BPM), which conceives a process as a collaboration of 

multiple subjects organized via structured communication [11]. 

An OSP concept is similar to the idea of «One Internet» governance [12]. The common trend in these areas is virtualization: a 

web aggregator that collects information about applications from potential buyers and the information about service providers 

and then links them on the basis of P2P principles is introduced. This web aggregator provides the best options for 

implementation of services for both sides: buyers (future users) and software providers. 
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3. A conceptual model and problem statement 

Let us consider the parts of the integrated information space built as a result of enterprise complex automation as a list of 

services js , where sNj ..1  is a number of service. 

Each service has corresponding problem domain id , dNi ..1 : e.g. customers management, product lifecycle management, 

counting, HR management, etc. 

In this sphere, each service requirement can be described by a Boolean variable: 

    1,0,,,,,,  ljiljilji tsdrr , (1) 

where rl Nlt ..1,   is the js  – order submission time. 

The fact of each service delivery is defined by: 

    1,0,,, ,,,,,,,,,,,,,,  kljikljikljikljiklji tcgrvv , (2) 

where kg  represents a possible service provider (IT company), gNk ..1 , 

kljic ,,,  – the costs of the service to be delivered, kljit ,,,  – the period of time required by the service to be delivered, including 

implementation, integration, testing and QA. 

In this model, we assume that multiple providers can implement and deploy one service, which is significant for a business 

with high competitiveness. The number of options kljiv ,,,  generated for each demand is limited by the current service provider 

capabilities and their core competence. 

Options kljiv ,,,  are related to each other in resources: the same providers kg  can be used for different services allocation. For 

two service options 21,,,,,, ,,
21

jjvv kljiklji  , we can also define the relations of: 

 sequence  kljiklji vv ,,,,,, 21
, , one service requires for its start one or several preceding services to be completed, and 

 combination  kljiklji vv ,,,,,, 21
, , the services are implemented simultaneously. 

Therefore, there is a generated virtual network of services, combined with a network of options kjiv ,,  with transitions of the 

sequence and relation to one demand or resource. 

The proposed model allows formalizing the following challenges of OSP. Firstly, it is necessary to minimize the services 

delivery costs, which makes the platform attractive for users: 

   .min
1 1 1

,,,,,, 
  

s e gN

j

N

l

N

k

kljikljii cvdC  (3) 

Next, the operational efficiency and performance of services should be high: 

     min
1 1 1

,,,,, minmin


  

s e gN

j

N

l

N

k

li
fin
likljii ttvdT , (4) 

where 
fin

li
t

min,
 is a id  delivery time. 

Finally, the individual earnings of each real service provider should also be high, which comes to a certain contradiction with 

the goal (3): 

 max:
1 1 1

,,,,,,  
  

d s eN

i

N

j

N

l

kljikljik cvg . (5) 

The solution of the introduced problem is specified as a set of non-zero values of Boolean variables 

     1,,, ,,,,,,,,,,,  kljikljikljikljii tcgrvd , (6) 

that can be referred to as an IT strategy with cost  idC . 

There can be multiple IT strategies for problem domains id , so the basic problem of OSP is to find and dynamically manage 

the interaction between IT services providers and users considering the challenges (3 – 5). 

4. Solution vision 

Considering the contradiction of stated problem (3 – 5), it is proposed to solve it constructively, in the form of a design of a 

specific IT platform that provides the users and developers of IT services with OSP functionality for interaction. The OSP 

solution is presented in Fig. 1. A modern enterprise contains a few departments that cooperate with each other based on the P2P 

principle of information exchange. The platform supports both hierarchical and matrix organizational negotiations. 

Software products and solutions can be accessible by certain services implemented in the integrated information space. In the 

modern Internet, realization of specific features becomes more concealed for users. When users visit different sites and portals, 

this process seems to them like using widgets on their dashboard. To implement this idea, it is necessary to develop a functional 

aggregator that provides the users with a variety of services with unified API and UI. On the other hand, to implement the 

functionality, it is necessary to develop a unified service aggregator that should be able to involve various service providers. This 

aggregator should have an open architecture, support interoperability and the set of unified intelligent software solutions for 

decision making support and application of the unified technology of combined security and data storage. 

The proposed approach allows involving all actors into the process of decision making. The users get access to new 

functionality immediately and directly, software providers get the opportunity to easily access possible users on a competitive 

basis, and enterprise top management get a powerful analytical tool that provides a realistic picture of users interaction based on 

real statistics. Consequently, it becomes capable of controlling the entire IT-infrastructure of the company. An IT department in 



Data Science / O.L. Surnin, P.V. Sitnikov, A.V. Ivaschenko, N.Yu. Ilyasova, S.B. Popov 

3rd International conference “Information Technology and Nanotechnology 2017”     44 

this case forms the goals and objectives for service providers and users. Due to it, the company management obtains an 

opportunity to monitor and influence functional aggregators, receive an overall picture of their work and realize the process of 

decision making. Service providers, in turn, are motivated to permanent changes, updates and upgrades. 

 
Fig. 1.  An open service provider concept. 

 
Fig. 2.  An “Open Code” OSP solution. 
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5. OSP architecture 

Implementation of the proposed concept and approach was performed by SEC “Open Code” for a number of IT solutions of 

complex automation of industrial enterprises and supply chains. A number of IT services were built on the basis of three 

components: knowledge base (ontology), electronic archive and intelligent directory. Open Service Provider was introduced to 

bring together these services. The resulting solution is presented in Fig. 2. 

OSP becomes an open platform to provide enterprises different services based on implementation of the intermediate module 

of negotiation. In the process of OSP implementation, a number of technical problems were successfully solved. First of all, it 

was necessary to solve the problem of OSP scalable architecture development and componentization, to implement the 

functionality for configuring, adaptability and self-organization, to resolve issues related to the maintenance of the archives, to 

document management and event registration. Then, the enterprise information environment was revised so that users get 

convenient access to services, providers have access to the services registration and support and the management staff has been 

able to keep track of all these processes. Finally, enterprise business processes were reviewed and built in such way that users 

could understand the features of the services in the Internet instead of a software solutions with predefined fixed functionality. 

6. Implementation 

The example of OSP implementation for large production group of companies is given in Fig. 3. Organizational project 

management system represents set of the subdivisions or enterprises combined by a solid supply chain that are connected by 

relations and subordinations. In the case of management structure creation, it is necessary to consider specifies of enterprises’ 

activities and features of theirs interactions with an external environment. 

 

Fig. 3.  Coordination of plans based on Big Data analysis. 

The process the organization structure formation of project management usually includes three main stages: determination the 

type of the organization structure (direct subordination, functional, matrix, etc.); separation of structural subdivisions 

(administrative staff, independent subdivisions, applications programs, etc.); delegating/devolution of the authority and 

responsibility for parts of the project to the subordinate authority levels (governance relation – subordination, the centralization 

relation – decentralization, organizational mechanisms of coordination and monitoring, a regulation of subdivisions' activities, 

development of regulations in structural subdivisions and positions).  

This architecture affects the organization structure of enterprises' functioning, project part, management system, units of the 

analysis and analytics, product life cycle events, the functional relations. Resource assignment is provided according to the 

performed project specification (tasks) in the form of the oriented organization – activity network. The nodes represent the staff 

of the enterprise (performers and their principals), and the links – the relations between the employees. Based on the proposed 

solution there can be introduced the following process of project management using Big Data analysis for knowledge 

engineering. 

At the first stage, the enterprise management makes decision in implementation of a certain project. Then, it makes a decision 

about the decomposition of the project in a number of tasks. The project implementation (elaboration of each task) is followed 
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by the set of project life cycle events, and the efficiency of all projects' implementation depends on effective activity. It is worth 

mentioning that for large enterprises, project life cycle events form the Big Data. 

Therefore, the processes of the overall performance analysis of the enterprise and the processes of finding the closest optimal 

decision are more complicated at each stage. Contingency planning involves identifying alternative courses of action that can be 

implemented if and when the original plan proves inadequate because of changing circumstances. Events beyond a manager's 

control may cause even the most carefully prepared alternative future scenarios to go awry. Unexpected problems and events 

frequently occur. When they do, managers may need to change their plans. Anticipating change during the planning process is 

best in case things don't go as expected. Management can then develop alternatives to the existing plan and ready them for use 

when and if circumstances make these alternatives appropriate. 

Therefore, the processes of the overall performance analysis of the enterprise and the processes of finding the closest optimal 

decision are more complicated at each stage. Contingency planning involves identifying alternative courses of action that can be 

implemented if and when the original plan proves inadequate because of changing circumstances. Events beyond a manager's 

control may cause even the most carefully prepared alternative future scenarios to go awry. Unexpected problems and events 

frequently occur. When they do, managers may need to change their plans. Anticipating change during the planning process is 

best in case things don't go as expected. Management can then develop alternatives to the existing plan and ready them for use 

when and if circumstances make these alternatives appropriate. 

7. Evaluation. OSP for Russian post office management 

One of the successful examples of OSP implementation in practice is a software solution for Post office management, which 

was deployed and probated at Samara post office. This system was used to solve the problem of mail processing scheduling by 

Samara main mail sorting facility, which is a basic management unit of a posting supply chain. It requires effective allocation 

and scheduling of various resources that affect the post sorting procedures. On of the business features nowadays is the 

increasing outsourcing facilities: mail services extensively involve 3
rd

 parties for e.g. transportation and delivery. Expected 

scheduling horizon is one month. Each transportation logistics unit has an own schedule that can be affected by unpredictable 

events, delays of other parties and failures of man force and equipment. In addition to this seasonal fluctuations and human 

factor has a strong implication over the business processes. All this information is big in volume changes in time, which makes it 

Big Data. The designed and delivered software solution is presented in Fig. 4 – 5. 

 

Fig. 4.  Service providers statistics. 

According to the introduced OSP model there were specified a number of services like transportation, sorting and delivery and 

service requirements on sorting personnel, space and time. This model allowed to state and solve an optimization problem of 

mail sorting processes optimization.  

Software functionality is distributed between the widgets that present the enterprise KPIs for efficiency monitoring in real 

time, detailed information on mail sorting services, and automatically generated recommendation for decision making support. 

At the bottom there is presented a details statistics on resources utilization for a specified service. OSP concept allows to 

organize the scheduling system as an open platform for integrated services provided by various resources and therefore allow 

operator a toolset for their coordination and optimization in real time. 
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First results of the proposed solution probation in practice allowed to reduce the required man force by 20 employees per 

sorting center, reduce transportation costs by 720 000 RUB per year, and reduce the queues of mail by minimization of time 

needed for its sorting at the sorting center. This result has proven the benefits of OSP. 

 

Fig. 5.  System recommendations for decision making support. 

8. Conclusion 

The proposed concept for Open Service Provider allows enterprises to incorporate their data flows and resources and 

construct a distributed and flexible matrix management architecture. OSP benefits includes easy adaptation, configuration 

flexibility, an ability to expand, a possibility of constant updates in response to changing users’ needs and a technical capability 

of constant updating and being in a permanent state of efficiency. One of the important advantages is the simplicity of support 

after the system implementation. 
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1. Introduction 

Under modern social and economic conditions the vital task is the state regulation of market economy players, among which one 

of the most important in the region is small business (SB). The foreign experience shows that without this sector it is impossible to 

develop economy as far as the economic growth rate depends on it as well as the structure and the quality of up to 40-50% of gross 

national product. 

2. Subject of research 

The structure of small and medium-sized enterprises by types of economic activity is varying. As it can be seen in Figure 1, the 

largest number of enterprises are engaged in trade, repair of motor vehicles, motorcycles, household products and personal items, 

which is explained by lower barriers to entry these areas of activity. 

The following features of SB development management can be distinguished. First, it is necessary to note a wide range of 

services provided by SB subjects, as well as a huge range of goods sold by them. Secondly, the SB differs significantly in being 

more mobile in comparison with the large one. By the mobility we mean a continuous change in the market conditions, the closure 

of old and the emergence of new economic entities, which is explained by the high variability in tastes and preferences of 

consumers of goods and services of SB entities, i.е. there is a quite active process where some types of activities are substituted by 

others, determined by a change in consumer demand, which is especially important under the modern conditions of import 

substitution. Thus, according to the statistics, up to 85% of the new entities of the SB is closed during the first year of its existence. 

94 out of the 100 registered small businesses stops operations by the fourth year. 

In this regard, the use of traditional methods of public administration, based on the data of monthly, quarterly and annual 

statistics, does not bring the expected result and does not allow us to identify trends for the development or closing up of certain 

activities, therefore, often making decisions about financial support and funds allocation for some projects is significantly behind 

the needs, and in some cases also contradict the changed real market situation by the time the financing begins. 

For example, at the present time in the Samara region, state support for small and medium-sized enterprises is being 

implemented within the framework of the State Program “Development of Entrepreneurship, Trade and Tourism in the Samara 

Oblast” for 2014 - 2019, approved by the Government of the Samara Oblast Decree No. 699 dated November 29, 2013. Support to 

businessmen of the Samara Oblast is maintained in different directions and consists of information and consulting services, training, 

financial assistance, assistance in selling goods and services. 

At the same time, it should be noted that, despite a number of measures used by the authorities in the region to manage the 

development of SB, effective methods for selecting priority directions for the development of SB have not been developed so far, 

which make it possible to direct budgetary funds to the development and support of entrepreneurs more appropriate [1-4]. The 

market of small and medium-sized businesses is a quite dynamically changing environment. It is necessary to take this into account 

in the medium and long term planning and regional authorities should take it as a basis for the support and stimulation of the 

development of the most high-demand areas of the SB activities and for monitoring the effectiveness of budgetary funds application 

for programs in this field of entrepreneurship under the changing market conditions. 

3. The methods of applying the business intelligence at determining small business segments in the region  

This task may be solved with the help of modern information technologies [5,6,7], to which BIG DATA technology refers,  

directly connected with business intelligence [8,10]. Along with this application of modern BIG DATA technologies provides an 

opportunity to distinguish the zones – territories of the most active consumption and demand for some or other products and 

services on the market in real time mode.  
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Fig. 1. The structure of small and medium-sized enterprises by types of economic activity at the end of 2014, %. 

To manage the development of small and medium-sized businesses in the region the special methodology was worked out based 

on the BIG DATA technology [9], which consists of the following stages: identification of the role and place of small business in 

the region; identification of the main types of goods and services, offered by small businesses in the region; creation of consumer 

profile who uses the services of small business; creation of information model of small business consumer in the region; formation 

of small business zones in the region; development of guidelines for management decision making. 

If the role and place of small business in the region, main types of goods and services, offered by entrepreneurs in the region 

were analyzed then to create a consumer profile and information model it is necessary to use BIG DATA technology. The method 

of applying the business intelligence is as follows:   

1. Formation of a set of BIG DATA in  hadoop from twitter using filter Samara Oblast, showing the hit count; 

2. Division of formed set into different filters connected with basic factors of small business; 

3. Carrying out monitoring of flow content analysis in filters; 

4. Taking quick actions in cases of stable “burst” of hit count; 

5. Program development in Scala language to work with filtration in the BIG Data area; 

6.  Program debugging and testing with a set of practical data; 

7. Analysis of computational results. 

To receive data we use social network «twitter», as it is “open” product, its application does not require any additional 

investment, and 50% of Internet users have profiles in this program. Twitter is the second in popularity network among the users in 

the entire world, come second only to Facebook. However unlike Facebook, which does not make accessible its data, Twitter 

provides such access, there are no limitations in access to the sets of data in the server. The users of this social network share mainly 

text messages, and this fact is absolute advantage while processing. Twitter is not a network with a specific focus and more broadly 

reflects public opinion in many points of interest, that is why the processing of data from this social  network was the best possible  

to form small business zones in the region. 

To work with BIG DATA in social networks we used the methods of collecting, processing and analyzing the data. Data 

collecting is carried out in a real time, within the certain geo location, or within the entire network according to the predefined 

patterns.  Information of interest for analysis in the area of SM is: location, date and time, content, “author” of content (user), links 

with users. Data collecting may be fulfilled with the help of following tools: Apache Hadoop, Biglnsights (IBM), Cloudera, 

Hortonworks, Storm. To carry out the research in the field of SB we chose Hortonworks. We used Twitter Application 

(apps.twitter.com), where the key parameters were defined using API key, API secret, Access token, Access token secret. 

For data collecting with Hortonworks, Twitter App we used flume service configuration file in Hortonworks Virtual Machine 

Sandbox.  System is ready to load data from twitter after Hortonworks Virtual Machine Sandbox version 2.3 is installed and flume 

service is configured. Navigate to HDFS folder in order to view downloaded files for data processing.  HDFS view in Hortonworks 

virtual machine while solving tasks in the area of SB is shown in Fig. 2. 

Collected data must be structured (i.e. processed) according to  MapReduce paradigm. MapReduce is a programming model and 

an associated implementation for processing and generating big data sets with a parallel, distributed algorithm on a cluster.   

MapReduce gave ability to structure the data flow from social networks using following criterion: font, text size, color, user 

profile hyperlink, location, date and others. 

In order to define user profile for SB in our research we need data of following types: location, text, language and date. We used 

MapReduce to retrieve only required data in Hortonworks Sandbox tool. For data processing in Hadoop environment we chose 

Hive DB that gives ability to operate with the data and apply analysis via SQL-like queries. For this we created sql-script hivedll.sql 

for necessary tables creation. File contents is shown below: 

// twitter table identifiers  

CREATE EXTERNAL TABLE tweets_raw (  

id BIGINT,  

created_at STRING,  
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source STRING,  

favorited BOOLEAN,  

retweet_count INT,  

retweeted_status STRUCT<  

text:STRING,  

usr:STRUCT<screen_name:STRING,name:STRING>>,  

entities STRUCT<  

urls:ARRAY<STRUCT<expanded_url:STRING>>,  

user_mentions:ARRAY<STRUCT<screen_name:STRING,name:STRING>>,  

hashtags:ARRAY<STRUCT<text:STRING>>>,  

text STRING,  

usr STRUCT< screen_name:STRING,  name:STRING, friends_count:INT, followers_count:INT, statuses_count:INT,  

verified:BOOLEAN, utc_offset:STRING, -- was INT but nulls are strings time_zone:STRING>,  

in_reply_to_screen_name STRING,  

yearint,  

monthint,  

dayint,  

hourint  

)  

CREATE EXTERNAL TABLE time_zone_map (  

time_zone string,  

country string,  

notes string  

)  

ROW FORMAT DELIMITED FIELDS TERMINATED BY '\t'  

STORED AS TEXTFILE  

LOCATION '/user/data/time_zone_map'; 

… 

create table tweets_sentiment stored as orc as select  

id,  

case  

when sum( polarity ) > 0 then 'positive'  

when sum( polarity ) < 0 then 'negative'   

else 'neutral' end as sentiment  

from l3 group by id;  

 -- put everything back together and re-number sentiment  

CREATE TABLE tweetsbi  

STORED AS ORC  

AS  

SELECT  

t.*,  

cases.sentiment  

when 'positive' then 2  

when 'neutral' then 1  

when 'negative' then 0  

end as sentiment   

FROM tweets_clean t LEFT OUTER JOIN tweets_sentiment s on t.id = s.id. 

 
Fig. 2. HDFS view in  Hortonworks when downloading files while solving tasks in the area of SB. 

Execute script using command: Hive_f hiveddl.sql. Structured data are placed in Table 1. 
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Table 1. Column headers for structured data analysis in tasks for SB. 

A B C D E F 

Data/Time Time/Zona language Text location Sentiments 

 The following metrics are used for data analysis. The total number of twits (Koli) for every location (R) is defined: 

1

, ,
N

R i i

i
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Where ik is the every following twit from processing thread. 

The unique word frequency ch(m) is defined from total collection  L of text data: 
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Relationship of every twit  otn (m,rez) can be defined from thesaurus tez, where relationship to every word is set: 

0, _

( , ) 1, _
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m negative value

otn m rez m neutral value

m positive value




 
 

  

For further work we created a dictionary with filters of SB domain in order to identify the number of twits by location  ch(m) 

and number of twits by location with respect of relationship otn (m,rez) hereafter. We define thesaurus taking into account filter 

with base metrics of small and medium-sized businesses: food, clothes, entertainment and kids. In conclusion we got 4 base 

metrics of medium-sized business.  

Metric «food» P1 is calculated as number of twits in overall text data L:  
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Metric «clothes» P2 is calculated as number of twits in overall text data L:  
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Metric «entertainment» P3 is calculated as number of twits in overall text data L:  
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Metric «kids» P4 is calculated as number of twits in overall text data L:  
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4. Results and discussion  

As a result it is possible to conclude what area of SB is especially in high demand in Samara Oblast.  According to the Figure 

3 it is apparent that the main strategy of SB promotion for authorities must be connected with opening of centers for children. 

 
 

Fig. 3. Metrics of small business in Samara Oblast. 
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Due to BIG DATA technology it is possible to distribute and update data in «hаdoop» file system using filter “Samara Oblast” 

(filter1= {Samara Oblast}). Then it is necessary to filter this area on base metrics of small and medium-sized businesses, setting up 

for example the following metrics: Filter2 (food) = {cafe, bar, restaurant, cuisine*, beer*, meat, fish, tavern}; Filter3 (clothes)= 

{coat, jacket, dres*, skir*, jacke*, bra*, stuf*}; Filter4 (entertainment)= {night club, concert, session, hangout}; Filter5 (kids) = 

{kindergarten, baby-club, club}. 

A set of descriptors for filtering the Internet discourse will be determined by the lexical representatives of the concept formed in 

the world building of the average Russian-speaking consumer of services. The main in the sphere of concepts "Food" is the micro-

situation "Cooking", which includes the following cognitive and propositional structure: Subject - Predicate of cooking (how it is 

cooked) - Object of cooking - The property of the cooking object - Method of cooking – Premises  - Kitchenware – Appliances  - 

Devices - Affair- Substance - Food / Dish – Food quality / Dish quality. In the situation of Internet communication, only the 

structure elements relevant to the user are being explicated, the lexical interpretation of which let us draw a conclusion about the 

needs of the residents of a particular district of Samara city. Building –up of block of descriptors on Filter3 (clothes); Filter4 

(entertainment); Filter5 (kids) may be fulfilled according to the lexical and semantic fields “clothes”, “fashion”, associative and 

semantic field “leisure”; concept “childhood”.  

For making decision in the area of SB it is necessary to create multimodal clusterization of social networks. The clusterization is 

based on the method of Formal Concept Analysis (FCA). A large number of structured and unstructured data generate trivial data. 

For example, the data of social websites in the SB area may be submitted in the form of following three items (user, group, interest) 

(Fig. 4). 

Fig. 4. SB data from social network «twitter» as a graph. 

By the method of formal notions it is necessary to introduce the following definitions: G - set of objects, M – feature set, the 

dependence of  I G M   such that ( , )g m I  when and only when the object g posses the feature m; : ( , , )G M I   is called 

formal context.  

Galois operator is defined in the following manner: for ,A G B M   ' { / }
def

A m M g m g A   , ' { / }
def

B g G g m m B   , 

where A is the formal volume, В is the formal content.  

Formal notion is the pair ( , ) : , , 'A B A G B M A B    and ' .B A ,  

Notions ordered by ratio 1 1 2 2 1 2 2 1( , ) ( , ) ( )A B A B A A B B    , from the complete lattice, called a context lattice ( , , ).G M I  

The example of social network context in the SB area and their context lattice are shown in Table 2 and in Figure5.  

Table 2. The example of SB data context from social network (a is the attributes of “food” filter, b is the attributes of “kids” filter, c is the attributes of 

“entertainment” filter, d is the attributes of “clothes” filter). 

 G/M a b c d 

1 Pensioners  x   x 

2 Employees  x  x  

3 Workers   x x  

4 Students   x x x 
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Fig. 5. Context lattice for social network. 

The use of this clusterization method permits to define the groups of interest, with increase of connections where it is required to 

make managerial decisions. But this tool has restrictions of use. Users who work with social network Twitter are in the group of 

“students” and partly in groups of “employees” and “workers” and slightly in group of “pensioners”, that is why it is necessary to 

add field marketing research in these groups in order to take management decision. 

There is ability to get correlation between number of user requests with respect to filters and date and time of data collecting [9].  

Time of data collecting from Internet using Big Data is not limited. 

As a result we get dynamic change of information in real time from Internet, which allows conduct monitoring of continuous 

analysis of unstructured information by filters with minimal investments (In-Memory Data Processing and Stream technology). For 

the purpose of this method implementation we coded a program using Scala language:  

val file = spark.textFile(“hdfs://… “) 

val errors=file.filter(line=>line.contains(“Samara Oblast“)) 

//count all the data  

errors.count() 

//count data mentioning Filter 

errors.filter(line=>line. contains(“meat“)).count() 

//Fetch the filter as an array of string 

errors.filter(line=>line. contains(“food“)).collect() 

After program execution we got dynamic change of parameters in BIG DATA environment, that allow to identify zone of SM 

business in geo region taking into account unstructured information. In case of consistent “peaks” detected in hit counts in 

accordance with forms of business there should be supporting investment program take place for development of small and medium 

sized businesses with a focus on certain business activity in target area. 

In conclusion we suggested a tool for increasing of budget funds usage effectiveness in geo region. This is the most important 

challenge in modern economic reality, the solution for which is based on opportunity to take management decision in most optimal 

way. Suggested approach of regulation can be efficient in innovative process management in developing of region economy typical 

of lots of forms and wide range of factors, as well as dynamic progression and active transformation of daily living. 

Using of modern software and hardware allows conducting evaluation and visualization of changes in almost real time that can 

be useful not only to local region governments but also to businesses in a way of design and implementation of investment projects.  
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Abstract 

The study offers an original solution to one of the problems of hydrodynamics, namely revealing the regularities in the flow regime of fluid in 

a pipeline depending on the hydrodynamic parameters. The solution is based on using the intelligent system of the regularities revealing and 

decision-making. For the first time, a matrix model of data and knowledge representation (MM) is used for these purposes in the form of two 

matrices: descriptions of the fluid state in the space of characteristic features of hydrodynamics (pressure, velocity, temperature, and others); 

its rows are associated with various combinations of characteristic features values, and distinguishing of the diagnostic type, whose rows are 

associated with the corresponding rows of the description matrix, and its columns are associated with the two classifying features. The first 

classifying features takes four values corresponding to four fluid flow regimes, and the second classifying features takes three values only for 

the turbulent flow regime value from the first classifying features. 

Keywords: matrix model; description matrix; distinguishing matrix; data and knowledge representation; regularities; fluid flow regimes; 

hydrodynamics; intelligent system; regularities revealing; decision-making 

 

1. Introduction 

Development of computer systems for current and precise determination of the fluid flow regime in a pipeline [1] is an 

extremely urgent issue in exploiting pipelines [2-3]. If a flow regime is determined inaccurately, it may interfere with or stop 

production, lead to breakdowns or other undesirable consequences. Such consequences may result in considerable expenses of 

finance and time. However, studies of the existing methods for calculating the fluid flow regime in a pipeline [3-7] have shown 

that these methods do not fully include all the parameters (features), which affect the fluid flow in a pipeline. This issue is of 

great importance to control fluidic flow inside oil pipes [8] because transportation of hydrocarbons is very dangerous process 

that requires continuous monitoring. 

It is well known fact that every flow regime can be described with a set of parameters (features) determining the behavior of 

the fluidic flow. The exact type of the fluid flow depends on a number of features, such as velocity, viscosity, density, pressure, 

and more. 

Taking into consideration all these factors, especially a large number of parameters influencing the type of fluidic flow in 

pipeline, it becomes clear that modern computer systems should be used to study regularities between these hydraulic parameters 

and support diagnostic decisions on the fluidic flow regimes. For these purposes, it is obviously rational to create intelligent 

systems (IS) for diagnostics of the fluid flow regimes in a pipeline (IS DFFRP) to determine various regularities, and also 

decision-making and their justification for such diagnostics.  

Unlike the modeling methods described in the papers [10-11], proposed IS DFFRP is being developed specifically for oil 

transportation pipelines. 

The Intelligent Systems Laboratory of Tomsk State University of Architecture and Building (TSUAB) under A.E. 

Yankovskaya’s supervision has achieved significant results in the field. The researchers have developed 3 original intelligent 

instrumental software (IIS) for constructing applied intelligent systems. More than 30 applied intelligent systems are based on 

them. These systems are intended for different areas, such as geology, geoecology, medicine, ecology, electronics, psychology 

and other, more than 30 applications overall [12–25]. These IIS and applied intelligent systems are based on test methods of 

pattern recognition intended for various regularities revealing and decision-making, and also for making and justification 

decisions using cognitive tools. Thus, it is logical to apply the developed IIS to create an IS DFFRP.  

The next section describes the matrix model to represent data and knowledge of hydraulics, their structuring, fragment of the 

description and distinguishing matrices as well as directions of the future research.  

2. Matrix model of data and knowledge representation. Regularities 

The IS DFFRP currently being developed is based on the matrix model of data and knowledge representation [25]. 

The matrix model includes an integer matrix of descriptions Q and matrix of distinguishing R [25]. They represent a learning 

sample with objects belonging to the known (determined by experts) patterns.  
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The rows of the Q matrix are corresponded with the si learning objects ( Ni ,1 , where N is the quantity of objects), columns 

are corresponded with the zj characteristic features ( Mj ,1 , where M is the quantity of features, which together represent the 

description of each object). The element qi,j of the Q matrix sets the value of the j
th

 feature for the i
th

 object. 

The data and knowledge base is formed on the base of the matrix model of data and knowledge representation [25], which 

includes the description integer matrix (Q) setting descriptions of objects in the space of k-valued z1,…, zm characteristic 

features, and the distinguishing integer matrix (R), which sets the partition of objects into equivalence classes according to each 

mechanisms of the classification.  If the value of a feature is not essential for the object, it is marked with a dash ("–") in the 

respective element of the Q matrix. For each zj (j {1,2,…, m}) feature, either an interval of its value change, or an integer 

value is set. 

Rows of the R matrix are associated with the rows of the Q matrix, columns are associated with the kj classification features 

( Lj ,1 , where L is the quantity of classification mechanisms partitioning learning objects into equivalence classes). An ri,j 

element of the R matrix sets belonging of an i
th

 object to a certain class (by designation its number) based on the j
th

 classification 

mechanism.  

Objects with same combination of the classification features kj, corresponding to a certain final solution, belong to the same 

pattern. This means that a number of patterns are equal to a number of non-repeating rows of the matrix R and equal as well to 

the subset of the rows from the matrix Q assigned to the same rows from the matrix R. These mutually assigned rows describe 

patterns. 

It should be noted that proposed model allows us to represent not only data but also experts’ knowledge, because one row of 

the matrix Q describes subset of the similar objects in the form of an interval (using a dash "–"). All these objects have the same 

final solution set by the corresponding row from the matrix R. 

Let us consider that the objects from the learning sample do not contain of measuring and entry errors. Otherwise it is 

necessary to reveal data and knowledge inconsistencies using a special subsystem realized in IS DFFPR.  

Figure 1 shows an example of matrix representation of data and knowledge. 

 

 

 

 

 

 

 

 
 
 
 

 

Fig. 1. Example of a description Q matrix and a distinguishing R and R’ matrix. 

One of the important means of the data and knowledge analysis [25] are diagnostic tests, i.e. tests distinguishing objects from 

different patterns [25] constructed during of the regularities revealing in the data and knowledge base, which are represented by 

the Q, R matrices. These tests are used for decision-making in the IS based on the methods of test pattern recognition. 

Regularities are subsets of features with particular, easy-to-interpret properties that affect the distinguishing ability of objects 

from different patterns that are stably observed for objects from the learning sample and are exhibited in other objects of the 

same nature and weight coefficients of features that characterize their individual contribution [25] to the distinguish ability of 

objects and the information weight given, unlike, on the subset of tests used for a final decision-making.  

These subsets include constant (taking the same value for all patterns), stable (constant inside a pattern, but nonconstant), 

non–informative (not distinguishing any pair of objects), alternative (in the sense of their inclusion in DT), dependant (in the 

sense of the inclusion of subsets of distinguishable pairs of objects), unessential (not included in any irredundant DT), obligatory 

(included in all irredundant DT), and pseudo-obligatory (which are not obligatory, but included in all IUDT involved in 

decision-making) features, as well as all minimal and all (or part, for a large feature space) irredundant distinguishing subsets of 

features that are essentially minimal and irredundant DTs, respectively. The weight coefficients of characteristic features are also 

included in regularities [25], as well as the information weight of characteristic features. 

Regularities of the fluid flow regime in a pipeline include the described regularities used for decision-making and their 

justification. The revealed regularities will allow a significant decrease the number of measurements to determine the fluid flow 

regime in a pipeline. 

3.  Data and knowledge structuring. An illustrative example of presenting data and knowledge on the fluid flow regimes 

in a pipeline 

3.1. Data and knowledge structuring 

According to the described matrix model of data and knowledge representation, for the purpose of to determine the fluid flow 

regime in a pipeline, data and knowledge in hydraulics were structured.  
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Since the limits of the paper, it is impossible to describe the whole feature space, whose dimension exceeds 30, so only a part 

of it and a fragment of the description and distinguishing matrices are introduced.  

Based on the analysis of a range of papers [3-11, 26-29], 9 real characteristic features and their values used in forming the Q 

matrix were formulated. As mentioned above, real characteristic features are represented by intervals of their values. Characteristic 

features and partitioning intervals for each of the 9 characteristic features represented by integers, are listed in the Table 1. 

Table 1. The list of the characteristic features and their partitioning intervals. 

Characteristic features Code Value intervals 

Flow velocity (m/s) z1 

1 –  up to 0.5 inclusive; 2 – from 0.5 to 1; 3 – from 1 to 1.5;  4 – from 1.5 to 2; 5 –  

from 2 to 2.5; 6 –  from 2.5 to 3; 7 –  from 3 to 3.5 ; 8 –  from 3.5 to 4; 9 –  from 4 to 

4.5; 10 –  from 4.5 to 5; 11 – from 5 to 5.5; 12 – from 5.5 to 6; 13 – from 6 to 6.5; 14 – 

from 6.5 to 7; 

Viscosity (mPa∙s) z2 

1 –  from 0.2 to 0.5; 2 – from 0.5 to 0.8; 3 – from 0.8 to 1;  4 – from 1 to 1.2; 5 –  

from 1.2 to 1,5; 6 –  from 1,5 to 1.8; 7 –  from 1.8 to 2 ; 8 –  from 2 to 2.5; 9 –  from 2.5 

to 3; 10 –  from 3 to 4; 11 – from 4 to 5; 12 – from 5 to 8; 13 – from 8 to 10; 14 – from 

10 to 20; 15 – over 20; 

Density (kg/m3) z3 

1 –  from 550 to 580; 2 – from 580 to 610; 3 – from 610 to 640;  4 – from 640 to 

670; 5 –  from 670 to 700; 6 –  from 700 to 730; 7 –  from 730 to 760 ; 8 –  from 760 to 

790; 9 –  from 790 to 820; 10 –  from 820 to 850; 11 – from 850 to 880; 12 – from 880 

to 910; 13 – from 910 to 940; 14 – from 940 to 970; 15 – from 970 to 1000; 

Cross-sectional area (m2) z4 
1 – up to 0.3 inclusive; 2 – from 0.3 to 0.5; 3 – from 0.5 to 0.7; 4 – from 0.7 to 0.9; 5 

– from 1 to 1.2; 6 – from 1.2 to 1.4; 

Element of hydraulic power unit z5 
1 – circular pipe (smooth); 2 – flexible tubing; 3 – smooth concentric annulus; 4 – 

tap valve; 5 – dispensable slide-valve port; 6 – plate and poppet valves; 7 – strainer; 

Temperature (С) z6 

1 –  from 0 to 10; 2 – from 10 to 20; 3 – from 10 to 20;  4 – from 20 to 30; 5 –  from 

30 to 40; 6 –  from 40 to 50; 7 –  from 50 to 60; 8 – from 60 to 70; 9 – from 70 to 80; 10 

– from 80 to 90; 11 – from 90 to 100; 

Type of fluid z7 1 – water; 2 – sea water; 3 – oil; 4 – ether; 5 – alcohol; 6 – gasoline; 7 – kerosene; 

Roughness (mm) z8 
1 – 0.0001; 2 – 0.001; 3 – 0.006; 4 – 0.015; 5 – 0.017; 6 – 0.02; 7 – 0.025; 8 – 0.1; 9 – 

0.15; 10 – 0,25; 

Pressure (MPa) z9 1 – from 0.25 to 0.75; 2 – from 0.75 to 2.5; 3 – from 2.5 to 5; 4 – from 5 to 6.4; 

It should be noted, that the lines of the Q matrix are associated with the fluid flow regimes and represent only a part of 

various combinations of characteristic features values. 

Table 2 contains the classification features and their values for the R matrix. 

Table 2. The list of classification features and their values. 

Characteristic features Code Values 

Fluid flow regime k1 1 – ideal; 2 – laminar; 3 – transient; 4 – turbulent; 

Zones of turbulent fluid flow regime k2   1 – zone of hydraulically smooth pipes; 2 – zone of mixed friction;        3 – zone of 

square-law resistance. 

3.2. An illustrating example of representing data and knowledge about the fluid flow regimes in a pipeline 

Figure 2 gives an illustrating example of data and knowledge representing on the fluid flow regimes in a pipeline. The 

illustrating example is a fragment of matrix description of data and knowledge in hydraulics.  

The description matrix (Fig. 2) contains 9 columns associated with the mentioned above characteristic features, and 15 rows 

filled out by us. 

The rows of the R matrix are associated with the rows of the Q matrix, the columns are associated with the aforementioned 

characteristic features kj (j {1,2}). The ri,j element of the distinguishing matrix sets the belonging of the i
th

 object (fluid flow) to 

a class based on the j
th

 classification mechanism (fluid flow regime) by way of indicated the class number. A row of the R matrix 

sets the fluid flow regime and the zone of the turbulent regime for the studied field of hydraulics.  

As mentioned above, the set of all non-repeating rows of the R matrix is associated with the set of selected patterns 

represented by the single-column R' matrix, whose elements are numbers of the patterns. This model does not permit 

intersecting objects from different patterns.  Presence of such intersections is revealed via analysis using IS DFFRP. 

Taking into consideration that with the limits of the paper do not allow us to fully present the matrix description of data and 

knowledge, Fig. 2 contains only a fragment of matrix data and knowledge representation on fluid flow regimes in a pipeline (Q, 

R, and R' matrices). The aforementioned fragment, which represents partial (only a part of characteristic feature space and its 
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values are used to determine the fluid flow regime) description of knowledge represented in the Q matrix containing 9 columns 

and 15 rows, while the R matrix – 2 columns.  

                                                                    z1  z2     z3   z4  z5   z6  z7   z8  z9          k1   k2 

Fig. 2. Fragment of the description Q matrix and the distinguishing R and R’ matrix. 

The fragment of the description and distinguishing matrices includes only 3 types of fluid flow regimes in the pipeline: 

laminar, transient, turbulent, and 3 aforementioned zones only for the turbulent regime. 

The complete description and distinguishing matrices will be represented in the data and knowledge base of the IS DFFRP 

based on the fluid flow regimes in the pipeline, and the IS DFFRP is destined for prompt determination of various combinations 

of fluid flow regimes with the zones of the turbulent regime: 1) ideal flow regime; 2) laminar flow regime; 3) transient fluid flow 

regime; 4) turbulent flow regime, zone of hydraulically smooth pipes; 5) turbulent flow regime, zone of mixed friction; 6) 

turbulent flow regime, zone of square-law resistance. These 6 regimes are represented in the R' matrix. 

4. Conclusion 

Based on the performed analysis of modern-day state of research in determination of fluid flow regimes in a pipeline, for the 

first time it is proposed to create an intelligent system for diagnostics of the fluid flow regime in a pipeline designed to 

determine various regularities in parameters of hydrodynamics, which affect the fluid flow regimes, and also for decision-

making and its justification on diagnostics of the fluid flow regime in a pipeline. 

We also showed advisability of applying the matrix model for data and knowledge representation in the intelligent system for 

diagnostics of the fluid flow regime in a pipeline. The system is developed by us. For the first time, in accordance with the 

suggested model of representing data and knowledge, the feature space was formed; data and knowledge in the studied field 

were structured; characteristic and classification features were determined; real values of features were recoded into integer 

ones; the illustrating example representing partial description of data and knowledge in a matrix form was given. Herewith, in 

order to determine the fluid flow regime, we used only a part of the characteristic feature space and its values.  

The IS DFFRP, which is being developed, will enable prompt and cheaper determination of the fluid flow regime in a  

pipeline, based on the hydrodynamic parameters under study: ideal; laminar; transient; turbulent, and also the zones of the 

turbulent regime: hydraulically smooth pipes; mixed friction; square-law resistance. A company serving the pipeline will obtain 

the ability to operative reaction to any changes in a pipeline and take the appropriate measures of managing the flow and 

eliminating the possibility of breakdowns. 

The IS DFFRP, which we are developing, may be applied on direct appointment at various types of enterprises, for scientific 

purposes, as well as to train specialists in hydrodynamics. 
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Abstract 

Currently, a wide range of high-performance environments is available for a researcher to perform computations. It is a really difficult task to 

select an environment in which the computations will be completed as soon as possible. To solve this, you need to analyze the load of the 

environment computing resources, and also to predict their availability in the future. 

In this paper we describe a solution for prediction of computing resources load in a cluster environment using neural network models. We 

considered a process of configuring the neural network architecture: selection of activation functions, algorithms of initialization and updating 

of the weights of neurons. Training and testing was performed on a set of data for the load of the cluster "Sergey Korolev" for the period from 

November 2013 to December 2016. 

Keywords: load prediction; cluster; neural network; model 

1. Introduction 

Recently, many studies have been devoted to forecasting the load of various computational resources, such as CPU cores [1], 

individual nodes of a cluster or clouds [2]. Load prediction in cloud and cluster environments is a critical problem that needs to 

be solved to achieve high performance, since a lot of processes depend on its effective solution, such as resources planning, 

maintenance periods and modernization of machines and even whole data centers. For instance, without prediction of the 

availability of shared resources it is impossible to effectively use classic cluster environments where users use shared nodes with 

different performance and features taking them partially or completely by their computations.  

In the previous paper [3] we solved the task of forecasting the load of computational resources using the EMMSP model and 

examined the applicability of this model. As we noticed, the model is well suited for predictions only on specific data and load 

history points, but also we showed that it can be effectively used as a component of a simple model mixture: adaptive selection 

and adaptive composition. This paper considers the use of neural network models to predict the load of cluster resources and 

compares this approach with that demonstrated previously. 

2. Neural network prediction models 

Neural network prediction models are based on the use of neural networks that can be trained in regression problems and 

produce the output value, based on some input parameters, approximating the unknown functional dependencies of the output 

data on the input. 

Neural network models were used in papers [4] and [5] to predict the load of resources with different nature: CPU servers and 

electrical networks. In both problems, neural network models showed good results and were recognized as effective and 

adequate to the prediction problem. Given these results, let's look at how well neural network models are suitable for predicting 

the number of loaded cluster nodes. 

Neural network models were chosen for this study because of peculiarities of the task and historical data collected by us. We 

took into account the following aspects: 

 time series of resources load are non-stationary, 

 there are templates and periodic components in historical data, as well as segments with low and high load, 

corresponding to weekends, holidays and work days, 

 time series have known minimal and maximum value. 

To predict values of time series of this nature we can use neural networks, in fact solving the approximation problem of an 

unknown function. Taking into account the papers [6] and [7] that apply neural networks for solving forecast problems of 

similar in nature time series (load of computational resources of cluster / cloud environments), we chose to study the model of a 

multilayer perceptron (MLP) with single (SL MLP) and two hidden layers (DL MLP). 
MLP consist of neurons and connections between them (fig. 1). Neurons have a special transformation function – activation 

function, each connection has characteristic called weight. Output signal of a neuron in a layer Z of MLP is determined using 

equation 1[8]: 

1

( )
N

j ij i

i

z f w u


      (1) 

where ui – output signals of the layer Z, wij – weights of connections between i neuron of the previous layer and j neuron of the 

layer Z, f – activation function, zj – output signal of a neuron. In this paper, we used hyperbolic tangent function as an activation 

function for neurons of hidden layers. 
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The training of a neural network is a process of changing the weights of the neuron connections. The main goal of a learning 

algorithm is to find a configuration of the weights of all the links where the error function is minimized. In the task that we solve 

we use MSE (Mean Squared Error) as a criterion for model training using gradient descent method, as a final benchmark of a 

model we use MAE (Mean Average Error) since time series contains a lot of segments with zero value or sequential equal 

values, that is why we cannot use MASE (Mean Average Scaled Error) and MAPE (Mean Absolute Percentage Error). 

Fig. 1. Structure of MLP with one hidden layer. 

We use DeepLearning4j library for training and testing models based on MLP. This library provides battle proven tools and 

algorithms for training and usage of various artificial neural networks, including the most popular neural network architectures, 

learning and optimization algorithms. The library is written in Java and uses native extensions for computations on the CPU and 

GPU to provide the required performance [9]. The DeepLearning4j library is licensed under the Apache License 2.0, this 

enables us to use it in any applications including commercial, the open source development approach attracts a large number of 

researchers and improves the quality of the library. 

3.  Configuring network architecture and learning parameters 

To train neural MLP networks the method of back propagation of the error is used with various modifications. The method is 

an iterative gradient algorithm that is used to minimize the MLP error and to obtain the desired output values. The essence of the 

method consists in propagation of error signals from the outputs of the network to its inputs, back to direct propagation of 

signals in the usual mode of operation [10]. 

Primary parameters of the method and its modifications are: 

 learning epochs count, 

 learning rate, 

 weights initialization algorithm, 

 weights update algorithm, 

 optimization algorithm, 

 learning momentum. 

In the task, we need to predict the number of occupied cluster nodes in several of the most intensively used groups of nodes. 

Target prediction interval – 12 hours, we need to predict 12 points of a time series, one mean value of cluster group load per one 

hour. We chose qdr_tmp and ddr_tmp cluster groups for training and prediction of a group load. Their load is of the greatest 

interest because of a large regular load. 

To compare the learning methods with different modifications we chose the training parameters presented in Table 1. We 

compared the training of SL MLP and DL MLP models in the prediction task with 12 points of cluster load (each point – mean 

load of a cluster group for 1 hour). In training and forecasting, only time series data were considered and passed to neural 

network inputs. The optimal number of inputs, selected experimentally, is 6. 

In the process of training, we fed to the input of the neural network various sets of consecutive 6 values of the series; we used 

random order of data sets. For each test set, 12 values were generated at the output of the neural network, which were compared 

with 12 values from the test set. Parameters i = 6, k = 12. 

Table 1. Experimental learning parameters. 

Model Learning epochs Learning rate Momentum Inputs count Hidden layer 

neurons count 

SL MLP 300 0.01 0.9 6 15 

DL MLP 400 0.01 0.9 6 1st: 20 

2nd: 10 

The backward propagation of errors method is subject to the following problems: 
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 slow convergence, 

 convergence to local minima, 

 overfitting. 

Fig. 2. The forecast of resources load of the cluster "Sergey Korolev" using SL MLP model. 

 

Modifications to the method of back propagation of errors with momentum and various updating algorithms of the link 

weights, such as Adadelta, enable us to fix or partially fix the above problems, accelerate training and reduce the error of MLP 

based prediction models. 

In the study of neural network models we considered various configurations of training neural networks by the method of 

back propagation of errors. As parameters of the configuration in the training we used: the algorithm for initializing the weights 

of neurons, the algorithm for updating the weights of neurons and the optimization algorithm. 

We tested 2 options for initializing the balance: uniform distribution (Uniform) and using the Xavier method. The following 

algorithms for updating the weights of neurons were tested: Nesterov Accelerated Gradient (Nesterovs), adaptive gradient 

descent (Adagrad), Adaptive learning rate (Adadelta), adaptive momentum estimation (Adam). Two optimization algorithms 

were tested: linear gradient descent (LGD) and stochastic gradient descent (SGD). These optimizations and the parameters of 

the gradient descent method and the back propagation of errors algorithm are described in paper [11].  

The test used a training sample of length 6000 points and a test sample with a length of 1000 points, the sample data were 

obtained for the period from January 1, 2015 to January 1, 2016. The results of testing models with different learning parameters 

for solving the task of forecasting the cluster load are presented in Table 2, the RMSE (Root Mean Square Error) error values 

are given to estimate the dispersion of the forecast values. 

Table 2. RMSE and MAE error values depending on neural network training configuration. 

Weights initialization Weights updater Optimization algorithm SL MAE DL MAE SL 

RMSE 

DL 

RMSE 

UNIFORM NESTEROVS LGD 8,03 7,99 9,28 9,24 

XAVIER NESTEROVS LGD 8,05 8,20 9,30 9,38 

UNIFORM NESTEROVS SGD 8,02 7,64 9,28 8,94 
XAVIER NESTEROVS SGD 8,06 7,70 9,32 8,97 

UNIFORM ADADELTA LGD 9,71 11,15 10,99 12,11 

XAVIER ADADELTA LGD 9,62 11,77 10,78 12,75 
UNIFORM ADADELTA SGD 15,09 8,33 16,08 9,86 

XAVIER ADADELTA SGD 17,44 12,52 18,61 14,64 

UNIFORM ADAGRAD LGD 13,24 11,52 13,61 12,64 
XAVIER ADAGRAD LGD 15,24 9,70 16,36 12,13 

UNIFORM ADAGRAD SGD 19,04 10,60 21,36 19,23 

XAVIER ADAGRAD SGD 17,21 11,21 18,12 17,22 

UNIFORM ADAM LGD 8,10 7,83 9,34 9,13 

XAVIER ADAM LGD 8,14 7,91 9,38 9,18 

UNIFORM ADAM SGD 7,99 7,54 9,26 8,84 
XAVIER ADAM SGD 8,09 7,56 9,34 8,85 

Table 2 shows the results of testing the modifications of the method of back propagation of errors, the 3 best results for each 

model are highlighted with underscores. From these results, we can conclude that the most effective modifications of the back 

propagation of errors method for the task of forecasting the cluster load are: 

1. stochastic gradient descent with initialization of weights using uniform distribution and updating of weights using 

the ADAM algorithm – for SL MLP and DL MLP models, 

2. linear gradient descent with initialization of weights using uniform distribution and updating of weights using the 

Nesterov method with momentum – for SL MLP model, 

3. stochastic gradient descent with initialization of weights using the Xavier method and updating of weights using the 

ADAM algorithm – for DL MLP model. 

The results of DL and SL MLP models differ slightly, which is probably due to the peculiarity of the test data. 
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4. Comparison of model errors 

An example of forecasting cluster load data for a neural network with a single hidden layer is shown in fig. 2, a neural 

network with two hidden layers - in fig. 3. The dashed line shows the forecast values of the series. The graphs of the forecast 

values were obtained by calculating the forecast every 12 points. 

As the final error metric, the mean absolute error (MAE) is selected, because the relative forecast error (MAPE) can not be 

used in series that include values close to or equal to zero. The distribution of MAE errors in the SL MLP and DL MLP models 

is shown in fig. 4, the distribution of errors of both models is close to normal. 

Fig. 3. The forecast of resources load of the cluster "Sergey Korolev" using DL MLP model. 

Previously, the task of forecasting 12 cluster load points was solved by the time series prediction method using the maximum 

resemblance sample (EMMSP) [3]. The MAE prediction errors for method comparison are given in Table 3. 

In addition to direct comparison of models, we tried to use all three models (EMMSP, SL MLP, DL MLP) together. In order 

to do this, we put forward a hypothesis: Each of the models is the best (shows the smallest MAE error) in a certain length of data 

L > M, where M is the number of prediction points. We tested this hypothesis for the data on which MLP models were tested. 

Each of the models retains its leadership at the average on a section of 24 to 36 points in length, which corresponds to a time 

interval of 1 to 1.5 days. 

Table 3. MAE errors of different prediction models. 

Model EMMSP SL MLP DL MLP Simple adaptive selection  

MAE 8.7 8.02 7.54 6.8 

Fig. 4. The distribution of the mean absolute error of models with one hidden layer (on the left) and two hidden layers (right). 

The error value for a simple adaptive selective model [12] was obtained for a model that selects the best model for predicting 

future values by a simple heuristic rule: If one of the models was better in the previous section of the data, then it should be used 

to predict again. Data for testing were collected between November 2013 and December 2016. The open load monitoring data of 

the "Sergey Korolev" cluster is available in JSON machine-readable format at: http://templet.ssau.ru/wiki/открытые_данные. 

 

 

http://templet.ssau.ru/wiki/открытые_данные
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5. Conclusion 

The prediction algorithms based on neural network models with one and two hidden layers are integrated into the Templet 

Web service, which enables users to estimate the task launch time. The forecast graphs and cluster load history are available to 

registered users of the system. In the future, we plan to provide users with an interactive hint about the number of available 

resources and the estimated time to start the task based on the task requirements (nodes, groups, software licenses) specified at 

the time of adding task to a batch queue. 

The results of the cluster load forecasting can be applied to solve several types of tasks: 

 increase the efficiency of cluster use (energy efficiency, load efficiency), 

 selection of optimal environments and parameters for computations, 

 planning of cluster growth and maintenance periods. 

Methods of forecasting the loading of computing resources are most in demand now in cloud environments where they can 

enable commercial companies to reduce server maintenance costs or, on the contrary, to effectively adapt to the growing 

demands of customers. 
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Abstract 

Network disruptions cause significant financial losses and discomfort of customers. However, communication systems provide various data 

about equipment condition. This information can be used to predict network disruptions. Purpose of research is applying neural networks to 

network disruption prediction. Introduced approach has good feature extraction ability and data corruption resilience. Representation for 

network disruption dataset has been developed. Chosen network type is deep belief networks. Net structure variations have been proposed for 

chosen data representation and neural network type. Experimental research of proposed methods gives meager results for selected dataset. 

Results can be improved by net structure complication and by increasing dataset volume.  

Keywords: data mining; neural networks; prediction; network disruptions; big data 

1. Introduction 

Network disruptions cause financial losses and inconveniences. They are increasing with the growth of telecommunication 

influence on all spheres of life. Communication systems amplification and data science advancement allow predicting network 

disruptions. Communication systems provide various data about equipment condition. Data science gives different methods of 

prediction. Network disruption prediction involves continuous network condition monitoring and disruption hazard evaluation.  

It is difficult to find present task in previously published works. So tasks with similar data types have been observed. Network 

disruptions data values mostly belong to enumerated unordered type. Similar data types appear in work [1]. Authors used deep 

belief networks to identify risk factors and predict bone disease progression.  

There is an interesting approach to use neural networks for telecommunication disruptions prediction. “Telstra Network 

Disruptions” dataset [2] is destined for disruption prediction. 

2. Network equipment condition data 

“Telstra Network Disruptions” dataset consists of records about events. Each event described by attributes: location, 

event_type, resource_type, severity_type, log_feature. The goal of competition [2] is distinguish each event between different 

kinds of fault_severity. There are three kinds (values) of fault_severity: 0 – normal operation, 1- momentary glitch, 2 – total 

interruption of connectivity. Each attribute described in table 1. 

Table 1. “Telstra Network Disruptions” dataset structure. 

Attribute name 

Number of 

different 

values, 𝑵𝒊 

Type 
Repetition, 

values/event 
Description 

id 7381 integer, unordered - 

Identifier, unique. Intended for data 

union. 

fault_severity 3 integer, ordered - Class of event, forecast objective. 

location 929 enumerated, unordered - Network equipment location. 

event_type 49 enumerated, unordered 12468/7381 Type of event. 

resource_type 10 enumerated, unordered 8460/7381 Type of resource that caused event. 

severity_type 5 enumerated, unordered - Type of log message 

log_feature 331 

tuple: type – volume 

type: enumeration, unordered 

volume: integer, ordered 

23851/7381 
Features extracted from logs with its 

volume 

As we can see, all significant attributes belong to enumerated (categorical) unordered type. This attributes shows record 

affiliation with some of class by some of parameter. For example, “location 1”, “event_type 15”, “resource_type 8”, 

“severity_type 2”. log_feature attribute is a tuple “type of value, volume of value” (e.g. “feature 35, 17”). 

Attributes are kept in separate tables distributed by different CSV-files. This manner of data storage is used because of 

attribute values repetition. For example, single event can be of “event_type 15” and “event_type 11” at the same time. id 

attribute is used for table matching. Table structure is represented in figure 1 a. 
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Fig. 1. Dataset structure (a) and input vector representation (b). 

We have to make representation of event to construct input vector. Each attribute translates into a sparse vector. This vector 

has a corresponding index for each possible attribute value. Sparse vector has “1” at corresponding index if attribute possess this 

value for current event and “0” otherwise (figure 1 b). This is the simplest way to construct input vector for unordered 

categorical types. 

Thus, input vector parts for location, event_type, resource_type and severity_type are as follows: 

𝒗𝒊 = (𝑥1, . . , 𝑥𝑁𝑖
). 

Here 𝑁𝑖 is the amount of i-th attribute values; 𝑖 = 1, 𝑀̅̅ ̅̅ ̅̅ , 𝑀 – amount of categorical attributes; 𝑥𝑗 is as follows: 

𝑥𝑗 = {
1, 𝑖𝑓 𝑋𝑖𝑗 ∈ 𝒇𝑖

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

Here 𝒇𝒊 are values of i-th attribute for current event; 𝑋𝑖𝑗 – value of i-th attribute corresponding to j-th index. 

fault_severity input vector part constructs in the same way. 

Values for log_feature are different from values for other attributes. They not only appeared or not appeared for current event 

but have volume. Corresponding elements of input vector possess this volume (normed) instead of “1” if present. Thus, last 

equation is as follows for log_feature attribute: 

𝑥𝑗 = {

𝑣𝑘
′

𝑣𝑚𝑎𝑥𝑗

, 𝑖𝑓 𝑌𝑗 = 𝑓𝑘

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

. 

Here 𝑣𝑘
′  is volume of k-th appeared feature; 𝑓𝑘  – 𝑘 -th appeared feature («type» in tuple); 𝑌𝑗  – value of log_feature 

corresponding to 𝑗-th index,  𝑗 = 1, 𝑁𝑌
̅̅ ̅̅ ̅̅ ; 𝑁𝑌 – possible log_feature values amount; где 𝑣𝑚𝑎𝑥𝑗  – maximum value for j-th feature.  

Thus, input vector V is a sequence of attribute vector parts 𝒗𝒊, normed and has length N: 

𝑁 = ∑ 𝑁𝑖

𝑀

𝑖=1

+ 𝑁𝑌. 

N is 1324 for “Telstra Network Disruptions” dataset. This is a large value. So, deep neural networks have been used. 

3. Deep neural networks 

Dee belief networks [3] have been chosen. This type of deep neural networks has good hidden feature extraction ability and 

can be fast trained and fine-tuned for high-dimensional datasets. Deep belief networks (DBN) is a composition of restricted 

Boltzmann machines (RBM) [4]. RBMs stacks layer by layer to construct DBN (figure 2). 
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Fig. 2. Deep belief network construction. 

Boltzmann machine (figure 3 a) is a stochastic machine formed by stochastic neurons [5]. This net fully connected. Neurons 

are divided into visible and hidden. Visible neurons are clumped onto values from dataset during the training. Hidden neurons 

always operate freely. These neurons can capture high order statistical correlations in the clumped values [5].   

Fig. 3. Example of a figure caption. 

Boltzmann machine has one significant disadvantage: too long time of training. It caused by multiple neuron activation. 

Restricted Boltzmann machine avoid this problem by removing connections between neurons with the same type (figure 3 b). 

RBMs can be fast trained at practice [4]. 

Algorithm [6] of training DBNs are shown below (figure 2): 

1) Train first two layers (h1, h2) as RBM using dataset. 

2) Pass dataset through trained RBM and get values from layer “h2”. Values got from “h2”layer are a new dataset. 

3) Train next pair of layers (h2, h3) using new dataset, then repeat step 2 and 3 for next layers and so on until last hidden 

layer trained. Previous steps are called “pretraining phase”. 

4) Train whole net using backpropogation or another common algorithm to fine-tune weights. This step is called “training 

phase” 

Set of possible architecture variations forms during research: 

 Various types of nets (DBN, Perceptron) 

 Different layers count 

 Various layer sizes 

Neural nets have 1324 neurons at input layer and 3 neurons at output layer for “Telstra Network Disruptions” dataset. 

This dataset can be divided into train and test parts using three different ways: 

1) Random division. 

2) Division for each location. Events for each location are divided into train and test parts separately.  

3) Division by location. All events for certain location occur in one of sets entirely. 

4. Results and Discussion 

Regular accuracy ranking function has been used. It is a right-to-total ratio: 

A =
P

N
. 

Here A is accuracy; P is a count of correct predictions; N – total predictions count. 

Two loss functions have been tried: mean square error and weighted mean square error. 

𝑓(𝒚) =
1

I
∑(yî − yi)

2

I

i=1

. 

Here 𝑓(𝒚) – mean square loss function; y – vector of predictions; yi – likelihood of i-th class, yi ∈ 0,1̅̅ ̅̅ ; yî – observed value 

for i-th class; I – number of classes. 
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Mean square function has one significant disadvantage for “Telstra Network Disruptions” dataset: considerable class 

imbalance often causes degenerate models construction. These models classify any input vector into one and the same class, the 

largest class. 

Described problem can be solved via using a weighted mean square loss function: 

𝑓𝑤(𝒚) =
1

𝐼
∑((𝑦�̂� − 𝑦𝑖))

2
× 𝑐𝑖

𝐼

𝑖=1

. 

Here 𝑓𝑤(𝒚) – weighted mean square loss function, 𝑐𝑖 – significance of prediction error for i-th class.  

Setting 𝑐𝑖inversely proportional to class occurrences number helps to solve the problem. 

Best accuracy values for different networks consist of two and three hidden layers are listed in table 2. 

Table 2. Best accuracy for different neural networks. 

Network type 
Error measure 

dataset 
Pretraining 

Hidden layers count 

2 3 

Deep Belief 

Network 

Train Usual 0.901 0.913 

Test Usual 0.745 0.756 

Test Extended 0.749 0.757 

Perceptron Test - 0.749 0.751 

Two types of networks have been considered: deep belief networks and perceptron (as a comparison). Accuracy and loss 

function have been measured via train or test selection. Additional data from test part of source dataset has been used in one of 

experiments.  

Deep belief networks reach better results in comparison with perceptron for selected dataset and train vector representation. 

Accuracy is increasing with the growth of hidden layers count. Therefore, it is reasonable to try networks that are more 

complex.  

Additional data usage causes accuracy growth. It shows that better results can be reached for bigger datasets. 

5. Conclusion 

There is an interesting approach to use neural networks for telecommunication disruptions prediction. It is reasonable because 

of high dimension of input data. Deep belief networks have been selected. This type of deep neural networks has good hidden 

feature extraction ability and can be fast trained and fine-tuned for high- dimensional datasets.  

Best reached accuracy is 75.7 % of correct predictions. This result can be improved by net structure complication. Bigger 

dataset usage also can help. 
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Abstract 

The paper deals with the system for modeling parameters of traffic of multiservice networks, developed by the authors on the basis of Visual 

Studio, in C#. The system is based on the principles of interval method of flow analysis general systems of mass service. The results of 

comparison with similar products are presented. Software structural scheme and its performance are analyzed  with examples of video and 

Poisson traffic stream. The possibility of approximation coefficients determination is given which are coefficients of generalized Khinchin-

Pollaczek formula. As a result, for real traffic, average size of the queues were determined by using approximation coefficients applications at 

different load factors, as well as a number of other characteristics of multiservice traffic, such as dispersion, correlation, probability 

distribution. 

Key words: modeling; multi-service network; generalized Khinchin-Pollaczek formula; traffic analysis; packets 

1. Introduction 

The traffic of multiservice communication networks with packet switching is rather nonuniform [1], [2], [4]. The incoming 

packets are grouped at one time and virtually absent in others. The features of distribution function of the number of applications 

on the time intervals for the flow of multiservice networks were examined previously [7], [9]. It was shown that there are periods 

with different activity, which alternate time after time with different appearance probabilities, due to the fact that the number of 

claims in multiservice networks is often irregular. In each period there is only one flow. The lack of claims corresponds to the 

period with zero activity. 

All the results given in [5] were obtained with the corresponding program, written in MatLab. The software, developed in the 

MatLab system, is well suited for scientific research; it is also suitable for analysis of traffic in real networks. Using the 

experience gained previously, the authors developed a system that allows you to quickly and accurately determine the main 

characteristics of traffic of multiservice communication networks, suitable for analysis of queues. 

2.  Software structure  

The structural scheme of Fig. 1 shows the algorithm of the program. 

Fig.1. Software structure. 

The first step is a user input file that contains information about the arrival of the packets meanwhile the operation of a 

multiservice network (obtained, for example, using the WireShark program [10]).  

The second step is processing the file. The main traffic characteristics (time delays between packets, the expected number of 

packets in the queue at different load factors, etc.) are calculated. The next step is to build selected characteristics in the graphics 

area of the software window 

At the last stage, approximating the numerator function of the generalized Khinchin-Pollyaczek formula, a user can determine 

coefficients that characterize this traffic, examined in [5] . 

3.  Analysis of software correctness 

The basis of this software lay down the methods of analysis and processing algorithms of traffic, given in [3], [8], [9]. To 

assess the correct operation of software, a comparison was made between previously defined video streaming characteristics and 

characteristics obtained from the analysis using the developed system. Below are the graphs obtained using developed system 

analysis. 
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Fig.2. The number of packets at the intervals τ when the load factor ρ = 0.1. 

Fig.3. The number of packets in the queue at the intervals τ when the load factor ρ = 0.1. 

The resulting graphs Fig. 2 and Fig. 3 are completely analogous to those examined in [6]. 

Fig.4. Dispersion and mathematical expectation of the number of packets on intervals τ for Poisson traffic stream. 

The developed program was tested on Poisson traffic stream. In Fig. 4 demonstrated the graphs of dependencies of average value 

and dispersion of the packets at intervals corresponding to different load factors of the system ρ. Both graphs are linear and 

completely coincide, which is typical for Poisson traffic stream. 

4. Main features of the program 

Interface of the main program window consists of three blocks (Fig. 5): 

1. Panel with flows. 

2. Graph. 

3. Setting bar of graph display. 

 

Fig. 5. The interface of the MSS traffic analysis program. 
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Examine each block in more details. The system provides the addition to a flow, using the "Add flow" button in the user 

interface (Fig. 6). 

Fig.6.Interface adding flow. 

The user has the ability to specify a name of the flow and limit the number of packets of input traffic. The flow file must 

contain information about the arrival times of packets or the intervals between packets. 

The program is not limited to the number of flows and packets therein. You can add multiple flows and compare their 

characteristics, as shown in Fig. 5. After addition, the title of the flow is displayed on the panel (Fig. 7). 

Fig.7. Graphical representation of flow. 

The graphical representation of flow consists of three “buttons”:  

1. Remove the flow from the panel. 

2. Display setting. 

3. Shading the flow from the general graph. 

 

Fig. 8. Setting interface for flow display. 

In the display settings dialog box of the graph (Fig. 8), a user can select traffic characteristic to build, tune in the graph (color, 

thickness and line type). When you click “OK”, graphical representation of the flow changes, and selected characteristic is built. 

The graph displayed in the Cartesian coordinate system is automatically scaled by the size of the window. The user has the 

ability to scale the graph, shift the plane graphics using the mouse, and reset these values and determine the coordinates of the 

point on the graph using the context menu (right mouse button). You can adjust the grid, sweep along the axes in the panel for 

setting the graph display. 

5. Determination of approximation coefficients 

The main practical benefit of this software is the ability to determine the coefficients of the approximation of the numerator of 

generalized Khinchin-Pollaczek formula [5], [6], [8]. It is necessary to build a characteristic of numerator dependence mE (ρ) of 

Khinchin-Pollaczek formula on the load factor ρ and to approximate it by a function
0 0

2) )( ) ( (F           .
 

By changing the coefficients α, β and 0  , an approximation is made automatically, the results of which are shown in the 

diagrams Fig. 9. 

Fig.9. Approximation of characteristics mE (ρ) of video stream. 
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The obtained coefficients determine the generalized formula of Khinchin-Pollaczek: 
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Using the generalized Khinchin-Pollaczek formula, the average values of the queues are determined for different load factors. 

In Fig. 10 shows the real values of the queues and the values obtained as a result of approximation. 

 

Fig.10. The numbers of packets in the queue, obtained using generalized  Khinchin-Pollaczek formula and as a result of approximation. 

Conclusion 

The developed software can be used in the analysis of traffic of multiservice telecommunication networks. Further development 

involves automatic collection of information about the flow and processing in real time, allowing to obtain average values of 

coefficients of e generalized Khinchin-Pollaczek formula. 
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Abstract 

This paper describes application of the basic methods of semantic analysis of text data – Porter stemming, frequency semantic analysis, latent 

semantic analysis and syntactic semantic analysis using an automated system. The system allows analyzing the text using these methods. The 

characteristics and features of the methods’ implementation as well as the obtained results of their applying to texts of small complexity are 

considered. The research allows to reveal features of usage of the methods according to the text analysis purposes. 

Keywords: text analysis; frequency semantic analysis; Porter stemmer; latent semantic analysis; core words 

1. Introduction 

At present days, it is difficult to imagine an effective work with text data without using computer processing. One of the most 

relevant and ever-evolving types of text processing is the semantic analysis. Depending on the criteria which are set in the 

automated system, the most appropriate type of semantic analysis can be selected. For example, in the case of search audit of a 

site, the criteria for choosing a method of semantic analysis are the speed of processing and the minimal dictionary volume. In 

the case of literal piece of art with complex speech turns, the main criterion of selecting an analysis method is the quality of 

processing. Consequently, the algorithm of semantic analysis should achieve the results that are as close to natural human as 

possible, so the parameters such as speed and volume of the dictionaries are not decisive. 

2. Task Formulation 

The object of the research is a text in Russian, no longer than 20 sentences, with the topic which is unambiguously 

understandable for human. The purposes of the research are to evaluate the execution of the four selected methods of semantic 

analysis the developed system is based upon and to compare efficiency and speed of analysis for the methods.  

3. Methods of Text Semantic Analysis 

All variety of text analysis methods can be divided into two groups: 

 linguistic analysis – is based on extracting the meaning of the text from its semantic structure; 

 statistical analysis – is based on extracting the meaning of the text and core words by the frequency distribution of 

words in the text. 

The division into two groups is conditional, since in real problems a combination of methods is always used to achieve the 

result [1, 2]. 

In this paper, algorithms of semantic analysis from both groups, which are most often used for tackling practical problems, 

are realized. 

3.1. Frequency Semantic Analysis 

Method of Frequency Semantic Analysis (FSA) is based on calculating of frequency of word occurrence in the text. There are 

several refinements for the correct operation of the algorithm [3]: 

 since not every word in the text can be the core word, only nouns are counted; 

 to distinguish nouns in the text, a dictionary should be used. 

The steps of algorithm work: firstly, all words of the text are compared with the dictionary; secondly, the matches are entered 

into the array, and then they are compared by the number of occurrences. Finally, the words with the largest number of 

occurrences are the core words of the text. 

3.2. Porter Stemming 

“Stemming” is a clipping the ending and suffix of the word so that the rest part becomes the basis for all grammatical forms 

of the word. “Porter Stemmer” or “Porter Stemming” is the algorithm of stemming that determines the basic part of a word. The 

stemmer can only work with languages that implement word modification through affixes, for example, Russian or English. The 

main advantage of this algorithm is that it does not need any dictionary or library. 

First of all, there are several notations introduced for the parts of the word for stemming process: 

 RV – the part of the word after the first vowel. It can be empty if there are no vowels in the word; 

 R1 – the part of the word after the first "vowel-consonant" combination; 

 R2 – the subpart of R1 after the first "vowel-consonant" combination. 
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In the article [4], the Porter’s algorithm for a word’s basic part (stem) determining is described. The algorithm includes the 

deleting of prefixes, endings and suffixes: 

 if there is a gerund ending in the word, it must be removed. Otherwise, if the endings "sia" or "sj" are in the word they 

must be removed. Next, an adjective/verb/noun ending are looked for. If one of them is found – it must be removed; 

 the ending “i” should be found and removed if it is there; 

 the endings “ost” or “ostj” must be found and removed if one of them is there; 

 if the word ends with “nn” – the last letter “n” must be removed; 

 if the word ends with “eyesh” or “eishe” – this part must be removed and then, the last letter “n” must be removed if the 

word ends with “nn” again; 

 if the word ends with “ь” – it must be deleted; 

To determine the theme of the text using an algorithm based on Porter Stemming, it is necessary to carry out the stemming 

process for all words of the text being analyzed. As a result, an array of stems is obtained. The words in the text that are derived 

from the stem with the most frequent number of occurrences are marked as the theme of the text [5]. 

3.3. Latent Semantic Analysis 

Latent Semantic Analysis (LSA) is a method of processing data in a natural language. The method analyzes the relationship 

between the set of documents and the terms in them and juxtaposes some factors (themes) to all documents and terms. The LSA 

method is based on the principles of factor analysis. As an input, the LSA uses a term-to-document matrix (terms – words or 

phrases) [6]. 

Elements of this matrix contain coefficients (weights) taking into account the frequency of occurrences of each term in each 

document. The most common version of LSA is based on the using of the singular decomposition of the diagonal matrix (SVD - 

Singular Value Decomposition). Using the SVD-decomposition, any matrix decomposes into a set of orthogonal matrices, the 

linear combination of which is a quite accurate approximation to the original matrix. 

More formally, according to the singular decomposition theorem, any real rectangular matrix can be decomposed into a 

product of three matrices: 

A=USV
T
, 

where matrixes U and V are orthogonal, and the matrix S is diagonal, values in diagonal of the matrix S are called “singular 

values” of matrix A. Letter “Т” means transpose for matrix V. 

Such decomposition has a significant feature: if in the matrix S retain only “k” largest singular values, and in the matrices U 

and V retain only columns corresponding to these values, then the product of the resulting matrices S, V and U is the best 

approximation of the original matrix A to the matrix Â of “k” rank: 

Â ≈ A=USV
T
. 

The main idea of the LSA is that if the matrix A is the term-to-document matrix, then the matrix Â  containing only the first 

“k” linearly independent components of the matrix A reflects the basic structure of the dependencies presenting in the original 

matrix. Proceeding from this decomposition, the dependence between terms and documents is analyzed and the theme of the text 

is determined [7]. 

3.4. Syntactic Semantic Analysis 

Syntactic Semantic Analysis is a method of processing textual information, which creates templates for comparison with 

words of text. As a result of the method a list of pairs is created for each sentence [8]. Pair includes: 

 the type of word in the sentence; 

 the position of the main word for this dependent word. 

It is assumed that the basic templates are formed from the most important and often used semantic relations in the text. The 

basic semantic template is the rule by which the semantic relation is determined in the text being analyzed. The basic semantic 

template consists of 4 main parts: 

 a sequence of words or indivisible semantic units for which their morphological features are indicated; 

 the name of the semantic relation that should be formed if the sequence described in the previous item is found in the 

text; 

 a sequence of numbers that determines the positions in a sequence whose elements should be added to the queue with 

priority. According to the queue the words from the sentence being analyzed are deleted; 

 a number indicating the value of the priority, the group of semantic dependencies to which this semantic relation relates. 

Using the basic semantic templates, the priority queue is composed. This queue is used to store words that are the argument 

on the right side of a semantic collocation found in the sentence being analyzed. 

To determine the theme of the text from each sentence, according to the priority queue, the word with the biggest number of 

dependencies is selected and the number of its occurrences in the text is calculated. The word with the maximum number of 

occurrences is the theme of the text. 

4. System Operation 

To conduct the research on the methods of text analysis, an automated system was developed. The system operation includes 

several steps. 
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At the first step the system splits the text into elements (words or sentences, it is depends on the algorithm chosen by the 

user), and sends them for processing. The second step is handling the elements and selection the core words. 

If the FSA has been chosen by the user, the system compares words from the text with words from the dictionary and finds 

among them words with the maximum number of occurrences in the text. Next, it displays the finding result – core words of the 

text. Additionally, system displays the list of words has not been found in the dictionary. It is possible to add that words to the 

dictionary and run the algorithm anew. 

If the algorithm based on Porter Stemming has been chosen, the system defines the basics of original words in the text and 

looks for the most frequent among them. In this way the core words of the text are found by this algorithm. 

In the case of LSA the system constructs a word-on-sentence matrix using the sentences of the text and carries out the SVD 

decomposition. Then only the first two columns of the resulting matrices are used. From the first two columns of the matrix V
T
 

corresponding to the sentences, a maximum and a minimum are selected. These values correspond to the maximum and 

minimum coordinates x and y on the coordinate plane. In this way, the area indicated, the entry into which for points from the 

first two columns of the matrix U corresponding to words means the inclusion into core words. 

If the SSA has been chosen by the user, in each sentence words are checked for matching patterns. After that the weight value 

sets for every word according to the pattern. The more word dependent words, the weight is less and priority is higher. Next, the 

word with a minimum weight is determined in each sentence, the words with the most number of occurrences form the core of 

the text. 

5. Results 

As objects for research, texts for the essays of the Unified State Examination in the Russian language were chosen. These 

texts were chosen because of their simplicity and small size, and also because their themes are clearly defined. 

In tables 1-5 core words for text examples are presented. In addition, time of processing for each method of analysis is given. 

Table 1. «Send your head on vacation!» (P. Izmaylov). 

 Method of analysis Approximate time of processing (sec) Core words 

Frequency Semantic 5 vacation 

Porter Stemming 1 feelings each other 

another series head 

heads vacation 

Latent Semantic 210 head feelings love series 

passion time rhythm 

rubles vacation 

Syntactic Semantic 720 series publishing 

vacation 

The main idea of the first text is “the influence of mass literature on the human intellectual development”. No methods 

produced similar theme, but the most suitable core words were given by the latent-semantic method and Porter stemming 

method.  
Table 2. «Things and books, books and things...» (L. Lickhodeev). 

Method of analysis Approximate time of processing (sec) Core words 

Frequency Semantic 5 locomotive light book 

thing time interlocutor 

Porter Stemming 2 book 

Latent Semantic 240 think idea interlocutor  

light book thing things 

time another each other 

Syntactic Semantic 840 think things time 

interlocutor 

The main idea of the text could be defined as “relationship between book and time”. The most appropriate core words got the 

latent semantic method of analysis. 
Table 3. « Earth is a cosmic body, and we are cosmonauts...» (V. Solouckhin). 

Method of analysis Approximate time of processing (sec) Core words 

Frequency Semantic 5 life support system  

spaceship cosmonaut Earth 

communication possibility sides 

human disease 

Porter Stemming 1 life support cosmic cosmonaut 

cosmonauts spaceship human 

Latent Semantic 120 Solar life support cosmic 

cosmonaut cosmonauts small 

spaceship Earth river nature 

disease outside human  

inner life 

Syntactic Semantic 540 cosmonauts cosmonaut spaceship 

human 
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The text’s main idea is “relations between human and nature”. As in previous example, the latent semantic analysis gave the 

most similar core words. 

Table 4. «Books...» (A. Yetoyev). 
Method of analysis Approximate time of processing (sec) Core words 

Frequency Semantic 5 life people human 

childhood book friend 

Porter Stemming 1 book people 

Latent Semantic 120 measure meet human 

people similar similarly 

book books enable 

Syntactic Semantic 540 human space life 

population people book 

Core words given by syntactic semantic analysis are the most similar to theme of the fourth text “the role of book in human 

life” 
Table 5. «About  the soul…» (M. Prishvin). 

Method of analysis Approximate time of processing (sec) Core words 

Frequency Semantic 5 soul raincoat 

Porter Stemming 1 soul  

Latent Semantic 90 soul raincoat 

Syntactic Semantic 600 soul year raincoat 

The topic of the fifth text is “soul of human”. All algorithms gave the satisfactory results, the most accurate of which gave the 

Porter stemming. 

6. Conclusion 

In the article methods of classification of texts, such as Porter stemming, syntactic semantic, frequency semantic and latent 

semantic analysis, are considered. The results of the analysis of little complexity texts are given. Based on these results it can be 

concluded that the usage of methods for determining the topic of a text depends on the complexity of the text – the more 

accurate analysis for the more complex text should be. 

The same applies to trivial texts. The using of complex methods for simple texts leads to unnecessary waste of time and 

resources, and the result is superfluous in comparison with simple algorithms. Thus, the research shows that for short texts the 

most effective method is the latent semantic analysis, the fastest method is the Porter stemming. Finally, it should be mentioned 

that the combination of text analysis methods, for example, combining the Porter method of stamping and frequency-semantic 

analysis, can be appropriate for effective and accurate core words determination. 
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Abstract 

Monitoring using keywords is necessary step in solving the problem of detection of users’ illegal behavior such as drug use, extremist 
propaganda in online social networks. Analysis of text posts is difficult because of using jargon and making mistakes in communications. In 
paper model of online social networks for automated monitoring system is presented. This model focuses not on communications between 
users but on text posts. Features of Russian text posts are given. Problem of text posts obfuscation by users involved in illicit fields of 
activities is discussed.   

Keywords: online social networks; monitoring; text analysis; information retrieval; fuzzy search 

1. Introduction 

Advantages of online social networks (OSNs) such as high speed of information dissemination which can be compared with a 
virus and ease of use make them a convenient tool for information influence and propaganda of deviant and illegal actions. 
Threats of OSNs, such as extremist and terrorist groups, were discussed in [1]. For providing information and psychological 
security of users, automated monitoring system of OSNs is required. Most existing monitoring systems [2] are used for business 
goals and find out users’ attitude to brands. Sharing their opinions about products, service or social events users try to use 
hashtags – correctly written mentions with special label or metadata. It makes it easier for users to find messages with a specific 
theme or content. As for illegal activity, it isn’t advertised or advertised for closed groups of users though propaganda can be an 
exception. It is more difficult to find posts connected with searching topic without hashtags especially if they are written with 
mistakes. Spelling errors and typos are common for informal writing on the whole and for text posts in OSNs in particular. Also 
informal writing is often characterized by using slang and different abbreviations. As for illicit fields of activity, 
communications often contain specialized jargon. We consider jargon as a highly specialized slang, which is often used in closed 
communities and is hard to understand. Taking these features into consideration it can be said without doubt that monitoring 
process is difficult and requires special methods for analysis of text posts. 

Process of monitoring involves a kind of information retrieval, text posts from OSNs are gathered and fuzzy search by 
keywords is organized.  Keywords represent lexics, which is used in communications in illegal fields of activity. This paper 
describes model of online social networks used in automated monitoring system. According to system’s goal, the emphasis of 
the model is made on text posts.   

2. The object of the study 

Usually online social network is defined as a graph  ,G N E , where  1,2,..N n  is a set of vertices (agents - users, 

communities) and E
 
is a set of edges which represents interaction of agents [3]. Tasks of users’ behavior modeling, users’ 

interaction modeling, analyzing features of subgraphs of friendship are popular. The main goal of current automated monitoring 
system is decision support in detection of illegal behavior in OSNs, wherein information retrieval and analysis of text posts play 
a big role. Thus, text posts should be included in model. 

 Let us denote  1 2, ,..., icI i i i  is a set of identifiers of OSNs users or communities, where ic  is the number of identifiers. 

 1 2, ,..., mcM m m m  is a set of posts, mc  is the number of posts. Posts are gathered into groups: 
1

ic

k
k

M M


 . Every post can be 

represented as follows:  

, , , ,j k j j h jm i text t type parent , ki I , 1..j mc , 1..3h  ,  

1,

, 1..

j

j

n

type type
parent

i I n ic

  
 

,  

where: –  ki  is identifier of user who posted the message jm ;  

–  jtext  is text of the post jm , 1, 2 ,...,j j j jgtext w w w , jiw  is the i-th word in text; 

–  jt  – date and time of the posted message jm ; 

– htype Type ,  1 2 3, ,Type type type type is a set of post types, where 1type  is original post (which means that user 

who posted message is its author), 2type is reposted message (which means that user posted somebody’s message), 3type is a 

comment to original or reposted message; 
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– jparent is a user’s or community’s identifier. If type of current post is a repost or a comment then parent
 
contains 

identifier of author who posted original message. 
 
 
 

 1 2, ,..., icP p p p is a set of pages of OSNs, number of pages is equal to number of users’ and communities’ identifiers as 

every page belongs to user or community. Page is defined as follows:  

 , , , 1..k k q k k kzp i tt c M m z x   , ki I ,
 
x mc , 1..2q  , 

 
1,

, 1..

k

k

n

tt tt
c

i I n ic

  
 

,   

where: –  ki  is the identifier of user or community of current page kp ; 

–  ktt TT ,  1 2,TT tt tt  is a set of pages type. 1tt  is a personal page and
 2tt  is a community page; 

–  kc  is a set of user’s identifiers. If current page kp  is a personal page then kc  is an empty set as page kp  belongs to 

one user. If kp  is a community page then kc  keeps user’s identifiers who are owners or managers of community (it can be one 

user, so kc  keeps one element); 

–  kM  is a group of posts which are posted on the page kp . It can be empty kM  , that means OSNs page doesn’t 

contain any posts at the moment.  

Set of keywords is given  1 2, ,..., lcL l l l , where lc  – the number keywords. Every keyword is represented by its 

grammatical, semantic information and word forms (according to inflection rules in Russian language)  , ,s s s sl GR SM WF . 

This keywords storage model was described in [4]. In this work we are focused on word forms of keywords. They was defined 
as a language WF  over the alphabet A . WF A . 

The goal of automated monitoring system of OSNs is to find set of pages PF P  which contains required amount of 
keywords, therefore these pages are indicators of potential illegal actions of their owners. Conceptually it can be presented as 

follows:       
1 1

, , , 1.. | , 1..
x lc

k q k k kz kz q
z q

PF i tt c M m z x f m l k ic
 

           
   

 , 

where: –   ,kz qf m l
 is a function which is defined as    , ,kz q kz qf m l y text WF ; 

–    is a threshold of presence of keywords in text posts of current user. It can be defined by decision maker. 

 ,kz qy text WF  is a function of fuzzy search matching, conceptually it can be presented as follows: 

 
1 1

, ( , )
g r

k
kz q zi qj

i j

y text WF d w wf
 

 , ( , )k
zi qjd w wf  ,                                                              

where: – ( , )k
zi qjd w wf  is a distance measure, which shows similarity between two words k

ziw  and qjwf . Initial states are: 

(0, )qj qjd wf wf  and ( , 0)k k
zi zid w w , 

– 
 
is a threshold of distance measure, it can be defined by decision maker. The less is the value of distance measure, 

the higher is similarity between words. That means that current word in text post is a keyword written with mistakes with great 
probability. By choosing the value of threshold of distance measure, decision maker can manage the levels of precision and 
recall of information retrieval. The less is the value the more precise search is, but in this case, some relevant text posts will be 
lost and recall will be lower.    

As the result of Russian text posts analysis from OSNs it was revealed that users use informal style of writing and 
often neglect the language rules.  

3. Features of Russian text posts of OSNs users 

Text posts in OSNs have the following features: 
- use of conversational style in writing, slang and jargon use, abbreviations use; 
- short length of average text post with weak formal syntactic relations; 
- use of smileys, different special symbols; 
- intentional and unintentional garble of words, including spelling errors and typos; 
- borrowings from English language, like “4u” (For You).  
These features characterize modern informal communications, where there is a high speed of information exchange and 

additional expression. Thus, text posts of OSNs users can be considered as unstructured sequences of letters symbols and images 
combining with each other. This fact should be taken into account in text analysis. As for communications in illegal fields of 
activity, additional features should be noted. To avoid detecting by law-enforcement agencies people use jargon. The main 
difficulty of text analysis in case of jargon use consists in high degree of homonony. Words of common used lexics may be 
organized in collocations and thus get new semantics as a result. There is a constant appearance of new jargon. The most glaring 
example is jargon in the field of illicit traffic of narcotic drugs as new substances appear rather quickly. Also it should be 
considered that OSNs users involved into illegal activities obfuscate posts with the same aim to prevent their detection.   
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4. Problem of text posts obfuscation and methods dealing with it 

First mention of obfuscation method appeared in [5]. Authors suggested confusing of program code by adding extra variables 
and constructions with aim to prevent algorithm analysis and deter reverse engineering. Also obfuscation can be used to 
optimize code. Analysis of obfuscation methods of computer program is given in [6], deobfuscation methods are presented in 
[7]. Later obfuscation was applied to creating spam emails, spam messages on different web sites. In this case obfuscation 
allows to pass through content filtering. Obfuscated words can’t be found during exact matching between words from message 
and words from dictionary. Dictionary contains words, which are indicators of spam messages.  

Text posts in OSNs can be obfuscated by users involved in illegal fields of activity, for instance terrorist and extremist 
propaganda, illicit drug sales. In this case as it was discussed in [8] users obfuscate their posts to prevent effective linguistic 
analysis of texts and avoid detection of their destructive actions and influence on other OSNs users. For text obfuscation 
generally the following methods are used: 

- intentional garble of words, including spelling errors, typos, wrong word boundaries (space insertions and deletions); 
- letter substitution by digits, symbols which look like substituted letters; 
- insertion extra not meaningful symbols;   
- transliteration use. 
Thus, text posts deobfuscation is the actual and difficult issue. Solution by computer means is not a trivial task as there are 

many ways of obfuscation of even one word. Thereby such methods as spell checking, deleting non-alphabetic symbols and 
constructing variants by possible substitutions are not so effective. Applying Hidden Markov Model to the task of spam emails 
deobfuscation showed good results [9]. Also, statistical models can be useful, for instance, model based on Bayesian rule, n-
gram model [10, 11].    

5. Using model of OSNs in automated monitoring system  

Automated monitoring system includes the following main subsystems: 
- data collection; 
- fuzzy text search which includes linguistic knowledge base, keywords database, algorithmic search and deobfuscation  

modules; 
- results processing and report generation modules; 
- database of text posts and database of search index. 
According to model, data collection subsystem gathers identifiers and text posts with additional attributes like type of 

messages, time and date of posting. This information is stored in database of text messages. Decision maker can specify settings 
of OSNs crawl strategy. 

Subsystem of fuzzy text search takes information from database of text posts and implements the goal of automated 
monitoring system, trying to detect illegal behavior by using linguistic knowledge base and keywords database. At first stage 
tokenization is held, text is deobfuscated if it requires. The second stage is fuzzy text search using keywords. The use of 
linguistic knowledge base helps to make information retrieval not so sensitive to mistakes. Linguistic knowledge base contains 
information about inflection paradigms, models of mistakes, typos. Keywords database stores grammatical, semantic 
information and word forms of keywords lexemes. In case some text post contains threshold amount of keywords, it is indexed 
and is sent to database of search index. Processes of gathering information by data collection subsystem and searching by 
subsystem of fuzzy text search are parallel. Report generation modules show different slices of results to user of monitoring 
system such as topic distribution, age and location distribution of OSNs users and some others. Results are grouped according to 
threshold of similarity distance measure. 

6. Results and discussions 

At the present time automated monitoring system is to be used in detection of drugs use propaganda and illicit drug sales in 
OSNs [12], though system can be used in different fields, it depends on keywords database. Linguistic database of keywords 
used in the field of illicit traffic of narcotic drugs and psychotropic substances was developed [13]. It allows to store not only 
word forms but semantics of jargon. Deobfuscation method using Hidden Markov Model was developed [14], example of 
algorithm is presented at 0 

Corpus of text posts is gathered from OSN Vkontakte. Currently algorithms of fuzzy search using keywords from developed 
linguistic database and models for linguistic knowledge base are developed. Features of algorithms and default values for 
distance measure should be tested on text corpus and corrected in case of need as they are a kind of empirical data because 
natural language is not a good formalized object [10, 11].  

7. Conclusion 

For providing information and psychological security of users, it is necessary to organize online social networks monitoring. 
Monitoring process has many difficulties like short messages in OSNs, informal communications using jargon, text posts 
obfuscation. To detect users’ illicit activities and destructive influence effective text analysis and search by keywords should be 
organized. Thus, in OSNs modeling emphasis should be on text posts, corresponding model was presented in this paper. Main 
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subsystems of automated monitoring system using aspects of the model were described. The results of the work done were 
discussed and features of future work were given.  

Fig. 1. Example of text deobfuscation. 
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Abstract 

The work is devoted to the research of text data clustering algorithms. As the object of research, the social network Twitter was selected. At 

the same time, text data was collected, processed and analyzed. To solve the problem of obtaining the necessary information, studies in the 

field of optimizing the data collection of the social network Twitter were carried out. A software tool that provides the collection of necessary 

data from specified geolocation has been developed. The existing algorithms for clustering data, mainly of large volume were explored. 

Keywords: data clustering algorithms; superhigh volume data; text analysis; k-means; tf-idf metric; lda; collective decision-making method 

1. Introduction 

The aim of the paper is to explore the algorithms of clustering text data of social networks collected on certain geolocations.  

As the object of research data from the social network Twitter was used. To achieve the goal, the following tasks were set: 

- collection of social network data, 

- processing of the received data with extraction of the necessary information, 

- research, approbation and modernization of data clustering algorithms. 

During the research work the following algorithms were studied and tested: 

• The k-means algorithm, 

• LDA algorithm; 

• algorithm of data classification by the judge method. 

In addition to the algorithms, the following measures were tested: 

• TF-IDF, 

• Word2Vec.  

A software product to collect data from the social network Twitter was developed. A software product for cluster analysis of 

collected data is also being developed. 

2. Text data clustering  

Clustering (or cluster analysis) is the task of dividing a set of objects into groups, called clusters [1]. Within each group there 

should be "similar" objects, and the objects of different groups should be as different as possible. At the same time, some 

measure must be defined. Unlike the classification for clustering, the list of groups is not clearly defined and is determined 

during the operation of the algorithm. The main goal of clustering is the search for existing structures [2-6]. 

The most popular approach to solving the classification problem is the classification of information through machine learning. 

Machine learning is the process by which a machine (computer) is able to display behavior that has not been explicitly 

programmed into it. There are two types of training: inductive and deductive. 

In the works of researchers engaged in cluster analysis of textual information in various types of search engines, there is often 

an inductive measure of Word2vec [7-8]. The most popular deductive approach can be considered Dirichlet's Latent Placement 

(LDA).  

For a more detailed analysis, it is best to combine different approaches and methods depending on the amount of processed 

data. 

3. Data collection from social network Twitter 

To investigate the operation of the TF-IDF algorithm, a software tool that allows data to be collected directly from Twitter 

servers was developed. The implementation is built on the open interface Twitter API 2.0. The object of the study was a message 

from a twitter (tweet) of the Samara and Moscow regions. The main criterion for the selection of messages was the presence of a 

certain geolocation (including all settlements of the region).  

To perform the collection, a request to the Twitter server containing the consumer key and the consumer secret key is sent. In 

response to the request, oauth.accessToken and oauth.accessTokenSecret were obtained, which allowed receiving data from the 

servers of the social network.  

The second step in the implementation of data collection is the sending of a query, in response to which a set of tweets is 

returned. 
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4. Results and Discussion 

Data for analysis and subsequent clustering were collected within 24 hours, according to two query-requests: Samara and 

Moscow regions. 1.5 GB of information was collected (> 40,000 messages). After that, the following algorithms were applied to 

this information: modified TF-IDF, LDA [9-10], data classification algorithm with the help of graphs. 

4.1. Processing with the modified TF-IDF algorithm 

By applying the modified TF-IDF metric: 

𝑡𝑓𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = 𝑘 ∗ tf(𝑡, 𝑑) × 𝑖𝑑𝑓(𝑡, 𝐷),                     (1) 

 

where 𝑡𝑓(𝑡, 𝑑) = 𝑛_𝑖/(∑𝑘 ∗ 𝑛_𝑘 ), 𝑖𝑑𝑓(𝑡, 𝐷) = log |𝐷|/|(𝑑_𝑖 ∋ 𝑡_𝑖 )|  , k – correction factor, for words that are hashtags;  

and the k-means algorithm, 22 clusters were obtained. On the example of one of the obtained clusters (figure 1) it is clear that 

the messages are close in meaning, but among them there are messages with "foreign" subjects.  

Such an inaccurate result was most likely obtained due to the fact that the researched messages on Twitter have a 140 

character limit. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Example of one of the obtained clusters.  

In addition, the high density of clusters (figure 2) indicates a low accuracy of the metric. 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Distribution of the values of the TF-IDF metric of the processed data on the number line. 

4.2. LDA algorithm processing 

LDA algorithm is based on the definition of the most used topics (themes) that can form clusters. 

The LDA model solves the classical problem of text analysis: create a probabilistic model of a large collection of texts (for 

example, for information retrieval or classification).  

 Obviously, one document can have several topics; Approaches that cluster documents on topics do not take this into 

account. LDA is a hierarchical Bayesian model consisting of two levels: 

 • on the first level - a mixture, the components of which correspond to "themes"; 

 • at the second level, a multinomial variable with a priori Dirichlet distribution, which specifies the "distribution of 

topics" in the document. 

Complex models are often the easiest to understand so - let's see how the model will generate a new document: 

 choose the length of the document N (this is not drawn on the graph - it's not that part of the model); 

 select a vector  — the vector of the "degree of expression" of each topic in this document; 
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 for each of the N words w: 

o  select a topic   by distribution ; 

o Select a word   with probabilities given in β. 

 For simplicity, we fix the number of topics k and assume that β is simply a set of parameters  , 

Which need to be evaluated, and we will not worry about the distribution on N. The joint distribution then looks like this: 

           (2) 

 

 

 

 

 

 

 

 

 

 

 

Fig 3. Graph of the model. 

 

Unlike the usual clustering with the a priori Dirichlet distribution or the usual naive Bayesian, we do not select the cluster 

once, and then we insert words from this cluster, and for each word we first select the topic by the distribution of θ, and then we 

sketch this word on this topic [11]. 

In the course of the work, it was revealed by expert means that the optimal number of initial clusters is six. 

The result of the algorithm can be seen in figure 4. 

 

Fig. 4. The result of the algorithm. 

Figure 4 shows the probabilities of the text belonging to each of the 6 clusters. 

4.3. Algorithm of classification of data by the collective decision-making method 

The algorithm for classifying data by the collective decision-making method is based on the idea that each word relates to one 

or another category (class). Then, as a result of processing, the text will be a set of "voices" of the affiliation of each word in the 

text to one or another class. Analyzing the resulting vector, we can decide which class the text belongs to. 

Currently, the algorithm is being developed. The results will be presented for comparison later. 

5. Conclusion 

As a result of research work, a software package that allows to collect data from the social network Twiiter for certain 

geolocations was written. With the help of this complex, data collection was carried out in the Samara and Moscow regions. 
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It was found that using algorithms based on the use of the TF-IDF metric, it is difficult to obtain a qualitative clustering of the 

textual information contained in short messages of the social network Twitter. From this we can conclude that the TF-IDF metric 

is not suitable for short text messages, or about the necessary modernization of this metric. 

Algorithms based on "machine learning", in turn, demonstrated good results - six clusters of messages were identified: 

"study", "emotions", "photo sharing", "urban environment", "city news", "politics". This suggests "rejuvenating" the audience of 

the social network.. 

The data classification algorithm by the judge's method (currently) is under development. 

Questions on clustering and further classification of text data are relevant in connection with the enormous spread of social 

networks and Internet services around the world. 

In the course of further work, it is planned to compare the implemented algorithm for classifying text data and the LDA 

algorithm, as well as studying the issue in the direction of output and optimization of parallel clustering algorithms. 
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Abstract 

This paper is devoted to the analysis of data and links in social networks. The approach of representation of a social network in the form of a 

graph is considered. The algorithms for finding communities and main nodes ("hubs"), which are the accounts that have the greatest impact on 

communities, have been explored and planned for finalization. Existing software environments for visualizing social network data are 

explored, a software package is developed.  
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1. Introduction 

Over the past decade, social networks have played a huge role in the life of society. They, being the subject of socialization of 

people, occupy one of the leading positions in the production of "big data". The ability to spread and share messages, photos, 

music, videos with friends, and create and conduct various events, including for the purpose of business promotion - all this 

represents a huge amount of constantly generated, aging, updated data. Large amounts of data, including social networks data, as 

well as the relationships (links) between them must be presented in the form convenient for perception [1-6]. 

Often, when it comes to objects representing a network, for example, a social one, the notion of data visualization is closely 

related to the notion of graphs. The network represented as a graph is simple for perception and further analysis. An important 

task is to represent links in social networks to identify various kinds of dependencies. 

2. Collecting data from a social network 

To represent a social network in the form of a graph, many different tools and tools can be used. In the framework of this 

work, the following was used to solve this problem: an application developed in C # that allows obtaining the necessary data and 

performing their analysis; a tool for visualizing Gephi data for graphically representing the graph of dependencies (the so-called 

graph of the user's friends). 

The software itself is visually an authorization form on which the user's login and password of the user account are entered 

(figure 1). 

Fig. 1. Software interface. 

 After entering the login and password, the authorization of the user in the social network and access to the necessary 

information, namely: to the list of the user's friends, the list of communities, photos, messages, etc., takes place via the open 

OAuth authentication protocol version 2.0. In the framework of this work, we were interested in the possibility of extracting the 

user's friends from the social network, so the remaining items were ignored. 

Each user of the social network has a unique identifier, or else an ID, which allows you to uniquely identify the user. Using 

the properties of the built-in API of the social network “Vkontakte”, you can, knowing the user ID, extract information about his 

friends, up to nesting level N. In other words, you can extract a list of friends (N = 1), friends of friends (N = 2), etc. We were 

interested in the list of friends up to the level of nesting N = 2.  

The list of friends extracted from the social network and converted, takes the form of a text file containing the user ID, 

authorized in the social network and then in the tabular form of the user ID and his name (full name). Knowing the user's ID, you 

can also find out the list and his friends, which is similarly recorded in the file. An example of the output file part by user and 

each of the user-friends is shown in figure 2. 
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Fig. 2. An example of the file, which contains the information about the friends of the user. 

Further, by concatenating the files, a common list of all friends is obtained, along which a list of all friends (dimension K) is 

constructed, from which an adjacency matrix (of dimension K × K) is constructed, on which the dependency graph is 

subsequently built, by the Gephi software. 

An adjacency matrix is a K × K dimension matrix containing a list of friends horizontally and vertically, and a row of 0 or 1 

at the intersection of the row and column. The contents of the cell of the table matrix is 0 if the users are not familiar (not 

included in the list of common friends between the user and the friend of the user) and 1 otherwise if there is a "friendship" 

relationship between the specified users. After construction, this matrix is saved in the .csv format for further loading into Gephi. 

An example of an adjacency matrix is shown in figure 3. 

Fig. 3. Matrix of adjacency of the graph of friends. 

3. The construction of a graph, classification of vertices, finding the most significant vertices 

Constructed on the basis of the list of all friends, the contiguity matrix of the future graph is loaded into the Gephi software 

tool, in order to further visualize the graph of dependencies. Gephi is a software product for network analysis and visualization 

of data, written in the high-level Java language [7]. The constructed Gehpi graph looks like this (figure 4): 

Fig. 4. The graph of users dependencies. 
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In this graph, the vertices are users of the social network, and the edges are the relation "friendship" between users. 

It is worth noting that friends of friends of the user who do not have common relations with the user did not interest us in the 

framework of this work, so these tops-friends of friends were deleted from the graph. 

The next step is to classify the vertices of the graph. The following classification is proposed in the paper: 

- core is a vertex containing at least μ vertices in an ε-neighborhood 

- hub is a separate node whose neighbors belong to two or more different clusters; 

- outlier - this is a separate vertex, all neighbors of which belong to the same cluster, or do not belong to any cluster [8]. 

To implement such a classification, the SCAN algorithm is used [9]. 

The principle of the SCAN algorithm is described below. 

Search begins with an initial visit of each vertex once [8], in order to find structurally-connected clusters, and then visit 

isolated vertices to identify them (hub or outlier). 

SCAN performs one network pass and finds all structurally-related clusters for a given parameter. In the beginning all 

vertices are marked as unclassified. The SCAN algorithm classifies each vertex as either a member of a cluster, or as not being a 

member [5]. For each vertex that is not yet classified, SCAN checks whether this vertex is a kernel. If the vertex is the core, the 

new cluster expands from this vertex. Otherwise, the vertex is marked as not being a member of the cluster. 

 To find a new cluster, SCAN starts with an arbitrary kernel V and looks for all vertices that are structurally reachable from 

V. This is quite enough to find a complete cluster containing the vertex V. A new cluster ID is generated, which will be assigned 

to all found vertices. 

SCAN begins by setting all the vertices in the ε-neighborhood of the vertex V in the queue. For each vertex in the queue, all 

directly reachable vertices are calculated, and those vertices that have not yet been classified are inserted into the queue. This is 

repeated until the queue is empty [8]. 

Vertexes that are not members of clusters can be additionally classified as hubs or extraneous. If a single vertex has edges on 

two or more clusters, it can be classified as a hub. Otherwise, it's an outsider. 

A distinctive feature is the presence of parameters and that can be set by the user or expert. In this case, the optimal value of 

these parameters can be found by machine learning the system using certain network segments. 

Since Gephi is an opensource platform [7], one of its great advantages is the ability to write its own modules that implement 

various algorithms. Thus, using the algorithm from [9], a module that implements the SCAN algorithm was written. 

4. Results and Discussion 

The result of the SCAN algorithm work on the graph, constructed in Gephi, is a text file containing a list of the user's friends 

and typing it as the top of the graph (figure 5). 

Fig. 5. The results of SCAN-algorithm. 

It is worth noting that the SCAN algorithm has a certain limitation on the dimension of the graph used. On graphs with high 

dimensionality (N> 500) there is an error in the work. 

One way to solve this problem is to modify the algorithm for parallel computations [10]. The idea of this modification is to 

split the sets of communities into subsets between processors. However, one should take into account that for balancing these 

subsets should have roughly the same sum of squares of community sizes. 

The authors set the task of creating a distributed modification of the SCAN algorithm for ultrahigh-dimensional graphs. 
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5. Conclusion 

Social networks and connections in them are the subject of research in this research work. The approach based on the 

representation of social networks in the form of graphs, makes it possible to apply algorithms for clustering graphs of high 

dimension. The algorithms described in the paper make it possible to classify segments of a social network, and also to find 

elements of the greatest interest, for example, users that affect all elements of the same community. These algorithms are 

planned to be finalized for subsequent application in solving practical problems of finding communities in the segment of social 

networks in the Samara region. 

The Gephi tool, which makes it possible to implement visualization of social networks, was explored, and a software tool that 

allows to present data in the form required for research was developed. 
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Abstract 

The article is devoted to the analysis of data and communications on various social networks. The method of search of the profiles belonging 

to the same users, based on the analysis of the communications and communities which are available for a profile is offered. The program 

complex realizing this method is created. 
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1. Introduction 

Now one of the most urgent directions in information technologies is the analysis of data or Data Mining. The analysis of data 

represents process of detection of data, suitable for use, in large data sets, often diverse. Usually such data can't be found at 

traditional viewing and search as communications are too difficult, or because of the excessive volume. 

On social networks big data flows are generated (profiles, communications, content are created). Analyzing these data it is 

possible to obtain a lot of useful information as on various groups, communities and discussions, and on each user separately [1-

4]. 

The great interest in social networks is shown by various commercial organizations using them as the instrument of 

interaction with audience. Applying specialized services, the companies analyze information on users, their activities and 

personalize offers for separately taken segments of the target audience, thereby increasing conversion and reducing costs of 

advertizing campaign. 

In the article the method of increase in efficiency of this sort of tools and services which is based on psychology and patterns 

of human behavior is offered. 

The offered method is based on the following facts: 

● many Internet users have accounts on several popular social networks at once (VKontakte, Facebook, Instagram and 

Twitter); 

● many users of social networks hide information on themselves from strangers (including information on existence of 

accounts in other social networks); 

● as social networks are a subject of socialization of people, for each user it is possible to allocate at least one community of 

people it that users of it community are in pairs familiar with each other; 

● the person has accounts in different social networks and contacts to the same people. 

Is developed the program complex which for realization of a method: 

a) analyzes all profiles of target social networks and on the basis of public data finds the accounts belonging to the owner of 

an initial profile; 

b) for users on whose pages there is no information on existence at them of accounts in other social networks finds 

communications with other social networks on the basis of communities in which the user consists. 

2. The object of the study (Model, Process, Device, Sample preparation etc.) 

At the first stage the system analyzes all users of social networks VKontakte, Twitter and Instagram and groups them in the 

following rules: 

● in each group there are no more than one profile from each social network; 

● all profiles in one group belong to one person. 

This problem is solved by means of a program framework of Apache Spark (in particular, superstructures of Spark Streaming 

intended for stream data processing see fig. 1) and the broker of messages RabbitMQ realizing delivery of basic data in Spark 

Streaming [5]. 

 
 Fig. 1. Architecture of the aggregator of users of social networks (pipeline). 
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Description of steps: 

1. Adding of data from different sources in queue for later processing. Data represent a set of couples (network_id, user_id) 

containing information on profiles which are required to be analyzed. 

2. RDD (Resilient Distributed Dataset) formation by a packing of the basic data which are in queue for increase in 

productivity. 

3. RDD (mapping) conversion. For each couple (network_id, user_id) the algorithm finds and groups profiles on other social 

networks, and also additional information on the person to whom belongs the initial account. The algorithm is restarted for each 

found profile until all available information on the user is found. As sources can be: the public information specified on the page 

of the user (the status, contact information, entries in the film, etc.). 

4. Export of data retrieveds from RDD in queue for the subsequent saving. 

5. Saving results in NoSQL to the MongoDB database in the form of documents with structure, the reflected in table 1. 

The speed of data processing makes about 120-130 profiles a second. For work the Microsoft Azure A2 v2 virtual computer 

was used (2 kernels, 4 GB of RAM, 20 GB of SSD). Casual users of social network VKontakte (1.000.000 profiles) were 

analyzed. 

Thus, if to assume that speeds of processing of profiles of VKontakte, Instagram and Twitter are equal, we will receive an 

approximate assessment of time which will be required for the analysis of all users of target social networks: 

𝑇(𝑛) =
4 ∗ 108 + 6 ∗ 108 + 13 ∗ 108

120𝑛
≈ 5324 ℎ𝑜𝑢𝑟𝑠 ≈ 221 𝑑𝑎𝑦,     (1) 

where n - the number of servers in a cluster with a similar configuration. 

In case of horizontal scaling of a cluster the linear dependence between the number of servers and processing rate of profiles 

is watched. 

Example of the reference to the table: results of an experiment are reflected in table 1. 

Table 1. Data storage structure of profiles. 
Name of the field Type Description 

_id ObjectId the document identifier in a collection 

vk_id Int32 the profile identifier in VKontake 

facebook_id 

instagram_id 

twitter_id 

other 

Int64 

Int64 

Int64 

Object 

the profile identifier in Facebook network 

the profile identifier in Instagram network 

the profile identifier in Twitter network 

The additional information (phone number, e-mail 
address, skype, etc.) 

    The further task comes down to expansion of the received base by association of profiles by the rules described earlier on 

which pages bek-links aren't specified other social networks. 

3. Methods 

Based on a hypothesis that the person consists in the same communities on all social networks which uses, we can establish 

connection between profiles of the different social networks which are in one community and with a certain probability to 

assume that they belong to one person. 

The purpose of this stage is separation of communities among the people who are in the database received from the previous 

step. Extension of Apache Spark GraphX which is intended for distributed processing of graphs is for this purpose used. 

The algorithm of preliminary data handling: 

1. Generation of a graph on the basis of the available data. Peaks represent an entity of "people" and store identifiers of the 

profiles belonging to the specific user. Connection between peaks is established by the following principle: two peaks 

are adjacent if profiles of matching social networks are coherent. We will determine edge weight between peaks as: 

𝑤(𝐴, 𝐵) = |{𝑖: 𝑖 ∈ [0, 𝑛 − 1] ∧ ∃ 𝐴𝑖 , 𝐵𝑖 ∧ 𝑟𝑒𝑙(𝐴𝑖 , 𝐵𝑖)}|,     (2) 

where rel (a, b) - function, which the truth in only case when when profiles an and b are interconnected (the relation of 

friendship or manifestation of activity is established). 

2. The algorithm Label Propagation [6] realized in GraphX API which solves the problem of a clustering is applied to the 

received graph and finds communities in the graph. 

3. For each community RDD with a set of profiles of VKontakte, Facebook, Instagram and Twitter which are connected to 

one or several members of the initial community is generated. 

Thus the data set (dataset) on the basis of which we can speculate about accessory of group of accounts of different social 

networks (without obvious indication of interrelations) to one person is formed. 

Grouping of the common features given on the basis of the analysis is final stage in the solution of an objective. The 

following procedure is applied to each data set from a dataset: 

1. Creation of the full multiple-count graph in which information on profiles of social networks and the potential 

characterizing probability of their accessory to one person is stored; 

Tops of the graph contain information on profiles which is used at their comparison. 

For comparison of two profiles the multilayered neural network is used. On an entrance layer of network the vector of 

dimension 12 containing the following data moves: 

●  Name ↔ Name' 

●  max (Name → Username', Name' → Username) 
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●  max (Name → E-mail', Name' → E-mail) 

●  max (Name → Skype', Name' → Skype) 

●  Username ↔ Username' 

●  max (Username → E-mail', Username' → E-mail) 

●  Username ↔ Skype' 

●  max (Skype → Username', Skype' → Username) 

●  max (Skype → E-mail', Skype' → E-mail) 

●  E-mail ↔ E-mail' 

●  Phone ↔ Phone' 

●  Website ↔ Website' 

We will determine operations a → by b and a ↔ b: 

1.1 Completeness of entry of a into b: 

𝑎 → 𝑏 = 1−
𝑑+𝑟 +𝑠

𝑙𝑒𝑛(𝑎)
∈ [0, 1],      (3) 

where d - the number of operations of removal for transformation a to b; 

r - the number of operations of replacement for transformation a to b; 

s - the number of operations of a transposition for transformation a to b; 

len(x) - function of calculation of length of an argument. 

1.2 Comparison of an and b: 

∀𝑖 ∈ [1, 𝑙𝑒𝑛(𝑎)], 𝑗 ∈ [1, 𝑙𝑒𝑛(𝑏)] 𝑑[𝑖, 𝑗] = 1 −
𝑑𝑖𝑠𝑡(𝑎[𝑖], 𝑏[𝑗])

𝑙𝑒𝑛(𝑏[𝑗])
∈ [0, 1],    (4) 

𝑎 ↔ 𝑏 =
∑ 𝑑

𝑙𝑒𝑛(𝑎)
1 [𝑖, 𝑓𝑖𝑡(𝑖)]

𝑚𝑖𝑛(𝑙𝑒𝑛(𝑎),𝑙𝑒𝑛(𝑏))
∈ [0, 1],     (5) 

where dist (a, b) - the function calculating Damerau-Levenstein [7] distance for lines an and b; 

fit(i) - the function returning an index of the word of a line b put in compliance to the word a[i]. 

Operation of comparison doesn't consider a word order. All words of initial lines are in pairs compared, and then, by means of 

Kuhn-Munkres [8] algorithm, to each word of a line the word of a line b is put in compliance so that the similarity sum on all 

couples of words was maximum. Also punctuation marks and other symbols aren't considered (except for letters and figures). 

Before processing all symbols of entrance data are given to Latin by rules of a transliteration. The summary table of the main 

alphabets is for this purpose used (Russian, Ukrainian, Bulgarian, Indian, Arab). 

4. Results and Discussion 

The training and control selections are collected on the basis of primary data. The amount of the training selection ~ 106 

couples. 

As negative examples both casual couples of profiles, and couples found by means of full text search in different parameters 

were used (name, username, email, skype). 

In generated to the column for each couple of shares the following algorithm is carried out: 

1. edges are sorted in decreasing order of scales; 

2. edges which weight is less than threshold value are removed or one of incidental tops is already connected with any top of 

an opposite share. 

As a result of these transformations the count in whom everyone a component of connectivity represents group of accounts of 

different social networks which belong to one person turns out. 

Because the person can belong at the same time several community and also if the same group has been created in several 

communities, then it is possible to believe that accounts of this group really belong to one user. 

The data obtained at the last stage register in the same base where primary data are stored. However they aren't used as 

entrance data for the realized algorithm in view of the unreliability. 

5. Conclusion 

The processing and data analysis of social networks allows to personalize a product or service for a specific segment of target 

audience. The program complex received as a result of operation erases boundaries between social networks for different 

services, allowing them to integrate API and to operate with an entity of "people", but not "profile" that does their operation 

more effective. 

The further research can be continued regarding upgrade of algorithms of aggregation and the analysis of data retrieveds. It is 

necessary for implementation of the decision of the following tasks: 

● the detection of popular social networks and services which users mention on the pages (for example, LinkedIn, Last.fm) 

and development of parcers for them; 

● the analysis of additional information sources on pages of users in VKontakte, Instagram and Twitter (for example, a news 

feed on Twitter); 

● the analysis of pages of users on target social networks and search of additional parameters based on which one user can 

compare profiles on accessory. 
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Abstract 

The problem of the development of the state information stimulation system of Russian citizens’ socio-optimal actions is considered according 

to the optimum of collective utility function as criterion. Conceptual model of the system is formed according to the conditions of individual 

rationality, Pareto efficiency, nonmanipulability and dynamic quasi-optimality. The algorithms of the information system are developed such 

as a process of  step-by-step approximations. The system’s criterion on each approximation does not decrease and the constraint on the 

stimulation fund is fulfilled. 

Keywords: information system; distribution incentives mechanism; additive collective utility function; stimulation system; nonmanipulability; 

quasi-optimality 

1. Introduction 

In a transitional economy [1,2] trends of individual rationality are growing in the society. To overcome this trends the state 

develops the moral improving programs [3,4]. In this case, the purpose of the state is the social effect of citizens’ acts, 

performing on the basis of maximization of collective but not individual utility function, hereinafter referred to as socio-optimal 

actions. Achieving this purpose requires the involvement in socially useful activity of large group of the population and 

personified registration of socio-optimal actions. It needs to organize the state information system, based on the information 

resources of currently working in Russia programs [5-7]. 

The concept of socio-optimal actions’ stimulation provides for the establishment of information system of personified 

registration of the actions of citizens (hereinafter, agents). The system also includes the distribution of state stimulation fund in 

the form of incentives between agents according to certain mechanisms. The dynamics of the system is a two-period. In the first 

period (registration period) performed socio-optimal actions are recorded, and in the end of this period the stimulation fund is 

distributed. In the next period (period of stimulation) the earlier distributed incentives are used. 

In addition to the utilitarian stimulating function information system also solves the problem of the formation of the agent’s 

status in the hierarchy of the citizens, used for non-material motivation. On a longer time horizon, the state’s social priorities 

could changed by varying the attributes of socio-optimal actions and their monetary valuation can be varied as a result of 

inflation. Therefore, to comparability of agents’ statuses the system accumulates not only incentives as the current cash 

equivalent of social activity, but also agents’ rating in comparable dimension. 

The object of stimulation is socio-optimal actions of citizens, that is, actions that correspond to certain attributes. The actions 

should maximize collective utility function without increasing the individual utility function. Therefore, the attributes correspond 

to the terms of gratuitousness, public utility and unconnectedness with professional activities of citizens. Consequently, socio-

optimal actions do not require special qualification, whereby the stimulation object’s dimension is duration of action excluding 

the content of the action. The subject of stimulation is citizen, performing a socio-optimal action in certain period. The apparatus 

of stimulation is the state represented by certain ministries (departments). 

2. The object of the study  

The system under consideration is constructed outside еру architecture of market relations. Therefore, formed by market 

equilibrium relationship between the socio-optimal actions and incentives as their monetary valuation does not exist. For this 

reason, in this system it is possible some disproportions. Firstly, dynamic inconsistencies between the stimulation fund and the 

cash equivalent of the socio-optimal actions leads to a deficit or proficit of the fund; the deficit will not allow; the proficit 

expresses disinterest of citizens in stimulation. Secondly, the impossibility of compliance control between registered in the 

information system and the actual socio-optimal actions leads to inaccurate registration (overcharged) information. Therefore, 

for system’s equilibrium incentive distribution mechanism must meet the following conditions: 1) individual rationality, in 

which the agents’ utilities with the incentives are not lower than any alternative, that is, agents are interested in stimulation; 2) 

Pareto efficiency, which means that stimulation fund if distributed fully between agents, that is, there is no deficit and proficit; 3) 

nonmanipulability (compatible with incentives), in which each agent reported accurate information about its action according to 

criterion of individual rationality; 4) optimal distribution according to criterion of collective (additive) utility function. Thus, the 

object of study is the state information system providing equilibrium humanitarian goals of the state, the tools of their realization 

in the form of incentive distribution mechanism, as well as socio-optimal actions performed by citizens. 

 

 

http://www.multitran.ru/c/m.exe?t=6402399_1_2&s1=%EC%E5%F5%E0%ED%E8%E7%EC%20%F0%E0%F1%EF%F0%E5%E4%E5%EB%E5%ED%E8%FF
http://www.multitran.ru/c/m.exe?t=6697871_1_2&s1=%F1%E8%F1%F2%E5%EC%E0%20%F1%F2%E8%EC%F3%EB%E8%F0%EE%E2%E0%ED%E8%FF
http://www.multitran.ru/c/m.exe?t=124015_1_2&s1=%E4%E8%F1%EF%F0%EE%EF%EE%F0%F6%E8%FF
http://www.multitran.ru/c/m.exe?t=5571139_1_2&s1=%EF%F0%EE%F4%E8%F6%E8%F2
http://www.multitran.ru/c/m.exe?t=5571139_1_2&s1=%EF%F0%EE%F4%E8%F6%E8%F2
http://www.multitran.ru/c/m.exe?t=5570472_1_2&s1=%E7%E0%E2%FB%F8%E5%ED%ED%FB%E9
http://www.multitran.ru/c/m.exe?t=5571139_1_2&s1=%EF%F0%EE%F4%E8%F6%E8%F2
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3. Methods 

The investigations of stimulation systems and distribution mechanisms produce the following mechanisms corresponding the 

individual rationality. Competitive mechanism is developed with noncooperative [8] and cooperative [9] behavior of agents, its 

Pareto efficiency and optimality according to additive utility function criterion are proved. The step-by-step resource distribution 

mechanism (SRDM) is obtained [10], for which proved [11] that nonmanipulability and Pareto efficiency simultaneously only 

for SRDM; also SRDM, as shown in [12], is equivalent to mechanisms of direct and reverse priorities. It was shown [13] that 

unique SRDM exists, in which the incentive is distributed [14] as minimum of agent’s information and the average undistributed 

rest of incentives. The approach to the distribution based on the penalty and incentive functions [15] showed the Pareto 

efficiency and optimality according to additive utility function criterion for compensatory mechanisms; according to a 

compensatory mechanism incentives are equal to agents’ costs. Thus, only SRDM satisfies [16] all above conditions. Since 

SRDM implies consistent registration of agents’ actions and further distribution of the incentives, it is impossible to use in the 

system, where actions perform independently and record simultaneously. Therefore, the development of adaptive distribution 

algorithm, satisfying the individual rationality, Pareto efficiency, nonmanipulability and additive optimality is important. 

The model of information system of stimulation is considered. We introduce the following sets. The set of socio-optimal 

actions attributes 

 IizZ i ,...,1,     

defines the attributes of action to be stimulating; index I is the number of the types of actions. The set of agents 

    tntK ,...,1     
includes citizens, performing in the period t actions corresponding Z; index n(t) is the number of agents. The vector of socio-

optimal actions 

    KktZatZA k  ,,,
    

includes quantitative estimates of k-th agent’s actions corresponding Z in t-th period in terms of time taken to perform these 

actions. The vector  tZA ,  is  contained in allowable set 

  KkaaaA k  ,0,,0 maxmax ,
    

where the symbol maxa  denotes the upper limit of agents’ disposable time. For example, the vector Z may include attributes such 

as z1= «carrying out socially useful activities», z2=«provision of free services to the citizen»; the components of the vector 

 tZA ,  express the time registered in the t-th period. 

The stimulation fund in the t-th period is 

    0,,0 maxmax  FFtF .  
 

Then we omit the index t, assuming that all the parameters of the model correspond to a specific period. 

We introduce the dimensionless registration function of socio-optimal actions 

  Kkau kk  , ,
    

which the score value u  corresponds to  a time value a.  Thus, the vector of action A corresponds to the vector of scores 

  UKkuU k  , ,
    

where U  – allowable set of scores. Let a function    is continuously differentiable, satisfies the conditions of saturation and 

set is defined U  as follows: 

           .0,,0,,0,,0,0: maxmaxmaxmax///  auKkuuuUKkau kaakk   (1) 

We introduce the social utility function of agent  xaf ,  as the sum of the individual utility function and distributed incentive 

 xaf ,       Kkuxafxaf kkkkkkk  ,, 0 , 
 (2) 

where  0f  - individual utility function;  ux  - distributed incentive. 

For the function (2) property of individual rationality is defined as: the social utility function of agent performing the action a 

must be no less than the individual utility function when such action does not perform ( 0a ), that is, 

    Kkfxaf kkkk  ,0, 0

 
.
   

Therefore, incentives at the individual rationality must satisfy to 

  Kkfux kkk  ,min
,
   

where  

    00 00min  kkkk afff
   

characterize the loss of individual utility when making the socio-optimal action. Agents can’t have individual utility losses when 

making socio-optimal action, for example, performing it in their spare time from gainful activity. Therefore, guaranteed estimate 

of these losses, the same for all agents, is 
minmin maxarg k

Kk
ff


 .

   
We introduce the stimulation function  ux  , which the incentive in cash corresponds to the score u. Let the function    

is continuously differentiable, satisfies unsaturation condition on u and saturation condition on the sum of u, individual 

rationality and Pareto efficiency: 

http://www.multitran.ru/c/M.exe?t=3494673_1_2&s1=%EF%F0%E8%ED%E0%E4%EB%E5%E6%E0%F2%FC
http://www.multitran.ru/c/M.exe?t=1388836_1_2&s1=%E4%EE%EF%F3%F1%F2%E8%EC%EE%E5%20%EC%ED%EE%E6%E5%F1%F2%E2%EE
http://www.multitran.ru/c/M.exe?t=1388836_1_2&s1=%E4%EE%EF%F3%F1%F2%E8%EC%EE%E5%20%EC%ED%EE%E6%E5%F1%F2%E2%EE
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          .,,0,0,0: min/// KkFuxfuxux
Kk

kkkkuukk
Kk

kk
 






  (3) 

Generally formulas (1) - (3) are the stimulation system model S that represents the list of agents’ set, agents’ scores set and 

agents’ utility functions set: 

     KkuxafaKS kkkkkk  ,,,, .
  (4) 

We introduce the additive criterion of social efficiency of the stimulation system as the sum of the socio-optimal actions of 

agents in the t-th period 

   .



Kk

k SaSE   (5) 

Definition: a nonmanipulability - is a property of the system S having the Nash equilibrium, that is, a state in which there is 

no agent, for which the social utility function for some action vector AA
~

 is greater than the equilibrium Nash vector 

AAN  : 

        ,,
~

,,~~
,

~
: AAAaaAAxfAxfKk N

kk

N

kkkk    (6) 

where symbol «-k» denotes environing, i.e. agents other than k-th. 

We define the set of allowable stimulation systems S  based on the conditions of Pareto efficiency and individual rationality 

(3), nonmanipulability (6) in the form of: 

      .
~

:,,: min









 


UxfUxfKkFxfxSS kkkk

Kk

kk  (7) 

The problem of selecting the model S from the set S  is considered as the optimal control problem 

 SES
SS

 maxarg* .
  (8) 

The control parameters in the problem (8) is a functions      , . So the criterion and constraints in problem (8) implicitly 

depend on the control parameters, and the problem (8) does not, in general, the analytical solution. In these cases, the 

approximate methods are used [17-21] for solution of optimal control problem, and the resulting solution was called quasi-

optimal [22]. 

Definition: a model of stimulation system S is called a dynamic quasi-optimal if 

  SStEt  0/ .
  (9) 

The dynamic quasi-optimality means that in t-th period additive criterion system (5) is no less the value at (t-1)-th period 

when the constraints (7). Therefore, the condition (9) defines the process of step-by-step approximations for system (4), on each 

of which the criterion (5) does not decrease. We pose the problem of developing an algorithm that implements the model (4) as a 

dynamic quasi-optimal. Subsequently, the problem of developing an algorithm that implements the model (4) as a dynamic 

quasi-optimal, is considered. 

 

Fig. 1. Conceptual model of information system. 
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4. Results and discussion 

Conceptually, the projected information system (Fig. 1) implements the processes of interaction between state and citizens 

based on the goal of maximizing the total number of socio-optimal actions [23,24].  

 

Fig. 2. Algorithm of one-period cycle of the information system. 

The state defines such parameters of information system as a set of actions’ attributes, the form of registration function, the 

form of stimulation function, the stimulation fund and the number of system work periods. The agents’ actions are parameterized 

via the vector of action, a set of social utility functions and the vector of used incentives. The information system is the 

infrastructure of the state and citizens, consisting of five blocks. The action registration block identifies actions in the score 

values. The stimulation block is designed to distribute the fund, depending on the vector of score ratings. The incentives use 

block implements the functions of analyzing the dynamics of accrued and used incentives, as well as control the deficit (proficit) 

of the stimulation fund. The effectiveness analysis block controls the dynamics of change in the social effectiveness criterion of 

system test on the selected time interval of up to the maximum number of work periods. The system parameters adaptation block 

implements a process of successive approximations for quasi-optimality. 

A degree registration function    satisfying the conditions (1) is considered in the form 

        ,,1,0,,0,,0, maxmaxmax Kkaa kk   

 (10) 

where ,  are constant coefficients. 

http://www.multitran.ru/c/M.exe?t=3500067_1_2&s1=%F1%F2%E5%EF%E5%ED%ED%EE%E9
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We introduce the stimulation function    relating to the class of direct compensatory priority functions [25]: 

  ,,min Kkuubafu k

Kk

kk 







 



   (11) 

where a,b are constant coefficients, a,b>0, are selected to satisfy    the conditions (3). Substantially compensatory function 

(11) defines guaranteed incentive minf  of non-zero agent’s action on the principle of "any socially useful action is rewarded", 

beyond which the incentive is distributed in proportion to the score u in accordance with the "cost" p  





Kk

kubap ,
   

decreasing with increasing the total number of agents. 

It can be shown that if the coefficients a, b are defined by the formulas  
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, (12) 

the system S provides firstly Pareto efficient distributed of stimulation fund, that is, the full distribution without deficit or proficit 

and, secondly, the agents are not interested in the overstated information about performed actions, that is, the system is non-

manipulable. 

The algorithm for static (one-period) cycle of the information system in shown in Fig. 2. The one-period cycle does not 

include the incentives use phase, since the distribution of incentives is possible only after the registration of all actions of all 

agents in that period. The one-period cycle information system algorithm includes the action registration block, the stimulation 

block and the effectiveness analysis block. 

The one-period cycle does not allow to achieve the stimulation system optimality according to criterion (5), in particular, to 

adapt the parameters of the blocks «  au  », «  ux  » so that the quasi-optimality condition (9) is performed in dynamics. 

In addition, the one-period cycle is not taken into account the dynamics of agents’ number increasing and the dynamics of 

actions number, resulting in incentives inflation in case of constant stimulation fund, which may result in loss of efficiency. 

Also, in the one-period cycle the used incentives dynamics is not coordinated with the dynamics of stimulation fund, which 

could lead to its deficit or proficit, and causes a reduction in efficiency. 

The dynamic (multi-period) algorithm of the information system is considered. We introduce the following parameters of the 

dynamics of the system in the period  t,0 : the accrued incentives vector is  X , the components of which are defined by 

(11), the used incentives vector  is  X , the used stimulation fund  is  F , the unused incentives residues vector at the end 

of the t-th period is  tR , the total unused residue of incentives at the end of t-th period is  tR , the unused residue of 

stimulation fund at the end of t-th period is Ф. These parameters are determined by the following formulas: 

     KkuxX kk  , ;        KkxxX kk   ,,0  ;      txF
Kk

k ,2, 


  ;
 (13) 
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FFtФ
21 

 , 
(14) 

where  x  is incentive used by k-th agent in the period t .  

In the case of full distribution of stimulation fund (Pareto efficiency), it can be shown that if the following conditions are met 

in the t-th period 

    0 tRtФ ,      TttEtE ,2,01  ,  
(15) 

the information system is quasi-optimal. Violation of the conditions (13) indicates the non-optimality of the system (4) in the t-

the period, that is, the need to adapt such system parameters as registration function coefficients ,  and fund F. 

The algorithm of information system multi-period cycle is shown in Fig. 3. Blocks, detailed in the one-period cycle (Fig. 2), 

are shown in general. The incentives use block implements formulas (13), (14). The system parameters adaptation block is based 

on the analysis of conditions (15), the variations of system parameters are defined by the formulas: 

  1-t  max,0 ,   1-t  max,0 ,      tR1-tFFF  ,min,0 max .  
 

The algorithm provides a process of successive approximations, when the constraints are complied, resulting in the system to 

quasi-optimality state. 

Simulation of the stimulation impact on the behavior of the population was carried out by changing the skewness and kurtosis 

of probability density function of the normal distribution  
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where ,a  – mathematical expectation and mean-square deviation of initial distribution; l – skewness coefficient (l<1 - left 

skewness, l>1 - right asymmetry) compared with a normal distribution (l=1); w - kurtosis coefficient (w <1 - a more uniform 

distribution, w>1 - less uniform distribution) as compared with the normal distribution (w = 1).  
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Fig. 3. Algorithm of multi-period cycle of the information system. 

The simulation of the distribution of agents in the stimulation process was based on the following hypothesis: registration 

function coefficient β growth leads to right skewness, i.e., to increase of the expectation of the distribution of the agents’ set, 

compared with the median of range [ max,0 a ]; coefficient α growth leads to decrease in kurtosis, to increase the variance  of the 

distribution of the agents’ set in comparison with the initial value. The agents’ number changing in the stimulation process was 

not more than 20% of the initial number of citizens, which was led to constraint on the coefficients of skewness and kurtosis 

l [1,1.4], w [0.7,1]. The simulation of information system was carried out for the following initial data: 8max a  hours, 

4a  hours, 293.1  hours, 1min f   thousand rubles, n = 9727 thousand. The initial fund value was established 

1000000F  thousand rubles, the initial registration function coefficients α = 18,95, β = 0,8 were chosen from the condition 

100max u ; the value of the used incentives coefficient, i.e. share of the used incentives to stimulation fund, was taken 

8.0X . 

Three scripts of information system dynamics were considered: the first script (Fig. 4.) – the growth β when 

constXconstFconst  ,,  led to a right skewness; the second script (Fig. 5.) – the growth α when 

http://www.multitran.ru/c/M.exe?t=259861_1_2&s1=%E4%E8%F1%EF%E5%F0%F1%E8%FF
http://www.multitran.ru/c/M.exe?t=3152463_1_2&s1=%F1%F6%E5%ED%E0%F0%E8%E9
http://www.multitran.ru/c/M.exe?t=3152463_1_2&s1=%F1%F6%E5%ED%E0%F0%E8%E9
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constXconstFconst  ,,  led to the reduction of kurtosis; the third script (Fig. 6). – the growth β when 

constFconst  ,  resulted in right skewness, and with the increase ΔX stimulation fund F reduced on the relative value ΔF. 

The dynamics of the first script is shown (Fig. 4) in the periods t = 1, ..., 7, for which the coefficient β was varied in the range 

[0.8,0.92], which led to increase in the coefficient l [1,1.4]. As a result, the maximum average value of system efficiency 

reached Eav. = 5.68, the average stimulation fund residue Rav. increased to 200, the average score uav.  increased to 111, the score 

price decreased to p=1.28. 

The dynamics of the second script (Fig. 5) for changing the coefficient α in the range [18.95,19.25] led to decrease in the 

coefficient w [0.7,1]. As a result, the following figures were found: Eav.=4.76, Rav. =121, uav. =57, р=1.48. 

The dynamics of the third script (Fig. 6) repeated the first script of the coefficient β change in the range [0.8,0.92], which led 

to growth of coefficient l [1,1.4]. However, at t=1, ..., 6 stimulation fund has been fixed (ΔF = 0) and the follow used 

incentives coefficient has been set: ΔX = 0.8 at t=1,2, ΔX = 1.1 at t=3, ..., 7. As a result, at t=6 value Rav. = 0 was reached, that led 

to the need at t=7 to finish stimulation (ΔF=1); at t=7 the following figures were obtained:. Eav.=4.91, Rav.= 0 uav.= 111, p = 0. 

The simulation showed the following results: 1) the average efficiency of the stimulation system is more sensitive to a change 

in the registration function coefficient β by right skewness of the distribution of the agents’ set than to a change in the coefficient 

α by reducing the kurtosis of the distribution, because of in the first case, the number of agents decreases, while in the second - 

increases; 2) stimulation system is non-manipulable, because of the score price decreases with increasing registration function 

coefficients; 3) stimulation fund deficit occurs when an excessive use of incentives, and deficit is compensated by fund decrease 

in the subsequent period. 

0

2

4

6

8

10

12

1 1,1 1,2 1,3 1,4 1,5 l

Eav. Rav./100 uav./10 p β*10

 

Fig. 4. The dynamics of the information system first script, the values of the coefficient l correspond to the periods t=1,…,7. 
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Fig. 5. The dynamics of the information system second script, the values of the coefficient w correspond to the periods t=1,…,7. 

5. Conclusion 

The problem of information support of the state strategy of strengthening morality in society was considered.  The 

information system of stimulation of citizens' actions was developed based on collective utility function maximizing. In the 

article the following results were obtained. The conceptual model of information system was formed on the base of individual 

rationality, Pareto efficiency, non-manipulablity and dynamic quasi-optimality. The model includes the action registration block, 

the stimulation block, the incentives use block, the effectiveness analysis block and the system parameters adaptation block. 

The specific form of the compensatory stimulation function of the direct priorities class was proposed. In this function, the 

incentive consists of a guaranteed minimum and proportional to agent’ score "premium". The score price decreases with the 

growth of the total number of agents’ scores. This stimulation function implements the mechanism similar to the mechanism of 

oligopoly market equilibrium [26], but, unlike that, for certain function coefficients the agents’ actions vector is Pareto efficient. 

Unlike the compensatory mechanism [27,28] proposed stimulation function ensures Nash equilibrium actions vector in such case 

than the stimulation fund does not depend on the actions vector. Thus, formed stimulation system satisfies the conditions of 

Pareto efficiency and compatibility with incentives. 

http://www.multitran.ru/c/M.exe?t=3152463_1_2&s1=%F1%F6%E5%ED%E0%F0%E8%E9
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Fig.6. The dynamics of the information system third script, the values of the coefficient l correspond to the periods t=1,…,7.  

The dynamic algorithm for information system was developed as a multi-period cycle, which includes a one-period cycle of 

the actions registration and the stimulation fund distribution. The algorithm implements a process of step-by-step approximations 

with constraints, which result in a quasi-optimality system state. In this case, the system criterion does not decrease, and 

condition of stimulation fund sufficiency is fulfilled.  
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Abstract 

The article deals with design patterns of relational databases that are used as storage systems of experimental data. The classification of these 

patterns based on their complexity and level of detail in the description of entities and their relations is given. For each pattern, specific 

features of its application in the process of data modeling are shown. Databases created on the basis of simple patterns are less adapted to 

changes. Their design corresponds only to a context of a solvable task. Databases created using more complex patterns have a more flexible 

design. It allows considering requirements which can arise in the future that minimizes need for redesign. 

Keywords: data model; design pattern; declarative pattern; advanced declarative pattern; contextual pattern; typed contextual pattern; advanced 

contextual pattern 

1. Introduction 

An important factor in the design of storage systems for experimental information is the problem of the correct choice of the 

data modeling strategy. It is a choice of the basic concept which would allow to provide the main context of this information and 

would be enough flexible for possible extensions [1]. We will mean a set of holistic and systematic ideas can be used to express 

a certain way of understanding or an interpretation of any objects, events, processes or the phenomena, which have any 

information value as the concept. Following the definition, we can say that data modeling, as actually selecting the data model, is 

very important stage in development process of the database. In addition, it lays the foundation of a conceptual framework in 

terms of which we will work with the storage system. The data model is a kind of database pattern [2], i.e., fixed reproducible 

means of describing the way to represent and store information. For each pattern, it is necessary to consider the selected 

abstraction level related to a context of subject domain that in the future will be the data source. 

2. Declarative pattern 

With this approach [3], the data are described by the principle “as is” (Fig. 1). Many computing applications for experimental 

research often use a set of elements interrelated by a certain set of connections. For example, an instance of any abstract data 

structure “graph” may contain a set of entities with the semantics of the graph “vertex” behavior. The relation of these entities to 

the mentioned above data structure is described by additional entity “graph_vertex”. In addition, these entities can be combined 

into pairs by using the “edge”, associative entities having semantics of the graph edge behavior. Vertices and edges can represent 

objects of any kind [4]. Usually they have any characteristic allowing identifying them among a set of similar objects in the 

description. Moreover, they may have some additional attributes relating, for example, to the description of the position of status 

of a vertex, weight or direction of an edge. Also they may contain data about the properties of the abstraction, which can be 

considered as vertex or an edge. Along with the properties directly relating to such concepts as a graph and vertex, the pattern 

supports attributes of the relations, such as attributes of the associative entities "graph_vertex" and "edge". 

Foreign key attributes for relationships between vertices ("from_vertex_id" and "to_vertex_id") indicate their direction in 

case where data in the form of planar or spatial oriented graph. In the case of undirected graph information on forward edge shall 

be duplicated only in the backward direction, so that values of "from_vertex_id" and "to_vertex_id" attributes in the row 

containing information on edge in the backward direction are interchanged. This will allow us to represent data on the 

connections between vertices of a simple undirected graph in terms of parallel edges of an oriented multigraph. 

This pattern is a highly specialized solution, so it is easily to define correspondence between the object of data domain and 

abstractions used in modeling process. It has the following advantages. First, easy to understand, because a small number of 

abstractions allows easily model subject domain, with use of simple concepts, which intuitively is clear. Second, easy to support, 

because of the possibility to manipulate data without the need for knowledge about more difficult features of storage structure. 

Third, simple queries to fetch data and fast implementation of a data access layer. However, it has some disadvantages, which 

hinder development of the corresponding databases. The storage structure is initially fixed and has to be changed before adding 

any new entity or attribute. It will be necessary to introduce the new table as abstraction for the description of some object of 

data domain or attribute as an analog of its any property. For this purpose, a refactoring procedure like “Introduce New Table” or 

“Introduce New Column” [5] has to be performed. In case of weak adaptation strategy of the storage system to incoming 

requirements affecting the content or the quality of an already existing or new information such actions can cause negative 

consequences. 
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Fig. 1. Advanced declarative pattern. 

Using this kind of pattern is passible if change of a data domain context is not expected in the future and development of the 

storage structure will be done to introduce of sub entities characterizing additional information about the objects already exists in 

the database. 

3. Advanced declarative pattern 

This pattern has structure similar to the previous pattern, but realizes the additional indirection level in describing attributes 

and their values. For example, the data model for storage of crystallochemical information using already mentioned graph 

abstractions could look as follows (fig. 2). 

Fig. 2. Advanced declarative pattern. 

Foreign key attributes "unit_cell_id" and "space_group_id" of an entity "structure" specify relationships with the entities 

"unit_cell" and "space_group" describes the concept of unit cell [4] and space group [4]. These data are necessary to unique 

identification of the chemical structure instance in crystal chemistry. "Type_symbol" and "atomic_number" attributes of an 

entity "atom" describe the main characteristics of chemical elements from the periodic table. The attribute “value” of the 

associative entities "structure_data", "atom_data", "structure_atom" and "bond" is needed for store the property values of these 

entities. Properties without values are described by means the entities "structure_attribute", "atom_attribute", 

"structure_atom_attribute", "bond_attribute" containing the same set of fields "name", "type" and "size". 

This pattern has all the advantages of the declarative approach but has a more developed mechanism for the attribute 

description. It is allow describing various states of entity instances of different classes and their relationships without 
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restrictions. If new data about any characteristics or statuses of chemical structures atoms and their relationships are in the future 

obtained, this pattern allows saving this information without system redesign. 

However, even with the flexibility of the storage structure for attributes and their values the introduction of the new entity is 

impossible without redesigning storage system entire or its specific part. Descriptions of some attributes can be repeated for 

different entity classes and this indicates the redundancy of attributes data. Because of the data redundancy there is possible to 

update the attribute description tor only one entity class. The database will contain different descriptions for identical attributes, 

and it is potential inconsistency when processing or updating data. In data access applications type conversion operations to cast 

attribute values to the type specified in the attribute description must be implemented. The scenario illustrating the possibility of 

using this pattern can be the following. If the number of abstractions used in the modeling process to describe domain objects is 

constant, but the information related to their properties is changed, then it is motivation to use an advanced declarative pattern. 

4. Contextual pattern 

This pattern [3] implies independence of information context when different objects can be represented differently depending 

on a situation. Moreover, the change or assignment of their state or behavior can be made even in runtime. Using associative 

entities for interrelation between objects and attributes (“object attributes”) and also between attributes and relationships 

(“relationship attributes”) allows assigning to any object or relationship any context-related number of attributes. Based on the 

conceptual diagram of the contextual pattern (fig. 3) and its simplistic data model (fig. 4) it is possible to conclude that the 

description of any data domain independently of the context can be represented in terms of objects, their attributes, object 

attributes, object relationships and relationship attributes. 

Fig. 3. Contextual pattern (conceptual diagram). 

At the description of each object there are “name” and “description” fields for specifying the conceptual context of the 

instance. For each attribute there is its formal description containing the "name", "type" and "size" fields. Thus, there is a formal 

declaration of attributes without specifying of the actual values. The actual values of the attributes associated with the object or 

objects can be defined using the field "value" of the associative entity “object_attribute”. In the same way, the actual values of 

attributes for entities of "relationship" are defined in the field of "value" of the associative entity "relationship_attribute". 

Semantics of such approach is very similar to an advanced declarative pattern, but the contextual pattern does not depend on the 

context of the subject area. 

Fig. 4. Contextual pattern (ER-model). 

The pattern of this kind is easy to use if you follow a set of implicit rules, but it is necessary to pay for the additional level of 

flexibility of structure of storage. There is a potential possibility of change the strategy of working with data and there can be 

difficulties with semantics of storage and data fetching. Not oriented on the subject domain logic, the storage structure will 

require additional data access level in the form of a set of the user functions or views simplifying access to the information 

stored in the database. Without the clear specification of the relation of an object to any domain segment, the performance can be 

reduced when data is fetched because of the large number of objects with an identical set of attributes. The need of information 

storage about all attributes in one place can lead to data redundancy mentioned in the disadvantages of the advanced declarative 

pattern. 
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5. Typed contextual pattern 

The pattern solves the problem of missing in the object description the characteristic of its relation to a certain class 

depending on a context of data domain (fig. 5). By entering user-defined types for objects and their relationships, this kind of 

pattern allows classifying information about them by means predefined criteria. Creation of such criteria in storage system can 

be step-by-step, for example, when forming necessary level of understanding of features of data domain. These features could be 

unknown at the initial stage of working with the database. Moving of information on attribute types to the separate table allows 

avoiding the problem of data redundancy. The structure of the universal storage [6] created by the principles of the typified 

contextual pattern can be conceptually partitioned into several main components. First, objects that combine such concepts as 

object type ("object_type") and an object instance ("object") [7]. Second, attributes ("attribute") and types of attribute values 

("data_type") which allow describing signatures of object properties [7] separately. Third, object interrelations associated with 

types of object relationships ("relationship_type") to formalize the entity class "relationship". Fourth, "object_attribute" and 

"relationship_attribute" allow storing attribute values of objects and their relationships. 

Fig. 5. Typed contextual pattern. 

Unfortunately, one of key disadvantages of an advanced declarative pattern complicates use of the typed contextual pattern. 

Type casting that is necessary for converting attribute values according to their types should still be implemented in the text of 

queries or views, or in an application at the data access layer. 

6. Advanced contextual pattern 

In the database created by the principle of an advanced contextual pattern (fig. 6) it is important to define common data for 

most users primitives based on elementary concepts. This will allow identifying logically associated with these concepts 

unstructured data independently of the subject area and will provide portability of a data model from one project to another. The 

detailing level in this approach allows developers of new applications to consider at the early stages of design only the most 

important issues. All others details of the storage system can be implemented later, when the understanding of problem areas of 

data domain develops to necessary level. 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Advanced contextual pattern (conceptual diagram). 
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The introduction of additional meta-data level allowed avoiding the disadvantages of the declarative and contextual pattern. 

The advanced contextual pattern supports all the necessary features to conform to requirements for storage systems based on the 

universal data model. First, objects description from any subject domain. Second, data representation with using a domain-

specific language. Third, data redundancy limitation and support for all possible operations on data processing. Fourth, 

evolutionary design with adaptation to new requirements and minimal impact on existing data. 

Data are described with use of relational approach and bases of object-oriented programming. The main idea is when using a 

relational kernel of storage system it is extended by the most successful object-oriented technologies. These extensions can be 

the user-defined type system and the means of describing hierarchical data, such as inheritance and composition which allow to 

represent relations of objects according to the principles “is a” (similar behavior) or “has a” (part of). Object-oriented approach 

allows you to represent data in the form of a set of interacting objects, each of them associated with the specific entity class. It 

promotes the correct and more effective structuring storable information and makes possible to perform an object-oriented 

decomposition to form the conceptual boundaries of the data model. 

As with the typed contextual pattern, the storage structure created by the principles of an advanced contextual pattern can be 

conceptually partitioned into several main components. The following is a short description of these components is provided, 

and explanations to use of some categories of the ideas on the basis of which the proposed solutions and methodologies for 

working with data. 

6.1. Objects 

Any object is an instance of an entity class and considered as pure abstraction without binding to subject domain (fig. 7). 

Specification of properties of objects according to the object-oriented approach to the relational storage model is made at the 

level of object type ("object_type"). According to storage semantics each object type inherits to any base type ("meta_type") 

which in terms of the elementary primitives to define a context as a criteria for possible classification of all child data elements. 

The special attention needs to be focused on the field "parent_row_id" in the description of "object_type". This field is needed to 

create tree-like hierarchical structures, which in the storage semantics of the advanced contextual pattern means inheritance. 

Fig. 7. Advanced contextual pattern (objects). 

6.2. Relationships 

Each instance of "relationship" is associated with a specific instance of "object_type". Thus, the association of a relationship 

with a type of objects is set (fig. 8). For example, the bonds type between atoms (“object_type”) may be “HB” (Hydrogen Bond) 

and base type ("meta_type") can be the "Edge". In the analysis or decomposition of this atomic bond it can be considered in 

terms of primitive graph abstractions. The description of each relationship contains the link to the “relationship_type” defining 

the necessary abstraction level for specifying of criteria that separate a concrete relationship instance from other relationships.  

Fig. 8. Advanced contextual pattern (relationships). 
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For example, the “relationship_type” can specify the form of the relationship between objects on levels such as acquaintance, 

aggregation or composition. The associative entity “object_relationship” allows creating correlation between parent and 

descendants, for example, specifying a subset of the graph elements using only the edges or vertices. 

6.3. Attributes 

Each “attribute” contains the “structural_code” field in the description, specifying the semantics of its storage. It can be as 

primitive attributes, associated with data types, and composite, consisting of primitive or same composite attributes (fig. 9). The 

associative entity "attribute_data_type" contains a reference to the data type ("data_type_id" field), and also the "attribute_exid" 

field, which is used to construct a table alias for storing the values of primitive attributes. 

Fig. 9. Advanced contextual pattern (relationships). 

6.4. Objects and relationships attributes 

Each "object_type" can be assigned any number of attributes (fig. 10). The associative entity “object_type_attribute” allows 

to specify by means of the “parent_row_id” field what attribute is composite and what of attributes are child of it. By default the 

access specifier to properties of ancestor always will be public. It means that in the description of object hierarchies the Liskov 

Substitution Principle (LSP), one of the basic principles for working in object-oriented style is used. Excluding attributes from 

the descendant scope is possible when the value of the field “not_inherited” is set to “true”, the access level is defined to private. 

Fig. 10. Advanced contextual pattern (objects and relationships attributes). 

6.5. Attribute values 

The values of primitive attributes are stored in separate tables for example 

“attribute_value_18F19DCCA4F24B27B3D0BAB50AAE740B” (fig. 11). It allows during the query design not worry about 

converting of attribute values. Aliases of these tables contain the ID got from value of the field “attribute_exid” declared in the 

description of “attribute_data_type”. 

6.6. Attribute references 

The introduced mechanism of references (“attribute_reference”) allows defining the relative value for the attribute of another 

object or relationship (fig. 12). When organizing dictionaries containing any information or a set of constants used in describing 

experimental data, references to the values of dictionary records can be used as relative values for attributes of other objects or 

relationships. This will reduce duplication of information and make the data more normalized without any problems with 

referential integrity. 

7. Conclusion 

The selection of a data model pattern is in fact selection of a paradigm of working with data on the basis of the domain model 

and the used abstraction level. When using any of patterns we get a lot of technologies corresponding to the complexity level of 

a pattern allow controlling the complexity of subject domain and complexity of storage system as well as the complexity of 

software for data processing. Whatever was the selected approach it does not replace the experience and style of thinking 

necessary to choose the correct strategy for working on data processing and analysis projects. 
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Fig. 11. Advanced contextual pattern (attribute values). 

Fig. 12. Advanced contextual pattern (attribute references). 
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Abstract 

The comparative analysis of CRM-systems is provided in this article in order to define the most effective software, which would be able to 

solve problems appearing in companies selling coupons.  

Keywords: CRM-system; sales; customer relationship management system 

1. Introduction 

Nowadays CRM system is the most effective concept for modern business development. Therefore every company tries 

to implement such software to increase productivity and find new approaches to customers.  

The goal of this research is to find appropriate CRM system for company, which is selling coupons.  

Main tasks: 

1) To define the main problems of companies which are selling coupons 

2) To make a comparative analysis of the most popular CRM-systems; 

3) To choose the optimal system for solving the problems. 

During the research the following problems were determined:  

1) Potential clients search; 

2) Motivation of service providers to provide a large discount;  

3) Search and processing of analytical information of company$  

4) Determination of individual approach to each client; 

5) Growth of coupons sales; 

6) Integration with social networks and emails; 

7) Determination of real value of business proposal; 

8) Determination of criteria of evaluating work with clients in different sections; 

9) Determination of a clear procedure for processing of customers applications; 

10) Creation of flexible reporting system; 

11) Monitoring of any changes in the database. 

2. CRM-systems analysis 

To achieve the goals mentioned above, coupons selling companies need CRM, which will most effectively help achieve 

such goals. Therefore, it is to analyze the popular CRM-systems necessary in the framework of this research (table. 1).  

Each system was analyzed on 10 parameters on the basis of a scale from 1 to 5 points. 

Table 1. Comparative characteristics of CRM-systems on a five-point scale. 

Comparative characteristics 
InvGate 

Bpm' 

online 
Insightly CRM AmoCRM Salesforce 

Intuitive interface 1 4 2 3 5 

Implementation speed 1 4 3 2 5 

Project management 3 1 4 2 5 

Configuring user restrictions 4 2 3 1 5 

Client module 3 4 2 1 5 

Conducting transactions 4 2 3 1 5 

Invoicing 4 1 2 3 5 

Financial resources management 

accounting 
1 3           2       4            5 

Speed of operations 3 4           1       2           5 

Price 1 4           5       2           3 

Average rating 2.5 2.9          2.7       2.1          4.8 

Next, the characteristics of each system will be considered. 

3. CRM-system characteristics 

BPM'online allows companies to manage the full consumer life cycle through a single CRM platform, into which three 

products have been integrated: marketing, sales, service. 

Marketing Bpm'online is a multichannel marketing software that enables specialists to carry out sales with subsequent 

interaction with customers. 



Data Science / E.Z. Glazunova, V.V. Kovelskiy 

3rd International conference “Information Technology and Nanotechnology 2017”     108 

Sales Bpm'online - a tool that automates the sales system. The advantage of this function is the ability to combine sales, 

financial transactions, accounts, communications, etc. into a single system. 

Bpm'online service is a tool for servicing and attracting customers. 

Bpm'online can work both in the cloud mode and local, where the data is hosted on the company's servers. In both 

cases, users can access bpm'online from both the web browser and the mobile application. 

Additional system features: 

- management of any fields in the customer's card; 

- the establishment of access modes allows to edit customer cards only to those employees who created counterparties, 

the others can only scan; 

- storage of documents; 

- formation of the knowledge base with preservation of all the teaching material or the material necessary for the work; 

- generation of standard reports with visualization. 

Based on all of the above, we can conclude that the CRM-system BPM-online is functional. But in order to work 

comfortably in it, you need to download add-ons. 

Sales management service AmoCRM is a web-based platform, available from anywhere in the world, where there is an 

Internet connection. Users of the system can manage sales, personnel and receive analytical information and reports. 

Functions of the system: 

1) Mail integration; 

2) Field for new users is supported;  

3) Unique tags allow users to create new agreements and contacts; 

4) Existing clients may be uploaded from Outlook and Gmail databases; 

5) Ability to control actual tasks with the help of calls and emails. 

AmoCRM, provides full visibility of the sales pipeline: it shows the number of sales, income of sales representatives 

based on tags. 

Platforms like Facebook, MailChimp, Zendesk, Dropbox and Xero can integrate directly with AmoCRM. The mobile 

app is available for download in the App Store or Google Play. 

In addition to the advantages identified shortcomings of this system. First, there is no possibility to differentiate access 

to information. Secondly, transactions schemes, management and financial reports are not available. 

Insightly CRM allows small companies to manage projects, contacts, sales and documents using a single platform that 

is accessible via the Internet and on mobile devices. 

Insightly connects users to online applications, such as Google Calendar, Gmail, MailChimp, Evernote, Dropbox, 

QuickBooks, Xero, and others. 

The Insightly dashboard provides real-time information on current tasks. Advanced Insightly reports allow you to 

create tables and graphs. The program reports such details as the responsible user, the stage of the task, the deadline, the 

probability of winning the client. 

Insightly also offers an integrated project management function. Once the transaction is concluded, users can track and 

manage the subsequent project obligations directly from the CRM. The side panel Insighly also saves emails directly from 

Gmail, provides user access to the conversation history, connects all correspondence with projects and events. 

InvGate ˗ is a service management platform that offers help with query registration, customer service and technical 

support, self-management knowledge and much more. The system is compatible with Mac, Windows and iPad. Companies of 

almost any industry and any size can use InvGate. This software is scalable and configurable, depending on the needs of the 

company. 

InvGate allows users to run advanced reports and view analytics, automate workflows and much more. Detailing allows 

you to have the most recent data that is available to all team members. 

The main disadvantage of this system is the lack of integration with social networks. 

The Salesforce system offers a wide range of CRM applications for all types of businesses, with a focus on sales and 

support. 

The Salesforce system offers vertical solutions for wealth management and financial services segments. Its partners 

offer a wide range of additional industry solutions. Applications built on the force.com platform are modern architecture, which 

provides increased flexibility and scalability for organizations of any size. 

The Salesforce application has the ability to manage sales, automate marketing, manage relationships with partners, and 

serve customers. They help organizations manage customer accounts, track sales, conduct and monitor marketing campaigns, 

and provide maintenance. 

The Salesforce system interacts with social networks and performs collaborative work across the organization. For 

specialized organizations, force.com provides the ability to develop custom applications. Developers can access the application 

development environment and access the tools and resources needed to design, create, and custom applications for the 

organization.  

The salesforce system for Outlook allows users to synchronize contacts, calendars, messages, and tasks to eliminate 

double entries through cloud work.  

Salesforce allows you to manage an unlimited number of contacts, track transactions, manage tasks and events, and 

track performance, transactions, and generate reports. It is this system that will achieve the goal of the companies of coupons, 

which confirms the comparative analysis (Table 1). Therefore, in the industry under consideration, it is preferable for companies 

to implement Salesforce CRM as an organizational and managerial innovation. 

By implementing this particular CRM system, a flexible reporting system will be implemented, that is, all transactions 

can be sorted by priority (auto-determination of the most important transactions), name, offer, amount and client, and status (for 
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example, completed and unfinished). In Salesforce there is also a convenient analytical tool "sales funnel", showing the 

effectiveness of the work of one or another employee or department as a whole.  

4. Conclusion 

In the work, a quantitative and qualitative analysis of the influence of the CRM system modules from the basic set on 

the levels of the company's strategic indicators was conducted. As a result, integral indicators of effects and levels of their 

certainty were obtained. 

Thus, the purpose of this study (the selection of CRM-system for the companies of coupons is achieved, and the 

proposed project of CRM-system implementation meets the planned goals of the strategic development of the industry in 

question. 
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Abstract 

The paper emphases the importance of the correct and consistent business process planning. The most important objective in business process 

generation is the proper execution of the activities in a business organization and studying the links between them. To visualize all business 

processes in a system a subprocess – connector has been created that helps to detect the deadlock markings in a system. It is impossible to 

change a component without interfering the operation with the others. Several aspects of Petri Nets as a tool for process simulation and 

surmounting the deadlocks in a system are presented. 

Keywords: Business Process; Petri nets; Simulation; Connector; Subprocess 

1. Introduction 

Each enterprise is based on models representing its inside processes. A company success is determined by the rational 

organization of its business processes that are subject to in-depth analyses and continual optimization, which is within the 

priorities of the business processes management but not a single-time initiative. From an enterprise point of view the 

management of business processes is becoming increasingly important: business process, or process for short, controls which 

piece of work will be performed by whom and which resources are exploited for this work, i.e. a business process describes how 

an enterprise will achieve its business goals. 

A business process can be defined as a sequence of activities distinctly specified within an organization involving people, 

equipment, applications, information and other resources, aiming to create products, respectively, values.  

Figure 1 shows a three-dimensional view of a business process including: 

 case dimension; 

 process dimension; 

 resource dimension.  

The case dimension signifies that all cases are handled individually. From business process point of view, cases do not 

interact directly. They influence each other indirectly by sharing resources and data. The process dimension specifies the 

activities in the workflow process, i.e. the tasks and routing along the tasks. The resource dimension signifies the resources, their 

roles as well as the organizational units. A business process can be visualized by a number of nodes in a three-dimensional view 

as shown in Fig. 1. Each node represents either a work item (case + task) or an activity (case + task + resource). It can be seen 

from Fig. 1 that the business process management is an adhesive of cases, tasks, and organization [1]. 

Fig. 1. A three-dimensional view of a business process [1]. 

2. Petri nets 

Petri nets were introduced by Carl Adam Petri in 1962]. They became the first standard adopted for business process 

modeling. Since then Petri nets have been used to model and analyze different processes with applications ranging from 

embedded systems to flexible manufacturing systems, user interaction, and business processes. Petri nets offer a graphical 

representation of stepwise processes including choice, iteration and concurrent execution. They are distinguished with an exact 
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mathematical definition of their execution semantics, and a well-developed mathematical theory for process analysis. Petri nets 

are recognized as one of the known techniques for describing business processes in a formal and abstract way [5], [6], [8], [9]. 

Over the last three decades the classical Petri net has been extended with color, time and hierarchy specifications [2], [4]. 

These extensions facilitate complex process modeling, where data and time are important factors. Petri nets are used as a 

powerful tool in business process modeling for several reasons. They offer:  

 formal semantics; 

 graphical language; 

 support of basic primitives needed to model business processes; 

 analysis based on four general approaches: 

o Reachability Analysis: involves the enumeration of all reachable markings, but it suffers from the state-space 

explosion issue; 

o Matrix Equation Approach: in many cases it is applicable only to special sub-classes of Petri nets or special 

situations; 

o Invariant Analysis: determines sets of places or transitions with special features, as token conservation or 

cyclical behavior; 

o Simulation: discrete-event simulation is an option to check system’s properties. 

While modeling refers to the development of mathematical representation of modeled object processes, simulation concerns 

data processing by means of algorithms and procedures for solving all mathematical calculations related to the model, i.e. 

computer simulation is a system’s representation by its model activation.  

Business processes’ simulation based on Petri nets is a way to show the system characteristics. The main idea is to use an 

appropriate execution algorithm in order to detect its unwanted properties. 

Studies in [3] and [7] helped to compile a list of over 200 different techniques and tools for business processes simulation 

using Petri nets. Regretfully, a significant number of websites are out of operation being without support and updates for more 

than 15 years, or they are just source-codes lacking any descriptions, which fences off the understanding of their functions. 

In result of the initial filtering, the list was reduced to 47 techniques appropriate for further examination and comparative 

analysis. Even these are too many for the purpose of detailed investigation, and speaking about an effective software product, at 

least it is expected to have gained minimum popularity within society and scientific communities. As there is no information 

about a worked out comparison, a number of Google Scholar results and Google search results were used.  

The above stated approach reduced the filtering criteria to: 

1. The tool was created or updated over the last 16 years (after year 2000). 

2. There is an operational website of the tool that can be used in reality, and it is provided with relevant 

documentation, help menus or other scientific papers.  

3. The tool has minimum 200 citations in scientific papers (ascertained with Google Scholar search). 

4. The tool has minimum 5000 results ascertained with Google search. 

Fig. 2. Tools for business process analyses and transformations. 

Concluding filtering, the final list includes 15 tools ranked by the number of Google search results:  

1. Kontinuum – this tool is business process management software for use by business decision makers and 

administrators as a tool to maximize control, save time and cut unnecessary costs. 
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2. Maria - Modular Reachability Analyzer is a reachability analyzer for concurrent systems that uses Algebraic System 

Nets (a high-level variant of Petri nets) as its modelling formalism.  

3. Wolfgang – it is a lightweight tool that allows users to easily create and edit Petri nets and check them against 

general and workflow specific net properties. 

4. Mist – it is tool to check safety properties against Petri Net like models. 

5. INA - Integrated Net Analyzer is a tool package supporting the analysis of Place/Transition Nets (Petri Nets) and 

Coloured Petri nets. 

6. Yasper - Yet Another Smart Process EditoR is a tool for modeling, analyzing and simulating automated business 

processes. Yasper’s models are based on Petri nets. 

7. ProM - Process Mining Framework is an open source framework directed to RapidMiner 5, a system supporting the 

design and documentation of the whole data mining process. 

8. LoLA - a Low Level Petri Net Analyzer has been implemented for the validation of reduction techniques for 

place/transition net reachability graphs. LoLA features symmetric as well as stubborn set based methods. Net 

symmetries are automatically computed. Stubborn sets are customized to the particular analysis task. 

9. Tina - TIme Petri Net Analyzer is a toolbox for the editing and analysis of Petri Nets, with possibly inhibitor and 

read arcs, Time Petri Nets, with possibly priorities and stopwatches, and an extension of Time Petri Nets with data 

handling called Time Transition Systems. 

10. Helena - a High LEvel Net Analyzer is a model checker developed at the CNAM university in Paris. It is a free 

software available under the terms of the GNU general public license. 

11. WoPeD - Workflow Petri Net Designer is an open source software product developed at the Cooperative State 

University Karlsruhe, Germany (distributed under GNU license). 

12. GreatSPN - GRaphical Editor and Analyzer for Timed and Stochastic Petri Nets is a tool package for modeling, 

validation and performance evaluation of distributed systems. 

13. ExSpect – it is a software tool designed for discrete process modeling. 

14. Woflan - Workflow Analyzer is an analysis tool which can be used to verify the correctness of a workflow 

procedure. 

15. AlPiNA – Algebraic Petri Nets Analyzer is a model checker for Algebraic Petri Nets created by the SMV Group at 

the University of Geneva. 

After multiple filtering and exploring different tools for business processes simulation based on Petri nets, a comparative 

analysis was worked out (Fig. 2), and they were placed in categories: graphical editor, tools for manual simulation, tools for 

automatic simulation or verification, integrated solution combining previous solutions, as well as tools for software designer 

assistance and tools for specific software development. 

The analysis confirms that Petri nets can be regarded as an appropriate tool for business processes modeling and simulation. 

A main task in business process modeling is the verification of process models regarding syntactical and structural errors. A 

syntactical error is given if modeling elements are used in an invalid manner. While the former might be checked with low 

efforts, the latter usually requires a very complicated analysis to prove properties like deadlock in the models. A deadlock in a 

process model is given if a certain instance of the model (one or more but not necessarily all) can not continue working, while it 

has not yet reached its end. 

Verification is concerned with determining, in advance, whether a process model exhibits certain desirable behaviours. By 

performing this verification at design time, it is possible to identify all or part of potential problems. In this case the model can 

be modified before it is used for execution. As part of the systems rely on process models for execution of work, careful analysis 

of process models at design time can greatly improve the reliability of such systems. 

Fig. 3. Subprocess – connector. 

The only drawback is that every business process is part of another process, which makes the visualization of all processes 

incorporating the main business process a difficult task. This problem can be solved by creating a subprocess and connector 

aiming to describe how business processes interact in order to achieve a complete system functionality (Fig. 3). 

To manage the size and complexity of business process models, the use of subprocesses is widely advocated. But there is no 

solid evidence for benefits of modularization of business process models as well as clear criteria for identifying subprocesses. 

The modularization may foster the understanding of a complex business process model by its “information hiding” quality and 

 

http://www.tcs.hut.fi/Software/maria/publications.en.html#kindler-volzer
http://www.tcs.hut.fi/Software/maria/publications.en.html#kindler-volzer
http://www.daimi.au.dk/PetriNets/
http://en.wikipedia.org/wiki/Model_checking
http://en.wikipedia.org/wiki/Algebraic_Petri_nets
http://smv.unige.ch/
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force the effectiveness of business process modeling. It is even possible to specify some criteria that can be used to automatically 

derive process fragments that seem suitable to capture as subprocesses.  

A subprocess – connector is composed of one basic module called connector and a number of secondary modules called 

subprocesses. The main business process is described within the connector while subprocesses serve to describe those business 

processes, which interact with the main process. The subprocess – connector is designed to show the communication between 

separate processes that is accomplished by determining the input and output characteristics of every other subprocess (Fig. 4). 

Fig. 4. Communication between separate processes in subprocess – connector. 

A main task in subprocess-connector in business process modeling is to produce an abstraction of the process that serves as a 

basis for detailed definition, study, and possible reengineering to eliminate non-value-added activities. The subprocess-connector 

must allow for a clear and transparent understanding of the activities being undertaken, the dependencies among the activities, 

and roles (people, machines, information, etc.) necessary for the process. 

Using subprocess-connector, one defines not only the sequence of activities, but also the transmission of data between 

activities and the conditions that define how the process continues. Since activities might not be executed arbitrarily, they are 

bound together via connectors. 

The execution of subprocess is triggered by start conditions that are determined in the subprocess - connector. The start 

condition may specify that all incoming control conditions must evaluate to TRUE, or it may specify that at least one of them 

must evaluate to TRUE. Whatever the start condition is, all incoming conditions must be evaluated before the activity can start. 

If an activity has no incoming control conditions, it becomes ready when the process or block containing it starts. In addition, a 

boolean expression called transition condition is associated with each subprocess - connector. 

Fig. 5 represents a business process describing the separate stages of fuel oil loading at a filling station. The business process 

is represented with the help of subprocess – connector. This business process can be described with the following options:  

Scenario 1: The driver parks the car, fills oil into the car tank and leaves the filling station. 

Scenario 2: In case that the driver is in shortage of money to fill in fuel. 

The subprocess - connector is convenient for verifying the target properties of a business process and/or a system as a whole. 

The complete process provides an opportunity to report a number of deadlock markings, which can prevent serious errors like an 

incorrectly developed process as part of a series production that can cause dramatic problems to the firm, as well as additional 

work, legal problems, angry clients, managerial worries and depressed employees. Therefore, it is of crucial importance to check 

whether a given business process is correct before being started to function. 

Deadlock is a state of a system in which no action can take place. Deadlock usually appears in systems that contain 

subsystems that run in parallel and share some form of common resources. Because Petri nets are a formal model of concurrent 

systems, they are appropriate for deadlock detection and prevention. Using subprocesses and subprocess – connector allows to 

simulate the performance of each subprocess and to detect potential deadlock cases in them. This facilitates the deadlock 

detection in the entire process. 

Fig. 5. Communication between separate processes in the subprocess – connector during a concrete business process execution. 
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Once the processes describing the whole system have been modeled and each process simulated, they can be united by means 

of the created subrpocess – connector in order to achieve: 
 visualization of processes within the whole system;  

 simulation of business processes within the whole system; 

 establishing the interaction between separate business processes.  

3. Conclusion 

The paper discusses the use of subprocess-connector that facilitates business process modeling. An approach to detect 

deadlocks in process models is described. The subprocess-connector requires a deeper understanding of the business process 

modeling and Petri nets. 

Petri nets are a suitable tool for modeling and simulation of business processes within a system. To visualize all business 

processes in a system a subprocess – connector has been created that helps to detect: 

 the deadlock markings in a system;  

 the lack of communication between separate subprocesses and the main business process that may cause doubling 

of a given subprocess;  

It is preferable to model initially the entire process of the enterprise and to separate it into several subprocesses and to model 

them in details. The defined subprocesses also could be divided into their subprocesses if necessary. The entire process leads to 

optimizing the business processes of the enterprise.  
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Abstract 

The article describes the basic principles and methods of Data mining and Process mining, their similarities and differences. The authors 

examine the research in Educational Data Mining field, associated with the use of Data mining techniques in education, give examples of 

problems to be solved with the use of Data mining and Process mining techniques in the area of traditional and e-learning, describe the 

possibilities and limitations of different methods. Some examples of special software for Data mining and Process mining are presented. A 

review of major scientific conferences and journals devoted to the research in Educational Data Mining is made. 
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1. Introduction 

Modern information systems have accumulated a huge amount of data about processes taking place in the various domain 

areas. Many of today's information systems, including e-Learning system, collect and store data about the events occurring 

during the systems’ performance in so-called event logs. Data mining and Process mining technologies allow the use of the event 

log data for analysis and improvement of the processes. Availability of advanced software dealing with Data mining and Process 

mining, allows to test these techniques on data obtained from real processes. A stimulus for the growing interest in Data mining 

and Process mining is the constant increase in the amount of data recorded in the information systems, including data about 

events that provide detailed information about the history of the processes, and the need to improve and support business 

processes in competitive and rapidly changing environment. Data mining and Process mining are complementary approaches 

that can reinforce each other. Process models detected and aligned with the event log data confirm the value of data analysis and 

provide a basis for further development as of Process mining, as well as of Data mining. 

2. Data Mining and Process Mining: An Overview  

At the core of both methods (Process mining and Data mining) are the data. They have a lot in common, as they use the same 

mathematical algorithms and techniques. The main difference is that Data mining operates with the data in general, whilst 

Process mining works with the data about events, which contain information about the processes [1]. 

2.1. Definitions and Methods of  Data mining 

Data mining - a multidisciplinary area, which has arisen and developed on the basis of such science fields as applied statistics, 

artificial intelligence, pattern recognition, machine learning, algorithmization, database theory and others. Data mining might 

consist of the following steps: identification of patterns and associations (free search), the use of the association rules to predict 

unknown values (predictive analytics), identification and analysis of the exceptions in the identified rules (anomaly 

detection).Here are some definitions of the concept. Gartner Group, the agency that analyzes the information technology 

markets, defines Data mining as follows: “The process of discovering meaningful correlations, patterns and trends by sifting 

through large amounts of data stored in repositories. Data mining employs pattern recognition technologies, as well as statistical 

and mathematical techniques” [2]. SAS Institute, a developer of analytical software, mentions in his definition of big data and its 

practical usefulness: “Data mining is the process of finding anomalies, patterns and correlations within large data sets to predict 

outcomes. Using a broad range of techniques, you can use this information to increase revenues, cut costs, improve customer 

relationships, reduce risks and more” [3]. In the Data mining Curriculum [4] the following definition is met: “Data mining is the 

computational process of discovering patterns in large data sets involving methods at the intersection of artificial intelligence, 

machine learning, statistics, and database systems”.  

Data mining methods and algorithms include: decision trees, symbolic rules, cluster analysis, nearest neighbor method, 

Bayesian networks, artificial neural networks, support vector machines, linear regression, correlation and regression analysis, 

association rules support, еvolutionary programming and genetic algorithms, a variety of methods for data visualization and 

many others. Most of the analytical methods used in Data mining technology are well-known mathematical algorithms and 

methods. New in their application is the possibility to use them in solving various concrete problems, due to existing appropriate 

hardware and software. 
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2.2. The Basic Principles and Methods of Process mining  

Process mining is a relatively young research discipline. The idea of Process mining is to detect, control and improve the 

actual occurring processes by extracting knowledge from event logs readily available in modern information systems [1], [5]. 

Process mining sits between Big data and Data mining on the one hand, and Business Process Modeling and Analysis on the 

other. Large volumes of data that business generates, and deployment of business logic across all levels of the business, 

providing an opportunity for theoretical and practical research on these interrelated and topical areas. Applying the principles of 

Data science on various aspects of business processes represents a new approach to their modeling and management. 

More and more data about business processes is recorded by means of information systems in the form of so-called records of 

events (event logs), which can advantageously be used as an input information for business process models retrieval. Although 

the event data are available in the organizations, they often lack of understanding of their real-life processes. A knowledge 

hidden in event logs can be converted into useful management information. 

Process mining includes automated process detection (extraction the process models from event logs), conformance checking 

(monitoring deviations by comparing model and event logs), defining the organizational structure, automated construction of 

simulation models, model extension and recovery, the prediction of process behavior in order to develop recommendations on 

the basis of the process history. 

Although this technology has only been recently developed, it can be applied to any type of operational processes in different 

organizations and systems. Process mining techniques provide new means for detecting, monitoring and improvement of 

processes in various fields of application, offer opportunities for a stricter conformance checking and the validation and 

reliability of information about the basic processes of the organization. It is an important tool for modern organizations that need 

to manage non-trivial operational processes, since on the one hand, there is an incredible growth of event data, on the other hand, 

the processes should be aligned with the need for effective customer service. 

One of the main directions of modern Data mining application is Educational Data Mining (EDM). The main goal of EDM is 

to use the huge amount of data about the educational processes, coming from different sources in different formats and with 

different levels of detail. The data represents information about the educational process, provides better understanding of 

learning and improving its outcomes. 

3. Data and problems in EDM 

Nowadays in the field of education there are a wide variety of educational environments and information systems. CBE 

(Computer-based education) refers to the use of computers in education to provide directed training to generate control 

instructions for the student. The first CBE systems are a stand-alone educational applications that work on your computer 

without the use of artificial intelligence for student modeling, adaptation, personalization, and so on. Global use of the Internet 

has led to development of many new Web based educational system, such as e-learning systems, distance learning systems, on-

line training systems, and so on, and the increasing use of artificial intelligence has led to the emergence of new intelligent and 

adaptive educational systems. The main types of currently used systems include: LMS (Learning management systems) [7], ITS 

(Intelligent tutoring systems) [8], AIHS (Adaptive intelligent hypermedia systems) [9], Test and quiz systems [10] and others. 

Each of them provides a variety of data sources that need to be processed in different ways depending on the nature of the 

available data and the specific problems and tasks that are solved by using Data mining techniques. 

During Educational Data Mining researchers use data of educational systems such as distance learning systems, intelligent 

computer-based training, electronic manuals, school information systems, online classes and discussion forums, computer-aided 

testing system [11]. The data have typical characteristics, such as multiple levels of hierarchy (a level for subject, a level for 

grading, a level for question), the context (a specific student in a particular class answers to a specific question in a particular 

time on a particular date), short time data (recording data with different resolutions to facilitate various analyses, for example, to 

record data every 20 seconds) and long periods of time data (a big amount of data recorded over many sessions over an extended 

period of time, for example, covering semester and yearly courses) [12].EDM analyzes the data by any type of information 

system, supporting training or education (universities, schools, colleges and other academic or professional education 

institutions, providing traditional and modern forms and methods of training, and informal learning). These data are not limited 

to the interaction of individual students with the educational system (for example, data entry in the tests, navigating through the 

training and testing system, interactive exercises), but may also include data about the cooperation of students (e.g. text chat), 

administrative data (e.g. school, district, teacher), demographics (e.g. gender, age, school classes), student emotionality (e.g. 

motivation, emotional state) and so on.  

Since the main purpose of Data mining in the field of education is to greatly improve the quality of training, it is more 

difficult to get quantitative measurements than in other areas, and the results should be evaluated through indicators like 

improving efficiency. Thus, a data-driven decisions are formed aiming to improve the current educational processes and 

teaching materials. EDM is often used when working with educational programs, in solving problems of modeling student’s 

behavior and forecasting of the course results. Examples of problems solved with the help of EDM, are: 

 Monitoring the progress of learning to detect in real time the undesirable behavior of students, such as the termination 

of training, low motivation, incorrect use of educational forums, abuse, fraud, etc., creating warnings to the parties 

concerned [13], provision feedback to the teachers in order to support decision-making on the improvement of 

student learning, the adoption of pre-emptive actions to remedy the situation [10]; 
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 Predicting student achievement, assessment of knowledge and learning outcomes [10], formation of recommendations 

to students based on their interests and activities in the learning process [14]; 

 Individual approach, adapting training to each student, including course content, navigation on the course, the 

presentation of the material [15], [16], identification the groups of students according to their individual 

characteristics, personal characteristics, features of the training, etc. [17] [18]; 

 Building a curriculum and educational content [19], [20], planning and scheduling of future courses, course planning, 

planning of resource allocation, organization of access to learning materials, planning consultations, curriculum 

development, etc. [21]; 

 Development and validation of scientific theories on learning technology, the formation of new scientific hypotheses 

[22], simulation the domain teaching instructions in terms of concepts, skills, training modules and their 

relationships [23]; User / Student modeling (Cognitive models of students presenting their skills and knowledge) 

[24], estimation of parameters of probability models based on data about learning to determine the likelihood of 

events of interest [25]. 

A variety of problems and their educational performance leads to the need to adapt methods of Data mining and Process 

mining to these data and problems. The applicability of Data mining techniques in the field of education are considered in [12], 

[26]. 

4. Data Mining and Process Mining methods in EDM and e-Learning systems  

In Educational Data Mining, the most commonly used methods are Classification, Clustering, Text mining (text data mining 

and text analytics) and Relationship mining, Knowledge tracing, Bayesian modeling, Social network analysis, as well as the 

Detection of anomalies, Discovery with models, Distillation of data for human judgment, Nonnegative Matrix factorization and 

techniques and algorithms of Process mining, such as Alpha-algorithms, Heuristic algorithms, Probabilistic algorithms, Genetic 

algorithms, etc. 

Prediction – a definition of how the target attribute depends on a combination of other attributes. The types of prediction 

methods are: classification (target variable is a category), regression (target and background variables are numbers), the density 

score (predicted value is the probability density function). Using these methods to predict student performance and to determine 

the pattern of student behavior is considered in [27] and [28]. 

Clustering is identification of groups of similar instances. Typically, to determine the similarity the distance measure is used. 

After the set of clusters is determined, new items can be classified according to the nearest cluster. The clustering in EDM can 

be used to group similar course materials or to form groups of students based on their knowledge and patterns of interactions 

[29], [30]. Examples of the applicability of various types of clustering algorithms in EDM are discussed in [31]. 

Text Mining is a method of producing high-quality information from text. Typical tasks include text mining categorization of 

text, text clustering, concept / entity extraction, production of granular taxonomies, sentiment analysis, document 

summarization, and entity relation modeling. In the EDM, text mining was used to analyze the content of discussion boards, 

forums, chats, Web pages, documents, and so on. [32]. 

Relationship Mining allows us to determine the relationships between the variables and presenting them in the form of rules 

for subsequent use. There are different types of relationship mining, such as association rule mining (relations between 

variables), sequential pattern mining (temporal association between variables), correlation mining (linear correlation between 

variables) and causal data mining (the causal relationships between variables). Relationship mining can be used to determine the 

relationships in student behaviors (behavior patterns) and to diagnose difficulties in teaching or the mistakes that often occur 

together. [33] 

Knowledge Tracing (KT) is a popular method to assess student skills, which is used in effective cognitive tutor systems [34]. 

KT uses a cognitive model that maps problem-solving item required skills and records correct and incorrect responses of 

students as evidence of their knowledge of a particular skill. It monitors students' knowledge for some time, and parameterizes 

them by four variables. KT corresponds to the method of Bayesian network. 

Social Network Analysis (SNA) is to understand and to measure the relationship between the entities in the network 

information. SNA considers social relationships in terms of network theory consisting of nodes (representing individual actors 

within the network) and the connections or ties (which represent relationships between individuals, such as friendship, kinship, 

organizational position, etc.). In the EDM Social Network Analysis can be used to obtain information to interpret and analyze 

the structure and relationships in the interaction tasks, including interaction with the communications [35]. 

Outlier Detection - is to identify the data that are significantly different of rest of the data. Abnormal values correspond to the 

observations (or measurements), which are usually more or less than other values. The EDM anomaly detection can be used for 

the detection of students with learning difficulties, deviations in the actions or behavior of a student or a teacher, and for the 

detection of irregular learning processes [36]. 

Discovery with Models is to use previously tested phenomena model (using a prediction, clustering, or manual knowledge 

engineering) as a component of another kind of analysis such as prediction or relationship mining [37]. This method is often 

used in EDM and supports the identification of the relationship between the student's behavior and its characteristics, the use of 

psychometric modeling systems in machine-learning models, the analysis of research in various fields of study [38]. 

Distillation of Data for Human Judgment is to present the data in an understandable form using generalization, visualization 

and interactive interfaces to extract useful information and to support decision making. This method comprises obtaining 

statistical data about the learning process to determine the common characteristics, obtaining summary data and reports on the 
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behavior of the trainee. Data visualization and graphical techniques help to see, explore and understand large amounts of 

educational data immediately. In the EDM is also known as distillation for human judgment [39] and it has been used to assist 

teachers with the visualization and analysis of the students activity and the use of the information [40]. 

Nonnegative Matrix Factorization (NMF) is a technique that involves a clear interpretation in terms of Q-matrix, also referred 

to as transfer model [41]. There are many NMF algorithm, and they can give different solutions. NMF uses an array of positive 

numbers is the product of two smaller matrices. For example, when a learning process is considered, the matrix may represent 

the results of students’ testing and can be decomposed into two matrices: Q, which represents learning elements and S, 

representing each student's skills.  

The extraction of knowledge about the process in the learning systems from event logs for the full representation of the entire 

process, its analysis and improvement is the purpose of Process mining. 

In the EDM Process mining can be used to present the students’ behavior according to the records in the event log. Data 

about each event contain the time stamp and the data about learning process. This may be information about students' 

knowledge assessment [42], information on participation in forums and chats, about lectures and other educational materials 

viewing, information about passing tests [43], data describing the collaborative learning processes [44], information about 

events related to the metacognitive prompts [45]. Depending on the behavior of students, they can be combined into different 

groups.  

It is important to define the concept of the event (it could be a mouse click) and the concept of the sequence of events. For 

visualization of individual events Dotted Chart diagrams are often used. Further a construction of process models and 

conformance checking take place. To construct and test learning process models the general and special Process mining 

algorithms are used (alpha-algorithms, probabilistic, heuristic and genetic algorithms) as well as the Data mining methods and 

algorithms. The process model is usually presented in the form of a BPMN model or as a Petri net. Building of the learning 

process model is complicated by the existence of loops and parallel tasks, the presence of "noise", the mutual influence of some 

tasks to others.  

Unfortunately, in the Russian scientific journals, in spite of the considerable amount of work in the field of data mining, there 

are still little scientific papers related to the study of the application of Data mining and Process mining technology in the 

learning process. Among them there are the use of artificial neural networks in the modeling of educational process in high 

school [46], the study of the structure of high school students values by means of cluster analysis [47], the use of methods of 

Educational Data Mining and Learning Analytics in the educational qualifications [48], the study of the factors of adaptation of 

students to training conditions with the help of the analysis of variance method [49], an overview of the tasks and methods of 

Data mining in the field of education and the use of classification algorithms for data analysis of training systems [50]. 

5. Software products with the capabilities of Data mining and Process mining 

Special software is necessary for the implementation of Data mining and Process mining. More and more software vendors 

add to their software products such features. Examples of software products with the capabilities of Data mining and Process 

mining are presented in Table 1. 

Table 1. Examples of software products with the capabilities of Data mining and Process mining. 

Tool Name Vendor Website 

Celonis Process Mining  Celonis GmbH  www.celonis.de  

Disco  Fluxicon  www.fluxicon.com  

Minit  Gradient ECM  www.minitlabs.com  

NLTK Open Source www.nltk.org 

Orange Open Source orange.biolab.si 

Perceptive Process Mining  Lexmark  www.lexmark.com  

ProM  Open Source  www.promtools.org  

ProM Lite  Open Source  www.promtools.org  

QPR ProcessAnalyzer  QPR  www.qpr.com  

RapidProM  Open Source  www.rapidprom.org  

RapidMiner Open Source www.rapidminer.com 

Rialto Process  Exeura  www.exeura.eu  

SNP Business Process Analysis  SNP AG  www.snp-bpa.com  

SPSS IBM www-01.ibm.com/software 

WEKA  Open Source www.cs.waikato.ac.nz/ml/weka/ 

One of the commonly used software is freeware ProM. ProM has over 1,500 plug-ins, allowing the use of different methods 

and algorithms for Data mining and Process mining, different types of data and models, to convert the data and models, etc., and 

http://www.cs.waikato.ac.nz/ml/weka/
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the version ProM Lite contains the most commonly used modules. Most commercial software products, including Data mining 

and Process mining, are easy to use. Approximately 40 software products, often used in Data mining in the field of education are 

given in [6]. 

6. Scientific conferences and journals in the field of Educational Data Mining 

EDM became an independent research area in recent years. It includes research on the training of intellectual systems - 

Intelligent tutoring systems (ITS), Artificial intelligence in education (AIED), User modeling (UM), Technology-enhanced 

learning (TEL), as well as Adaptive and intelligent educational hypermedia (AIEH). 

The first conference EDM2008 is held in Montreal, Canada; EDM2009 in Cordoba, Spain; EDM2010 in Pittsburgh, USA; 

EDM2011 in Eindhoven, the Netherlands; EDM2012 in Chania, Greece, EDM2013 in Memphis, USA, EDM2014 in London, 

UK, EDM2015 in Madrid, Spain, and EDM2016 in Raleigh, USA, EDM2017 in Wuhan, China. 

Table 2 summarizes some of the conferences that correspond to the field of EDM. 

Table 2. Scientific conferences that correspond to the category EDM. 

Title Short title Type Starting year 

International Conference on Artificial 

Intelligence in Education 

AIED every two years 1983 

International Conference on Educational Data 

Mining 

EDM annual 2008 

International Conference on Intelligent 

Tutoring Systems 

ITS every two years 1988 

International Conference on Learning 

Analytics and Knowledge 

LAK annual 2011 

International Conference on User Modeling, 

Adaptation, and Personalization 

UMAP annual 2009 

Table 3 provides examples of journals corresponding to the field of EDM. 

Table 3. Examples of journals corresponding to the field of EDM. 

Title Short title Publisher 

ACM Special Interest Group on Knowledge 

Discovery and Data Mining, Explorations 

SIGKDD 

Explorations 

ACM 

Computer and Education CAE Elsevier 

IEEE Transactions on Knowledge and Data 

Engineering 

TKDE IEEE 

IEEE Transactions on Learning Technologies TLT IEEE 

Internet and Higher Education INTHIG Elsevier 

International Journal of Artificial Intelligence in 

Education 

IJAIED AIED Society 

Journal of Educational and Behavioral Statistics JEBS SAGE Publications 

Journal of Educational Data Mining JEDM EDM Society 

Journal of the Learning Sciences J Learn Sci Taylor&Francis 

User Modeling and User-Adapted Interaction UMUAI Springer 

Most accurately the theme of the domain is presented in Journal of Educational Data Mining 

(http://www.educationaldatamining.org/JEDM/), published since 2009. Journal of Educational Data Mining is available as an 

online journal with free access. 

7. Conclusion 

The paper discusses the basic principles of research in EDM domain, some examples of tasks that can be solved by the use of 

data mining and Process mining in the area of traditional and e-learning are given, the possibilities and limitations of different 

methods are described, an overview of the major scientific conferences and journals devoted to the application of Data mining 

and Process mining techniques in education is presented. 

EDM allows investigation on the content of learning materials in e-learning systems and the processes performed in it to be 

carried out. 
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The use of Information and Communication Technologies in education generates a large amount of data that contains 

comprehensive information for students, the processes through which they pass in the course of education. The data derived and 

used by stakeholders (teachers, instructors, etc.) to understand the learning habits of students, the factors affecting their 

performance and skills they acquire can be examined. To answer these questions, the research interest in the use of Data mining 

in education increases. EDM is a discipline aimed at developing specific methods to study educational databases generated by 

any type of information system supporting training or education (schools, colleges, universities, or vocational training 

institutions offering traditional and/ or modern methods teaching and informal learning). EDM brings together researchers and 

practitioners from computer science, education, psychology, psychometrics, and statistics. 

The basic idea of Process mining is detecting, monitoring and improvement of real processes by extracting knowledge from 

event logs automatically recorded by information systems. This approach can be applied to the problems of education. The main 

goals in this direction are: 

 The extraction of process-related knowledge from large education event logs, such as: process models following key 

performance indicators or a set of curriculum pattern templates. 

 The analysis of educational processes and their conformance with established curriculum constraints, educators’ 

hypothesis and prerequisites. 

 The enhancement of educational process models with performance indicators: execution time, bottlenecks, decision 

point, etc. 

 The personalization of educational processes via the recommendation of the best course units or learning paths to 

students (depending on their profiles, their preferences or their target skills) and the on-line detection of 

prerequisites’ violations. 

It can be concluded that the use of complementary methods of Data mining and Process mining in e-Learning systems can 

improve the quality of teaching, increase its availability and effectiveness. 
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Abstract 

This study explores the use of technology in the design of learning activities by Russian teachers and their relationship with the technology 
self-efficacy in higher education. The Inventory of Learning Activities with Technologies in the University was translated and adapted to 
Russian context and validated by retest method. Answers were classified through content analysis. Findings suggest that access to 
technology, on-line courses, and data elaboration software among teachers should be enhanced. Teachers' self-confidence and use of 
technologies are related: one increases the level of another and vice-versa. 

Keywords: learning activity; teacher, attitude; self confidence; technology use; supercomputing education; high performance computing; open 

question; Russian university 

1. Introduction 

Since supercomputing is considered a strategic area [1], the relevance of supercomputing education is increasing [2, 3]. The 

effort taken by Russia is justified [4, 5]. Nevertheless, despite its success, it is considered that improvement could be developed 

[6]. An analysis of the state of things of 2010 [4], showed that supercomputing education is narrowed to studying only several 

simple technological subjects at the University. Due to that, an appropriate education of users in supercomputer centers is 

critically low [3]. A recent analysis of the current state of the High Performance Computing (HPC) and Computational Science  

research [7], briefly highlighted the necessary scalability at all levels and highly trained computational scientists with the ability 

and skills to approach complex scientific problems. 

The skills necessity claim of specialists in supercomputing [7], are not new. The workforce and the technology disparity has 

been researched for a long time [9]. Proposals to bridge the skills gap have covered, for example, the HPC competency as a 

requirement in the research and engineering curricula [1]. Following this approximation, the unification of skills at the university 

level and advanced research methodology has been proposed [10, 7], curriculum contents and knowledge assessment integration 

[11]. Other studies have been focused on the diffusion of supercomputing education to improve the use of supercomputer 

systems and the change of the higher educational system [3]. Proposals and research have tended to focus on the skills and 

knowledge required in a wide range of computer science issues of a specialist nature in the area of supercomputing technologies 

[7], rather than attitudes. For example, the recent analyses about training students in clusters competition in Thailandia, found 

that attitude is one of the missing elements [8], due to the Thai personality characteristics, only interested students counted.  

Studies on the learners and the teachers could help to determine if they are ready for a new technology [12]. Student-centered 

approaches to learning have encouraged teachers to integrate technologies into their teaching. Empirical research reported that 

teacher attitudes and personal use of technology, accounted for 55% of the variance [13]. Considering teachers as facilitators, the 

incorporation of technology into their teaching is critical [14]. In fact, it is necessary to understand how the implementation of a 

technology could improve the perceived competence and use of teachers in their teaching [15]. Recent research to determine the 

possibilities of using technology in high education highlighted the increase of favorable circumstances for a professional 

competency development [16] . From a technology-enhanced learning perspective, understand the reasons of teachers using or 

not technology and what they should know in order to use it, requires further research [17, 18]. In this context, teachers 

requirement of more preparation is a relevant issue in Russia [19]. Moreover, what technologies do Russian teachers use related 

to learning activities in HPC is missing. 

The "Inventory of Learning Activities with Technologies in the University" (IAATU) [20] is applied to assess what type of 

technology Russian university teachers are using to design learning activities and which is they level of self-confidence to use it. 

The problem of training specialists in the field of supercomputing has been widely discussed but, no from this perspective. This 

study is a contribution to new knowledge in the field of HTC, from the approach of teacher attitudes, specifically confidence, 

with the use of technology in the design of learning activities. 

2. The object of the study 

2.1. Supercomputing in education 

   The HPC concept circumscribes the computer server systems market, software, networking and services used to manage 

computationally intensive, data simulation and analytic problems [1]. The inclusion of parallel computing technologies in 

supercomputing education [3], specifically into the engineering curricula [1, 5] is recommended. In fact, software is considered 

relevant into the HPC leadership [1], and the access to industry tasks, supercomputer technologies and systems  [5]. 

   Nevertheless, not all is about tools [3]. Indeed, skills demand a mixed understanding of a scientific discipline and computer  
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technique [1]. Moreover, supercomputer centers require diverse educational activities [3], for example, complex scientific 

problems like methods of scientific inquiry [7], parallel programming technologies or architecture computer [3] . For this reason, 

a collaborative learning approach [7] could be useful to understand and explain the high complexity of computing systems [3]  

and to integrate HPC into the curricula.  

2.2. The use of technology in the design of learning activities 

   Despite the recognition of HPC based simulation as belonged to the scientific inquiry and recommendations of integrating 

computational science methods in universities [1], it is difficult to add new content to the science and engineering curricula [1]. 

An option to solve this problem is the use of learning activities, which increase the motivation and the training results. Learning 

activities design is associated with the learning purpose, for example, test questions are used to evaluate knowledge and skills, 

test assignments for practical skills in parallel and distributed computing tasks, and demonstrations for teaching problem-

oriented specialists [5]. Furthermore, HPC and computational functional skills enrich through the use of technology in the 

learning process. For example, the use of technology let students experience by themselves the challenge of “writing meaningful 

simulations” without any access to HPC devices [21]. This learning activity through technology let them to understand HPC 

simulations that can be replicated on a big scale. This example illustrates how the use of technology in the design of learning 

activities can promote supercomputer technologies throughout the curriculum [5]. 

Instead of focusing in “what should we teach” or “what should be included in the new curricula” [5], the purpose of this 

research is related to explore how teachers are using technology and what kind of technology they are using to design learning 

activities.  

2.3. High Performance Computing competence: teacher attitudes 

Teachers are one of the target groups of supercomputing education infrastructure [5] in fact, due to they are often busy [5]  

their effort in teaching HPC is very valuable [21]. Knowledge and skills in parallelism concepts [3] are critical but, from the 

social psychology theory approach, also attitude. Attitude to technology influence its use [22]. Teachers’ own technology 

practices and the type of technology activities they assign to students, let understand the development of teaching HPC from the 

teachers’ perspective. A previous knowledge about teacher self-confidence in the technology used for learning activities design 

can be relevant to address an education program related to HPC [5]. Even more useful, if these teachers are going to train 

potential qualified candidates to HPC positions like"university graduates in mathematics, engineering, or physical sciences" [1]. 

Through IAATU, this study explores the use of learning activities with technologies and self-confidence by teachers at Russia 

universities.  

3. Methods 

3.1. Population 

In the original study, 103 answers were collected from the online survey, since February to April, 2016. 52.4 % females and, 
47.6 % males. 43.7%, in the age group of 31-40, 17.5 under 31 and 9.7% over 61. 44.7% of the teachers from Russia 
Universities. Re-test (n=48) was realized at Samara National Research University. 47,9% women and 52,1% men. In relation to 
age 16,7% between 20 and 30 years old, 27,1% (31-40), 27,1% (41-50), 12,5% (51-60) and 16,7% (61-70).  

3.2. Instrument 

In order to explore to what extent university professors are using technology as a pedagogical support resource, IAATU was 
used [20]. The adapted Russian version of IAATU [28], with 38 items distributed among 1 to 5 on a double Likert-type scale, 
collect demographic information such as: gender, age, university, field of knowledge and professional category. One scale refers 
to use frecuency asking “to what extent do you perform the activities described in the item?” while the other refers to the degree to 
which the teacher feels confident using the technology with the question “If you perform them, to what extent do you feel 

comfortable?” Two open questions in relation to technology not included and the use of technology at the University, are 
contemplated. 

3.3. Analysis 

Descriptive statistical methods were employed to analyze the level of the participants in self-confidence and in the use of 
technology. IBM SPSS Statistics and univariate were used to describe the characteristics and activities learning technologies 
frequency of the participants. In addition to pretest the Russian target language version of IAATU, re-test with target language 
subjects was conducted [23] . Temporal stability of the responses were analyzed on the same group of respondents with an 
interval of one month by means of a method based on the use of IAATU [24]. Moreover, the correlation coefficient between the  
two intervals of IAATU were examined [25], through Pearson Correlation Coefficient. Likewise, considering coefficient alpha 
and retest as index of reliability, were calculated [25]. The estimated internal consistency of each scale in the retest is provided 
in order to increase confidence in measure [26]. A Spearman's correlation was run to assess the relationship between technology 
use in learning activities and self-confidence on that technology, of a small sample of 48 teachers aged 31-50 years old at 
Samara National Research University.  

http://www.statisticshowto.com/what-is-the-pearson-correlation-coefficient/
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In order to analyze the content of open questions a frequency criterion was adopted. That is, higher was the number of the 
repetition of the same or similar terms in the answers, higher was the importance of such words. In this case, the words of the 
answers were also to be evaluated as word-concepts to count in order to establish which specific problems of access to 
technology are present among the teachers of Russian Universities. For example we got a word-concept as <lack of software> 
from analyzing and summing up an answer like: “I can not use technology in class, because there is no software to be used for 
economic tasks. Or at least I do not know them.” 

4. Results and Discussion 

Scales of level of use (Cronbach’s α = .91) and self-confidence (α = .93). Results re-test in relation to use (α = .93) and self-
confidence (α = .94) were reported with a value above Cronbach’s α = .95 scales. It showed very good reliability and internal 
consistency, which meets the criteria of reliability [27]. As previously reported, association between the use of learning activity 
and self-confidence in the Russian adaptation of IAATU were established [28]. 

The test-retest reliability coefficient of use scale (Figure 1) showed that there was a moderate positive correlation, which 
means there is a tendency for high use variable (n=103) scores of the original test go with high use (n=48) variable scores of re-

test (and vice versa), r = .56, p = < .001, with a R2 = .323. In the confident scale (Figure 2), there was a moderate positive 
correlation, which means there is a tendency for high self-efficacy variable in the original test (n=103) scores go with high self-
efficacy variable scores in the re-test (n=48), and vice versa, r = .56, p = < .001, with a R2 = .322.  

 

   Fig.1. Pearson correlation use.   Fig.2. Pearson correlation self-confidence. 

In relation to the re-test analysis, the average use and confidence score for each item were calculated (Table 1). Three groups 
of learning activities are identified in relation to the mean: low level (mean 1-2.5), medium (2.5- 3.5) and high (3.5-5). The 
average confidence is higher than the use. According to the same statistic (Table 2), up to 8 items have a high average use and 
confidence score (3.5-5). According with previous research, this results suggest that teachers' technology previous practice and 
confidence could determine their use of technology in their teaching [29]. 

Table 1.  Results of the Spearman Rho correlation coefficient by items.  

 Item 1 Item 2 Item 3 Item 4 Item 5 Item 6 Item 7 Item 8 Item 9 

Coefficient ,521 ,699 ,287 ,483 ,698 ,625 ,720 ,541 ,845 

Sig. (bil) ,000 ,000 ,066 ,001 ,000 ,000 ,000 ,002 ,000 

 Item 10 Item 11 Item 12 Item 13 Item 14 Item 15 Item 16 Item 17 Item 18 

Coefficient ,675 ,822 ,766 ,731 ,719 ,929 ,667 ,890 ,791 

Sig. (bil) ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000 0 

 Item 19 Item 20 Item 21 Item 22 Item 23 Item 24 Item 25 Item 26 Item 27 

Coefficient ,636 ,853 ,908 ,839 ,603 ,752 ,723 ,925 ,913 

Sig. (bil) ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000 

 Item 28 Item 29 Item 30 Item 31 Item 32 Item 33 Item 34 Item 35 Item 36 

Coefficient ,947 ,942 ,812 ,803 ,919 ,949 ,910 ,664 ,971 

Sig. (bil) ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000 ,000 

 Item 37 Item 38        

Coefficient ,644 ,935        

Sig. (bil) ,000 ,000        

In addition for five items, trust is high (3.5-5) and the use is medium (2.5-3.5): Item 4 “During my presentations and to 
facilitate my students’ understanding of given concepts and ideas, I use video segments found on Internet” (M=3.11 SD=1.18, 
M=4 SD=1.04), Item 6 “Using the virtual platform, I provide my students with videos, demonstrations, simulations, experiences 
and/or cases to expand the information they received” (M=2.52 SD=1.41, M=3.56 SD=1.48), Item 9 “I select text documents and 
I make them available to my students on the virtual platform in an effort to improve the reading understanding of my subject 
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content” (M=3 SD=1.53, M=3.78 SD=1.45), Item 13 “I design practical cases, using digital resources (videos, presentations, 
specific software, etc.), so that students can apply the theory learned to practical cases” (M=3.25 SD=1.37, M=3.95 SD=1.18), 
Item 22 “I design problems in which students have to solve complex problems, using digital resources, similar to those a 
professional would use” (M=3.38 SD=1.56, M=3.95 SD=1.37). Further research would be necessary in order to explore the 
reasons of this dissonance.  

Spearman correlation (Table 1) was calculated. There was a strong positive correlation between use of technology and self-
confidence, which was statistically significant, rs = .7217, p = .0 in all cases, except for item 3 (M=3.65 SD=1.15, M=4.38 

SD=0.85), “During my presentations, I show students some type of simulations, demonstrations or examples based on digital 
resources, either my own, or available on the web, to clarify concepts and ideas”. Unlike the initial results, the strength of the 
association of the items is not coincident in most cases. It would be necessary further research in order to determine the reasons.  

According to the Mann-Whitney U tests only the level of use of item 18 “I design activities in which students must provide 
comments or given their point of view by means of personal or group blogs” differs according to sex (sig. 0.32). The confidence 
level of items 17 “I facilitate interaction with students outside the classroom by means of cellphone applications such as 
WhatsApp, Line, Twitter, Facebook, etc. to motivate the exchange of information, the resolution of doubts…” (sig. 0.15), 18 “I 
design activities in which students must provide comments or given their point of view by means of personal or group blogs” 
(sig. 0.15), 29 “I use virtual platform tools so that students can turn in homework/papers for my subject” (sig. 0.40), 30 “When 
assessing students, I use electronic portfolios, created on the actual platform or with specific online tools, for continual 
assessment” (sig. 0.002) differ according to gender. According to Kruskal, the level of use of items 20 “I ask students to write 
reports, essays, articles, etc. using reference management tools such as Zotero, Refworks, Mendeley, Endnote...” (sig. 0.009) 
and 38 (sig. 0.039) differed according to age. Only the confidence of 38 “During my teaching activities, I attend the terms of use 
for the digital materials that have a Creative Commons license” (sig. 0.46) differed according to age.    

Table 2. Average use and confidence score. 

Item Use Confidence 

 M SD M SD 

Item 1 3.90 1.13 4.58 .65 

Item 3 3.65 1.15 4.38 .85 

Item 10 4.31 1.05 4.61 .68 

Item 16 4.17 1.05 4.48 .94 

Item 19 3.51 1.33 4.21 1.04 

Item 23 3.70 1.35 4.29 1.01 

Item 35 4.02 1.29 4.28 1.14 

Item 37 4.18 1.05 4.27 1.04 

In order to complete the study content analysis of open questions from the original study (n=103), (Table 3) and (Table 4), 
following frequency criteria was applied. The first open question (Table 3) was: “If your learning process involves technologies 
that are not listed in the questionnaire, please describe them”. It is highlighted that 6 answers specifically mentioned the System 
Management Learning (LMS) Moodle, as a technology not mentioned in IAATU. Due to Moodle is the main LMS used in 
Russian universities [30] , and it is recommended in the learning administrative process and the training [7], its mention is also 
reasonable because of the geographically distributed country of Russia. Further research using IAATU should include an item in 
reference to Moodle, in order to accomplish a better adaptation of the questionnaire in the Russian higher education context.  

Table 3. Technologies not listed in IAATU. 

Type of technology Number of answers 

Courses 11 / 55 

Software 9 / 55 

Others 9 / 55 

No answers 26 / 55 

The second open question (Table 4) refers “If you want to leave a comment on the questionnaire with questions on the 
educational process with the use of technology at the University”. 13 answers mentioned the University as responsible of the use 
of technology by teachers. 9 of them referenced the lack of access and availability of technology and 3, training needs. 

Table 4. Problems to implement technology. 

Type of answer Number of answers 

Questionnaire 17[A1] / 47 

University 13 / 47 

Self-confidence 6 / 47 

No answers 16 / 47  

[A1] count 2 comments of one person as 2 

Analysis showed that the more frequent problems reported by teachers at Russian University are technology acknowledge 
This allowed us to understand that at the present day Russian Universities suffers of an insufficient usage of technological 
means and structures. Another problem connected to the access of technology could be explained also with the actual lack of 
software knowledge of the newest technology adapted to be used for specific task in the didactic by the Engineering and 
Economy Faculties. Related to this, it is recommended the application of collaborative pedagogical approaches after the 
implementation of IT solutions [7], and it can be done by the design of learning activities.  

The analysis of the self-confidence answer category cluster related to the teacher behaviour in relation to the use of 
technology for learning activities. 5 answers are related to the use of technology in relation to self-confidence, for example: “If I 
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do not use any technology, it is not always due to the fact that I don't feel comfortable with it I can not know it, or do not have 
access or do not have enough time to do it.” or “I can not use ready-made test (…)” and 1 to familiarity with ICT. 3 answers 
were a mix between comments in reference to the questionnaire (2), for example: “Not all the tools described in the 
questionnaire are familiar but, answers are formulated on the basis of analog products with similar functionality in the 
educational process”, “I do a lot of issues of teacher training and blended learning technology development of online courses so, 
I would be more interested in questions of technology implementation strategies (...)”; and the University (2), “I'm open and  
ready to cooperate with the organization in e-learning. They need to train teachers in online methodology”, “Lectures, laboratory 
and practices can not be transferred into the virtual space. Moodle is not available for all students”.  

It is plausible that this research may have limitations that could have influenced the results obtained. First, the sample size of 
our analysis are not enough to make generalizations about the more frequent problems reported by teachers at Russian 
University. As such, the findings should be taken with caution. Second, the high value of no answers to the open questions can 
be interpreted as perceived ambiguities in the meaning due to the fact that back-translation was not applied. Although it is not 
considered mandatory [31], it provides an assertion that the instrument is the same in two languages [23]. Third, retest 
assessments could introduce bias, due to the risk that respondents desire to appear consistent [32]. Furthermore, due to the 
IAATU was translated into a new language, from Spanish to Russian, to avoid the assumption of hypotheses about the 
dimensionality of a given set of items, exploratory factor analysis (EFA) could be applied [33]. Finally, considering that the 
support and maintenance of supercomputer centers require specific technology in order to automatic decision making on 
emergency situations, monitoring, or high performance tasks for the infrastructure, and others [3], an adaptation of the items to 
this context could be required.  

Despite of the limitations, the results of this study coincide with previous research [34, 20] level of use of learning activity in 
teachers depend on their technology self-efficacy [35]. Furthermore, IAATU could serve as a tool to identify teachers that 
already have the attitude to serve as a bridge between the specialized knowledge of scientists and practitioners on the one hand, 
and scholars [21]. Even more, further research could consider the identification of teacher profiles in relation to their level of use 
of ICT in the design of learning activities [20]. Concerning to the use of digital technology, recent empirical studies pointed that 
patterns of technology use emerge from the frequency of use and by the nature of the activity [36]. Similarly, IAATU could be 
applied to define what kind of learning activity teachers are using: lecturer’s presentation, communication, information 
management, application, evaluative or productive [20]. Due to the recommendation of a collaborative learning approach in 
supercomputing teaching [7] further research is required in order to determine what kind of learning activities could promote it.  

Moreover, evidence has showed how teacher confidence in a task can be regulated by self-efficacy [37]. However, as 
confidence does not necessarily specify what the certainty is about [37], further data collection is necessary in order to 
determine exactly how confidence affects the use of technology in the design of learning activities at Russian Universities 
context. 

5. Conclusion 

This study contributes to the understanding of technology use and confidence (self-efficacy) in the design of learning 

activities from the teacher perspective into the higher education system in Russia. Relationship between teachers’ own 

technology practices and the type of technology activities they assign to students has been examined. From a competency-based 

approach that acquires more holistic structure [38] , this study highlight the importance of attitude, specifically, self-confidence 

as complementary to skills and knowledge in HPC. Previous research pointed advanced training for university teachers in 

various applied areas where supercomputing systems can be used for problem solving [4]. This study suggests that 

supercomputing education could enrich from an approach that take into account personal beliefs and actions based on attitudes, 

for example, teachers’ confidence in their technology use. The approach of this research is a first step to understand the 

development of teaching HPC from the teachers’ perspective.  
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Abstract 

The activities of any large organization requires the work of specialists with a large volume of unstructured information in order to obtain and 

extract the necessary knowledge to interact with partners, decision-making, etc. An array of unstructured textual information is not adapted to 

structuring and semantic search. Thus, development of intelligent algorithms and text analysis methods for dynamic generation of the 

knowledge base contents is needed. Extract of syntagmatic structure of a text and further representation of extracted knowledge in the form of 

a single unified ontology allows to get access to the knowledge base for solving complex problems. 

Keywords: ontology; knowledge base; syntagmatic analysis; text resource 

1. Introduction 

In the process of any large modern organization activity, it is necessary to make urgent management decisions timely that 

requires specialists to have deep knowledge of the problem area (PrA). Moreover, they should be able to use different decision 

support systems and tools for work with knowledge.  

The desire to automate and speed-up the process of obtaining necessary knowledge about the PrA drives the need in the 

unified multipurpose toolkit for knowledge management that does not require a user to have some additional skills in the field of 

knowledge engineering and ontological analysis. 

Thus, one can identify a number of scientific problems besetting modern organizations. In order to be solved, such problems 

require the systematic approach and include the following ones: 

 the need of developing the semantic basis for representation of electronic information storage content; 

 the lack of integrative conceptual models using different approaches to the storage of knowledge about the PrA; 

 the need of unified the automated processing of the stored knowledge;  

 the need of simultaneous use of multi-aspect contexts of the PrA under consideration; 

 the need of solving the problem of tracking the clarity of human reasonings.  

Thereby, nowadays, the actual problem is providing specialists of a wide range of organizations with a universal tool 

allowing to address the knowledge management challenges [1]. Furthermore, the tool should not require some extra training of 

users.  

At the moment, the ontological approach is most often used for organization of knowledge bases of expert systems. A lot of 

Russian and foreign researchers such as T.A. Gavrilova [2], V.N. Vagin [3], V.V. Gribova [4], Yu.A. Zagorulko [5], A.S. 

Kleschev [6], I.P. Norenkov, D.E. Palchunov, S.V. Smirnov [7], D. Bianchini, T.R.Gruber, A.Medche, G. Stumme and others 

address the problem of integration and search of information in order to provide management decision support on the basis of an 

ontology. 

In a broad sense, ontologies are models representing knowledge within the individual contexts of the PrA in the form of 

semantic information-logical networks of interrelated objects where the PrA concepts with properties and relations between 

objects are the main elements.  

Ontologies serve as integrators proving the common semantic basis in the processes of decision-making and data mining, and 

the unified platform for combination of different information systems [8,9]. 

2. Formal model of knowledge base 

The knowledge base (KB) represents the storage of knowledge of different PrAs and contexts in the form of an applied 

ontology. The PrA ontology context is a specific state of the KB content that can be chosen from a set of the ontology states. 

The state was obtained as a result of either versioning or constructing the KB content from different points of views.  

Formally, an ontology can be represented by the following equation:  

, ,1, , , , , , , tiRFSPICTO iiiiii TTTTTT
  

where t  is a number of ontology contexts,  nTTTT ,,, 21  is a set of ontology contexts, iT
C  is a set of ontology classes 

within the i -th context, iT
I is a set of ontology objects within the i -th context, iT

P  is a set of ontology classes properties 

within the i -th context, iT
S  is a set of ontology objects states within the i -th context, iT

F  is a set of the PrA processes fixed 

in the ontology within the i -th context, iT
R  is a set of ontology relations within the i -th context defined as: 
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where iT
C

R  is a set of relations defining hierarchy of ontology classes within the i -th context, iT
I

R  is a set of relations defining 

the 'class-object' ontology tie within the i -th context, iT
P

R  is a set of relations defining the 'class-class property' ontology tie 

within the i -th context, iT
S

R  is a set of relations defining the 'object-object state' ontology tie within the i -th context, i

IN

T

F
R  is a 

set of relations defining the tie between iT
jF process entry and other instances of the ontology within the i -th context, i

OUT

T
F

R  is 

a set of relations defining the tie between iT
jF process exit and other instances of the ontology within the i -th context. 

3. Extracting the core of ontology of the problem area based on the syntagmatic analysis of external wiki-resources 

Wiki-resources are formed by a large number of users. Thus, applying of the automated methods for extracting the core of the 

ontology based on the knowledge contained in the Wikipedia, can reduce the degree of subjectivity and increase the number of 

experts involved in the process of the ontology building [11]. 

The algorithm of extracting the core of the ontology from the external wiki-resources is based on the methods described in 

[3]. 

The PrA features in the wiki-resource are represented as a hierarchy of associated hyperlinked HTML-pages with a certain 

semantics. The core of the ontology is automatically extracted from external wiki-resources in the process of data mining. The 

core of the ontology can be expanded in the process of the syntagmatic analysis of a set of thematic text documents. 

The first method of extracting the core of the PrA ontology is based on the Lee algorithm [13]. Concepts are reduced to the 

initial form (lemmatization). Defining types of relations between concepts is in the process of the syntagmatic analysis of terms 

located on the right and the left of reference defines the concept. The rules for determining the type of relations are presented in 

the form of syntagmatic patterns (patterns contain a sequence of words). 

The second method of extracting the core of the domain ontology based on the contents of wiki-resources allows the 

intelligent system to adapt dynamically to the changes in the domain [14]. Methods of automatic text processing (ATP) in a 

natural language (NL) can be used in order to extract knowledge from the text of the wiki resource pages. 

The ATP process is usually carried out in several steps [15]: 

1. Grafematic analysis is the process of initial analysis of the text in a NL. The grafematic analysis presents the input data in a 

convenient format for further analysis (separation of input text into words, delimiters, etc). 

2. Morphological analysis (lemmatization) is a process of transforming the words of the input text to the initial form defining 

the part of speech, gender, case, etc. 

3. Parsing is the process of selecting members of simple sentences and constructing a parse tree. 

4. Semantic analysis consists of 

 construction of a semantic tree of sentences, 

 semantic interpretation of words and constructions, 

 definition of semantic relations between elements of the text. 

Semantic representation of the text in a NL is the most complete of those that can be achieved only by linguistic methods. The 

core of the domain ontology can be extended by merging with the semantic tree extracted from wiki-resources. It is necessary to 

develop a method for translating a parse tree into a semantic tree in order to obtain a semantic tree. 

It is necessary to determine the syntactic structure of the sentence for constructing the semantic tree of sentences in a NL. 

There are several parsing tools of texts in Russian, for example [16, 17, 18]: 

 Lingo-Master; 

 Treeton; 

 Sreda RGTU; 

 DictaScope Syntax; 

 ETAP-3; 

 ABBYY Compreno; 

 Tomita-parser; 

 AOT etc. 

In the context of this work, AOT (tool for constructing a parse tree) was chosen [18]. Let us consider the application of the 

algorithm for translating a syntactic tree into a semantic tree using the example of a test fragment in Russian: 

Онтология в информатике — это попытка всеобъемлющей и подробной формализации некоторой области 

знаний с помощью концептуальной схемы. 

The parse tree for the test fragment is shown in the figure 1. 
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Fig. 1.  Example of a parse tree. 

Formally, the function of translating a parse tree into a semantic tree can be represented as follows: 

   ,  ,  , : SemSem
j

Synt
li

Sem RNPNF   

where
Synt
liN  is the i -th node of the l  - th level of a parse tree. For example, for the parse tree in Figure 1, the first node of the 

first level is the node “Онтология”, the second one is “пг”, the third one is “тире”, etc. The node of the parse tree can be a 

member of the sentence, for example, the node “Онтология”. Also, the parse tree node can be a syntactic label that defines the 

constituent members of the sentence, for example, “пг” (the prepositional group); jP  is the j -th syntagmatic pattern for 

defining the nodes of the parse tree. The nodes will be translated into nodes and relations of the semantic tree. The syntagmatic 

pattern is a collection of several words united according to the principle of semantic-grammatical-phonetic compatibility. 

Formally, syntagmatic pattern can be represented as follows:  

    , ,1 , ,  , , , 21 KkRNNNN SemSemSynt
k

SyntSynt
  

where
Synt
kN  is the k -th syntagmatic unit of the pattern corresponding to the node of the parse tree. It is necessary to use all the 

syntagmatic units included in it in order to use the syntagmatic pattern. Examples of syntagmatic patterns and the results of their 

use are presented in Table 1; 

K  – number of syntagmatic units in the pattern; 

 SemSem RN  ,  are the sets of nodes 
SemN  and relations SemR  of the semantic tree obtained as a result of translation of the parse 

tree into a semantic tree. Formally, SemR can be defined as follows: 

 , , , , , Sem
tehasAttribu

Sem
dependsOn

Sem
ithassociateW

Sem
partOf

Sem
isA

Sem RRRRRR   

where
Sem
isAR

 is a set of transitive relations of hyponymy; 

Sem
partOfR

 is a set of transitive relations “part/whole”; 

Sem
ithassociateWR

 is a set of symmetrical relations of association 

Sem
dependsOnR

 is a set of asymmetric relations of associative dependence; 

Sem
tehasAttribuR

 is a set of asymmetric relations describing the attributes of nodes. 

Table 1. Examples of syntagmatic patterns and the results of their application. 

Initial data Syntagmatic pattern Result 

попытка-генит_иг-

формализации 

{node1}-{генит_иг}-{node2} → 

{node1}-associateWith-{node2} 

попытка-associateWith-формализация 

в-пг-информатике {node1}-{пг}-{node2} → 

{prevNode}-getRelation(node)-{node2} 

lastNode-relation-информатика 

тире {тире} → {prevNode}-isA-{nextNode} lastNode-isA-nextNode 

концептуальной-прил_сущ-

схемы 

{node1}-{прил_сущ}-{node2} → 

{node2}-hasAttribute-{node1} 

схема-hasAttribute-концептуальный 

(всеобъемлющей, подробной) 

однор_прил- формализации- 

{node1}-{однор_прил}-{nodes} → 

{node1}- hasAttribute-{nodes[1]}, 

{node1}- hasAttribute-{nodes[2]}, 

{node1}- hasAttribute-{nodes[…]}, 

{node1}- hasAttribute-{nodes[count]} 

формализация-hasAttribute-

всеобъемлющий, 

формализация-hasAttribute-подробный 

The algorithm for translating a parse tree into a semantic tree consists of the following steps: 

1. Go to the first level of the parse tree. 
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2. Select the next node of the current tree level. 

3. If the node is marked, go to step 2. 

4. If the node is not a syntax label, go to step 9. 

5. If the node is a syntax label and does not have child elements, go to step 9. 

6. If the node is a syntax label and all its child nodes are not syntax labels, go to step 9. 

7. If there is a temporary parent node, replace it, otherwise, create a temporary node. 

8. If there is a previous node and there is no relation with it, add a temporary relationship with it and go to step 2. 

9. Apply the syntagmatic pattern for translation. 

10. Mark the processed nodes and go to step 2. 

11. Go to the next level of the parse tree and go to step 2. 

The resulting semantic tree for the test fragment is shown in Figure 2. 

 
Fig. 2.  Example of a semantic tree for a test fragment. 

The result semantic tree can be merged with other semantic trees within the text. In addition, the semantic tree can be merged 

with the domain ontology compiled by an expert. Extending the knowledge base by merging semantic trees retrieved from semi-

structured resources allows: 

 provide a common terminology space for sharing and understanding by all users; 

 determine the exact and consistent meaning of each term. 

Ontology is a common terminological basis for complex iterative processes. Figure 3 shows the fragment of the core of the 

ontology “LAN Administration” extracted from the thematic wiki-resource. 

 

Fig. 3.  The fragment of the core of the ontology “LAN Administration”. 
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4. Construction of the PrA ontology based on the syntagmatic analysis of text documents 

In the course of solving the problem of automated ontology expansion, two algorithms for terms extraction from domain texts 

using existing ontology core were developed: 

 the thesaurus-based algorithm; 

 the internal linkage algorithm [19]. 

The main feature of the developed algorithms is the term extraction from text documents by matching syntagmatic patterns 

with the lemmas of the objects from the core of the ontology. Syntagmatic patterns are extracted with the use of morphological 

analysis of text documents. 

The thesaurus-based algorithm. A thesaurus is a reference work that lists words grouped together according to the 

similarity of meanings (containing synonyms and sometimes antonyms), in contrast to a dictionary, which provides definitions 

for words, and generally lists them in alphabetical order. Any ontology is a complicated version of the thesaurus.  

The thesaurus approach assumes search of lemmas from the input words and their combinations among the terms defined in 

the ontology. For this purpose, each ontology class has a “HasALemma” property, which has a string value obtained by object 

name lemmatization. 

The supporting ontology object used in the further analysis has the degree of proximity in relation to the input word / word 

combinations that is calculated by the following equation: 

,max
1 i

i
m

i
t

p

n
k


            (1) 

where m  is the number of all ontology objects, in  is the number of words from the input sequence contained in the lemma of 

the current ontology object, ip   is the number of words in the current ontology object. 

The process of assessing the proximity of the input words to the subject area terms is shown on Figure 4. 

 

Fig. 4.  Finding the supporting ontology object. 

Each object in the ontology has an “IsATerm” property of Boolean type. The degree of proximity of input words to the terms 

of domain according to the Thesaurus algorithm is calculated by the following equation: 

,
1


c

k
k t

Ont            (2) 

where tk  is the result of the first step of the analysis, c  is the number of relations between the supporting ontology object and 

the nearest object with the true “IsATerm” value. 

Internal linkage algorithm. The developed metrics allows extracting terminology by not only defining the termhood of 

single words but also comparing the terms from the text with ontology objects and lemmas combinations of those objects, using 

Radd relations. The Internal linkage algorithm is the implementation of the following one. 

,2211 nm tRRtRt           (3) 

where addi RR  , Tt j , addR  is a set of relations that allow expanding the set of objects of the described domain through a 

combination of related objects lemmas, for example, properties “IsRelatedWith” and “IsAPartOf”. 

Thus, extracted terms that are part of other terms consisting of more words are not considered as terms in order to avoid 

redundancy.  

5. Experiments 

The text volume of about 62000 words from “LAN Administration” PrA was analyzed to assess the accuracy of the term 

extraction. OWL-ontology consisted of 261 classes and 46 relations. 

Precision (P), Recall (R) and F1 measures were used to assess the effectiveness of the algorithms for each category of tokens. 

Experiments on term extraction using the most frequently applied statistical methods: Frequency, TF*IDF, C-Value were also 

carried out. Results are presented in Table 2.  

Thus, statistical methods showed significantly better results when retrieving one term tokens. The internal linkage algorithm 

first extracts terms related to existing knowledge base terms. 

The internal linkage algorithm extracts less wrong terms in case of two and three term tokens. Statistical methods are more 

focused on the frequency of occurrences of phrases, regardless of the reference to the PrA features and can extract general 

scientific terms and terms from other problem areas. Moreover, statistical methods are more focused on the frequency of tokens 

without reference to the PrA and can extract general scientific terms and terms of other problem areas. 
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Table 2. Term extraction using statistical and syntagmatic methods. 

Amount of words Terms Candidates Right P R F1 

Internal linkage algorithm 

1 294 168 134 0.80 0.46 0.58 

2 631 431 372 0.86 0.59 0.70 

3 361 370 327 0.88 0.91 0.89 

Frequency 

1 294 134 123 0.92 0.42 0.58 

2 631 469 347 0.74 0.55 0.63 

3 361 334 267 0.80 0.74 0.77 

TF*IDF 

1 294 147 138 0.94 0.47 0.63 

2 631 456 328 0.72 0.52 0.60 

3 361 277 166 0.60 0.46 0.52 

C-Value 

1 294 120 112 0.93 0.38 0.54 

2 631 789 316 0.40 0.50 0.44 

3 361 295 162 0.55 0.45 0.50 

6. Conclusion 

The use of mathematical and statistical approaches to the building of domain ontologies by extracting knowledge from text 

documents does not take into account morphological, semantic, and syntagmatic features used in the text of linguistic forms. 

The methods of syntagmatic analysis allows: 

 to reduce all synonyms for the same concept; 

 to include polysemous words for different concepts; 

 to use the connections between the concepts and the appropriate terms to generate a new ontology entities. 

Thus, the experimental results suggest a high efficiency of the methods described in the article. The methods were developed 

by combining linguistic algorithms of terminology extraction from large text corpora in the process of syntagmatic analysis and 

extracting the core of the ontology from external wiki-resources. 
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Abstract 

Problems of simulation and control in production and economic system (PES) under condition of economy’s modernization are discussed in 

the paper. The developed control system considers the coordination of three systems – PES, market and taxation institutional system. We take 

into account the PES features as dynamism, large number of parameters, nonlinearity, nonstationarity, strong interconnectivity and hierarchical 

structure. The aim of the developed models and coordinated mechanisms is to improve the decisions making effectiveness at the expense of a 

coherent management in PES. 

 

Keywords: production and economic systems; modeling; coordinated control; coordination of interests; multiple criteria for decision making 

 

1. Introduction 

To improve the economy productivity and to create the sustainable innovation development system for enterprises of 

different industries, organizational and legal forms, sizes and spatial location it is necessary to develop mechanisms of multi-

level strategic planning and management. The control system, based on these mechanisms should include strategic planning at 

different level – the level of enterprise, the level of market agents and the level of state. At the enterprise level the strategic 

planning system must be unified in functional and management verticals. At the market agent level the development and 

implementation of strategic plans is to take into account the interests of all enterprise. At the state level, fiscal policy should be 

formed to be the most active component of economic and industrial policy, focused on the development of the capacity of 

enterprises as productive and economic system (PES) and its modernization. 

Therefore the problem of modeling and controlling tools creating for the PES operation under a systematic modernization of 

the economy, taking into account the interests of agents matching the most PES, market and institutional environments is of 

great importance. The solution of this problem and developed application decision will increase the efficiency of controlling 

processes in PES. 

The analysis of the investigations in the field of modeling and control in different organizational systems [1-8] is showed the 

following. Problems related to the economic-mathematical modeling and control of the processes of harmonization the 

economic interests of participants in production and economic, in market and fiscal processes are not solved. Previous studies do 

not deal with dynamic pricing for enterprises products in a competitive market, changing consumer preferences and behavioral 

strategies of competitors. 

2. PES as a controlled object 

Industrial and economic system is a complex organizational system combining production, sale and the resources 

reproduction. It is characterized by dynamism, a number of parameters, strong interconnectedness of parameters, hierarchical 

structure, the presence of the inverse of the material and information communications, nonlinearity and nonstationarity. The 

scheme of interaction the PES with macroeconomic systems – state, society is shown in Fig. 1.  

State regulate the economy and the PES as a part of the economy, provide security, unity and territorial integrity of the 

national economy, get the possibility of economic development. The activity of enterprises is carried out under a number of 

restrictions: technological constraints (production function), financial constraints (the cost of production factors), demand 

(market size), competitor activity, government regulation, taxes and subsidies, ethical rules and norms (social norms of 

business), time. 

Based on the above, the problem field can be represented as a set of interrelated issues. These questions arise to the process 

of interaction between the PES as the main system of the economy, producing products to the market as the sphere of activity of 

agents that influence the economic decisions of PES, as well as to the institutional environment of the state, which determines 

the rules of economic activity of the PES and a fiscal adjustment.  

The following most important key issues can be identified as: 

a) ensuring the development of PES through tax incentives; 

b) sustainable functioning of the PES through the balancing of resources and results of operations; 

c) coordination of economic interests of  PES; 

d) increasing the management efficiency through the PES agreed with external agents behavior in industrial market. 

There are a number of contradictions accompanying production and economic activity: PES - tax system, PES - competitors, 

PES - consumers. These contradictions include the following. 
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Fig. 1.  Interaction of PES with macroeconomic systems. 

1. The financial and economic stability of PES and its the effectiveness depend on reducing tax payments and the stability of 

the economy connected with the growth of tax revenues into the budget. Smoothing of this contradiction of interests can be can 

be achieved by the harmonizing the tax burden on PES and the level of tax rates that provide both the PES development and  

required budget revenues. 

2. When selling the product on the market PES aim to maximize its revenues at the expense of  highest possible price in 

completive market. Consumers make there choice of those products which has minimum price with equal quality. Resolution of 

this contradiction is possible due to adaptive pricing that ensures the coordination of PES utility functions, competitors utility 

functions and consumers preferences. 

3. When implementing strategic goals aimed at long-term growth and development PES should monitor solvency and 

liquidity in order to avoid risks associated with a decrease in the level of sustainability and solvency in the short term. This 

requires a set of measures aimed at managing financial resources and cash flows and providing coordinated management at the 

strategic and operational levels of the PES system management. 

4. Management of the PES stability can be realized by balancing: resource flows, output volumes and products price by the 

criteria of profitability and profit. 

These contradictions are formed with the synergetic interaction of economic systems - the enterprise as a PES, the market 

system and the tax system and can be resolved through the development of models, methods and mechanisms for managing the 

interaction of these systems on a single methodological platform. In order to solve the problem of reconciling the 

multidirectional interests of subsystems - PES, market and tax systems, it is necessary to create a decision support toolkit under 

uncertainty to ensure a PES and economy efficiency increasing.  The problem of PES management features are: 

1) complexity of control object; 

2) synergistic impact of factors and uncertainty on the process of PES functioning and development; 

3) necessity of PES management system efficiency increasing to ensure PES sustainability; 

4) necessity to harmonize the multidirectional interests of interacting systems to ensure economic growth. 

Therefore, the problem of conflicting interests harmonizing of PES, market and tax systems at different management levels, 

developing tools for supporting decision-making under conditions of uncertainty is urgent. The management system should 

include management at the PES level, at market agents level and at the state level.  

3. Conceptual basics for the PES modeling and control 

Models for PES process control based on complex interactions of diverse subsystems, ensuring consistency of economic 

interests of participants of the economic, financial and market processes. The control system structure is defined in the form of 

three blocks: 1 – block for providing an effective enterprise resource management system, aimed at harmonizing the strategic 

and operational levels of management (project management, processes); 2 – block for adaptation of market management 

mechanism that supports the interests of consistency of producers and consumers (control pricing processes); 2 – block for tax 

burden and tax rates regulation as an instrument of fiscal policy, aimed at improving economic growth in general (management 

of the institutional environment). Solution of these problems is based on simulation of a system having a hierarchical structure 

which includes the components listed below. 

a) simulation of the tax burden and tax rates, taking into account conflicting interests of industrial and economic systems 

(tax subjects) and the economy as a tool of fiscal policy, aimed to the development of the PES; 

b) simulation of market interactions of producers and consumers. This section is important because it leads to the 

formation of market prices, which are among the most important characteristics of the PES effectiveness; 
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c) simulation of resource component for production and economic system. At this level, it is considered the conversion of 

resources into results and the aim is to ensure the most efficient allocation of resources for production and to ensure the 

effective development of the PES. 

The coordinated control mechanism for the PES consists of inter-related technologies: the balanced efficiency; the financial 

planning; the prices control; the technology of synthesis of optimal tax rates. First two technologies are united in subsystem for 

the PES resources control.  Functional diagram of coordinated control mechanism for the PES is shown in Fig. 2. 

 

Fig. 2.  Functional model for PES coordinated control mechanism. 

The hierarchical simulation system is constructed as follows. First  level is modeling of optimal tax system [9], includes the 

model for determining the effective tax burden and the model for determining the optimal level of tax rates on taxes and tax 

homogeneous groups of subjects [10, 13]. Simulation  results at this level area are allowed tax burden in groups of similar 

taxation objects and the optimal tax rates that satisfy the interests of the taxation objects and the economy as a whole.  

The second simulation level is the dynamic model of market pricing, designed for the PES control in conditions of 

nonstationarity of environment parameters and dependence spheres of production and consumption on the basis of the adaptive 

pricing mechanism. Prices level formation and changing are coordinated both with the strategic objectives of the manufacturers 

and the changing preferences of consumers [11, 12]. The result of the modeling of market processes are Nash equilibrium prices 

for manufactured products that achieve the maximum efficiency for PES. 

The third simulation level based on production and economic system control models, designed for the optimal combinations 

of production resources within the constraints generated by the first and second levels of modeling [13, 14]. Modeling results are 

the resources costs, production quantity and prices for production and economic system. 

4. Models for PES control 

The model of economic efficiency of production is formed as the ratio of profit and production costs: 

 
С


 ,    (1) 

where the profit is  

 vf
CqCpq  .    (2) 

Total production cost is defined as the sum of variable and fixed costs  

vf
CqCС  ,      (3) 

where   is the profitability of goods production in q  quantity,   is the gross profit generated on the sale of goods in q  

quantity and p  price, С  is the total cost, including a constant part f
C  and a variable part vqC . The profit tax payable to the 

budget is defined as  

 PTPT tТ ,       (4) 

where PTТ  is the profit tax, PTt  is the profit tax rate. 

The basis of tax burden simulation is the Laffer assumption about the nonlinear connection of output X and the level of tax 

burden . For each group of similar taxation objects we design the dependences as the follow  

XT /θ ,        (5) 

where  is the tax burden, T  are  the  tax revenues.  

We assume that the production also has non-linear relation with the tax burden. The production function is approximated by a 

quadratic polynomial:   

  θθθ 2 baX           (6) 

and the tax function  T  has the form:  

  23θ bθaT  ,        (7) 
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where a and b are function parameters.  Identification of production function  X  and tax function  T  allow to find the 

first and second Laffer points in which the production and tax functions has their maximum respectively. 

Harmonization of the operational financial planning system and the strategic financial planning system is provided due to 

coordination of special indicators of operational and strategic control levels. At the operational enterprise level it is ensured the 

products competitiveness, the overall status of PES and its  financial and operating efficiency, at the strategic control level it is 

conducted the enterprise investment attractiveness, the growth of its value in the long term. Interconnection of these indicators is 

based on a multifactor model 

BLRROA
EBIT

NI

E

A

AE

T
ROE 





 PT ,                            (8)                 

where ROE is the return on equity; NI is the net income; E is the equity capital; EBIT are the earnings before interest on loans 

and income tax; A is assets; ROA is return on assets; LR is the coefficient that determines the effect of financial leverage; B is 

the coefficient reflecting the decrease in profitability of the enterprise in the payment of interest on the capital employed and tax 

deductions. 

The model of competitive interaction of the enterprises (in the case of a duopoly) is represented as mapping: 
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where    tptp 21 ,  are the prices of products of the first and second firms, taken at discrete intervals of time t; second terms in 

both equations show how the change in prices in period t, and how this change will affect the price in the next period. 

Parameters 1k  and 2k  represents the increase in prices due to changes in the pricing policy. Variables 1c  and 2c  represents 

production cost of the first and second firms respectively. 

5. Numerical results 

We consider the computational experiment implemented the designed harmonized mechanism for the tax burden and tax 

rates. Modeling is based on the statistical data for several years about taxable bases for individual taxes, tax revenue for five 

classes of PES - large enterprises, providing about 50 % of tax revenue into the region budget. Further we give modeling results 

for the aggregate tax burden and the tax becoming the first group of taxpayers. The first taxpayers can be described as the largest 

taxpayer, which has the following structure of taxable bases: the share of value-added tax is 0.576; profit taxes - 0,125; the 

unified social tax - 0,098; property tax - 0.08; other taxes - 0,121. 

Production and tax functions, as well as their extremes are:  

    ,101.400105.141,101.400105.141 2637
1

627
1   TX  .19.0**,13.0*        (10) 

Analysis of the actual total tax burden for the first group of taxation objects shows that in periods t and t-1, its value is more 

than two points Laffer *  and **  and is equal to 0.23 and 0.25 respectively. The insensitive area for the tax burden is from 0 

to 0.09 ( h ), Fig. 3. 

 
Fig. 3.  Elasticity function for the production and tax revenue. 

Detailed analysis of the production and tax functions for the first group of enterprises showed that the current tax burden is 

such that there is in the third zone. This corresponds to a situation in which the tax burden is the right of both the Laffer points. 

This means that fiscal policy stimulates the fall of the production function, while dissatisfaction fiscal interests. Therefore it is a 

great necessarily for reduce the overall tax burden, which will increase the value of production and tax functions simultaneously, 

table 1. 

Consider the several cases to change (decrease) in the overall tax burden for first group objects of the. The most significant 

increase in the production function is achieved at the tax burden level of 13-14 %, but further reduction in the tax rate will not 

give further effect in the tax revenues growth. Elasticity’s analysis of the production and tax functions showed that the area of 

insensitivity can be determined as [0; 0.09], since this segment is the growth of the tax burden leads to a greater reduction in tax 
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revenue than that achieved for a given load in output growth. Therefore the recommended decision is to reduce the overall tax 

burden up to 14 % or 9 %. 

Table  1. Growth rates for production and tax functions. 

Tax  burden changing Δ New tax burden  Growth rate for function X  Growth rate for function  T   

- 0,23 - - 

0,01 0,22 0,138 0,089 

0,02 0,21 0,260 0,150 

0,03 0,2 0,365 0,187 

0,04 0,19 0,454 0,201 

0,05 0,18 0,526 0,194 

0,06 0,17 0,581 0,169 

0,07 0,16 0,620 0,127 

0,08 0,15 0,643 0,071 

0,09 0,14 0,649 0,004 

0,1 0,13 0,639 -0,074 

0,11 0,12 0,612 -0,159 

0,12 0,11 0,568 -0,250 

0,13 0,1 0,508 -0,344 

0,14 0,09 0,432 -0,440 

0,15 0,08 0,339 -0,534 

0,16 0,07 0,229 -0,626 

0,17 0,06 0,103 -0,712 

0,18 0,05 -0,040 -0,791 

0,19 0,04 -0,199 -0,861 

0,2 0,03 -0,374 -0,918 

0,21 0,02 -0,566 -0,962 

0,22 0,01 -0,775 -0,990 

0,23 0 -1,000 -1,000 

Changing the overall tax burden is possible by changing tax rates. Moreover, the conceptual analysis of the types of taxes 

remains within the Laffer theory that maintains the unity of methodological research. Therefore, for qualitative and quantitative 

analysis of the need to build on each group of objects depending on tax bases of each taxes: value added, income, profit, 

property. For the first taxpayers group tax production functions for each type of tax as well as the extreme points of these 

functions, and the actual tax burden value are as follows (for value-added tax, for profit tax, for income tax, for property tax 

correspondingly):  

    ,105.548103.107,105.548103.107 2536
11

526
11   TX 37.0,35.0**;28.0*   , 

    ,108.715102.273  ,108.715102.273 2738
12

728
12   TX 15.0,34.0**;23.0*    

    ,103.479107.368  ,103.479107.368 2536
13

526
13   ТX 08.0,09.0**;07.0*   , 

    ,108.715102.273  ,108.715102.273 2638
14

628
14   ТX 02.0,016.0**;009.0*   .                    (11) 

Many tax rates combinations that implements the single changing in total tax burden can be represented in the form of the 

matrix. For the analyzed companies there have been determined the particular solution, and presented in the form of a matrix A. 

The elements of this matrix reflects the need to transform the specific tax rates in the form of an increase / decrease in 

implementing the first option - reducing the overall tax burden in 1% lead to the increase in the production function in 14 % and 

the growth of the tax function in 9 %:     

053.008.033.002.0

023.005.011.007.0

001.001.005.002.0





A .                               (12)                      

It should be noted that the proposed change in tax rates implements only one of the possible options for fiscal policy, which 

allows to increase the efficiency of the fiscal system. Modeling of competitive tax system and finding the optimal tax rates on 

different PES groups is presented in [9]. 

6. Conclusion  

The proposed approach for PES modeling and control is differ from similar ones in that takes into account its properties, 

complex nonlinear relationships between economic agents of internal and external environment. This allow to simulate the 

processes of PES functioning in conjunction with the economic agents, agreeing in control their conflicting goals and criteria. 
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The conceptual model for the PES control defines a single system-methodological position for control structure in the form of 

three blocks: creation the effective PES control system that ensures the coordination of strategic and operational management 

processes in the PES; formation the effective pricing system for the PES as a market mechanism for strategic cooperation with 

competitors and consumers; formation the tax burden and tax rates as an instrument of fiscal policy, aimed to stimulating the 

PES development and economic growth. Conceptual model is the basis of the methodology and aims to improve the decisions 

making effectiveness at the expense of a coherent decision-making in PES control system. 

The proposed scheme of PES control system unites disparate economic and mathematical methods and models, reflects the 

heterogeneous properties of PES and provides a synthesis of efficient control algorithms. Developed decision support tools for 

the PES control in the form of control mechanisms, methods and models has been implemented as an integrated software 

package. 
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Abstract 

The article focuses on a new extent to synthesize a control strategy of learning of a special artificial neural network with variable signal 

conductivity and on features of neural networks with variable signal conductivity. The purpose of the research is to create a new control 

strategy based on analysis of the neural network error signal. Also the article contains an approach how to compute the control strategy.  The 

main result is contained in the necessity to realize the control strategy on the basis of preliminary training of the neural network with specific 

techniques. Authors also suggest a technique of computing the crucial trajectory of the network’s error decreasing. The trajectory may be 

computed using signal processing methods. 

Keywords: neural networks; control; signal processing; preliminary training  

1. Introduction 

Artificial neural networks (ANN) are well known in application to transport planning, scheduling etc. Some papers are based 

on Hopfield’s classical neural network with minimization of the energy function [1,2]. In [3] authors propose a hybrid scheme 

with the Hopfield’s network and some heuristic methods to create timetable of CPU load. In [4] authors solve some transport 

problem by the multilayer perceptron with one hidden layer. All these works are not dedicated to creating the timetable with 

complex analysis of transport constraints. Besides all of these networks are not being trained with rigor methods. Moreover in 

[5,6] an approach to consider the neural network’s teaching as an optimal control problem is presented. Hence in this paper 

authors are going to present an attempt to set the problem of rational control of the special neural network which solves rail 

scheduling problems.    

2. The object of the study  

The object of our analysis is a special neural network with variable signal conductivity described in [7]. Its topology is given 

in fig.1 

 

Fig.1. The architecture of the special neural network. 

 

It is given a double-track railway section, consisting of several runs with the set times of the train moving in even and odd 

directions. There is an input vector 𝑋 = {𝑥0, 𝑥1, … , 𝑥1439}, consisting of zeros and ones characterizing moments of train 

departure from the specified stations of the section. Also we know the desired vector of the train arrivals to the final station, 

which is the desired output value of the zero layer 𝑋
(0)

of the ANN. 

The number of layers is equal to the number of railway stations. Each layer has 1440 neurons, which is equal to the number of 

minutes in the period of twenty-four hours. 
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Each neuron of the i
th

 layer is connected to each neuron of the next layer (total number is 1440 links). In addition, each 

neuron is associated with several neurons on the left (i.e., with neurons with a smaller number) and on the right (with neurons 

with a larger number). 

Each matrix of weights 𝑊 between two layers with numbers i, i+1 is a square matrix where the number of rows and columns 

is equal to 1440.  

𝑊𝑖,𝑖+1 = (

𝑤0,0 ⋯ 𝑤0,1339

⋮ ⋱ ⋮
𝑤1339,0 ⋯ 𝑤1339,1339

), 

where 𝑤𝑖𝑗 is the weight value on the link connecting the neuron with the i
th

 layer number and the neuron with the j
th

 number of 

the adjacent layer. 

Every neuron may be characterized by its state. Possible states of the neuron are: "active", when the input signal can be 

received at the input of the corresponding neuron, "sleep", when the value of the potential of the given neuron is zero, "off", 

when we cannot receive signals from the previous layer. The state "sleep" exists for even and odd directions. 

Weights of constraints are initially specified randomly by real numbers from 0 to 0.1. Later they change during the process of 

the neural network’s learning. The transit of the signal through the connections between the neurons of neighboring layers 

displays the process of traversing the train on a distance between the stations. Pay attention to minimum travel time between two 

stations (which is integer), all weights of links from neuron with number j from 0 to j+t (where t is minimal running time) are 

taken equal to minus infinity. These weights never change.  

Calculation of the ANN output is performed by sequential calculation of the potentials of active neurons in adjacent layers 

along the signal path using the sigmoid activation function. 

Link weights define the level of competition between neurons for the right to receive a signal (train) in the next layer 

(station). Thus, the transmitted signal from one layer of the neural network to the other can’t violate the rule of minimum travel 

time. 

The direct calculation of the network is performed as follows. 

1. The vector 𝑋 = {𝑥0, 𝑥1, … , 𝑥1439}, , which is a sequence of zeros and ones, is being fed to the first layer. The ones mean 

that the corresponding minute is associated with the passage of the train. 𝑋𝑙 means a vector of neurons’ values from a layer with 

the number 𝑙.  
2.  For all links issuing from the layers with numbers𝑛, 𝑛 − 1, … 1  the following holds: 

∀ 𝑘 ∈ (0,1, … 1439)𝑖𝑓 𝑋𝑘
(𝑙)

> 0, 𝑡ℎ𝑒𝑛 ∃ 𝑗 ∈ (0,1, … 1439): 𝑤𝑘,𝑗 = max{𝑤𝑘𝑚} , 𝑋𝑗
𝑙−1 = 0 , then we establish 𝑋𝑗

𝑙−1 ≔

𝑓(𝑋𝑘
(𝑙)

, 𝑤𝑘,𝑗), 

where 

𝑤𝑘𝑚 is the weight at the connection between the neurons of the layers k and m, 

𝑘 is the number of the neuron of the current layer, 

𝑗 is the number of the layer adjacent to the current. 

The meaning of the condition described above is that: for each neuron with the number k of the current layer with a positive 

output value in the next layer, we search for such a neuron that the value of their connection weight is the maximum of all the 

neuron bonds with the number k with the next layer. 

3. The activation function is  𝑓(𝑥, 𝑤) = {
0, 𝑖𝑓 𝑥 = 0,
1

1+𝑒−𝑥∗𝑤 , 𝑖𝑓 𝑥 > 0
        (1) 

where 

 𝑓(𝑥, 𝑤) is the value of the activation function, 

𝑤 is the weight value of the  neuron with the maximum-weighted link, winning in the competition of neurons, 

𝑥 is the input to the neuron-winner. 

4. With the output of the network Y we take the vector of values of the last layer 𝑋
(0)

. 

Moreover 𝑌𝑑  is the desired output of the network. It also consists of a sequence of zeros and ones whose meaning is 

identical to the sense of the input vector 𝑋.  

We introduce the concept of “train number”, which we denote by 𝑟. We say that the train passes through the station with 

the number 𝑙1 per minute 𝑘1 and the station with the number 𝑙2 per minute 𝑘2, if the equality is fulfilled: 𝑟(𝑋𝑘1

𝑙1 ) =  𝑟(𝑋𝑘2

𝑙2 ) 

∀𝑟 ∀ 𝑙 ∃! 𝑘: 𝑟(𝑋𝑘
𝑙 ) = 𝑟 , i.e. all trains pass through each station at exactly one point-minute. By train numbers trains are tracked 

for moving through all stations. The train number determines the category of the train and current train classification for 

scheduling.  

The neural network is being trained according to the following algorithm. 

1. Calculation of the ANN error.  

A network error is calculated using the formula: 

 Е =
∑ (𝑘𝑑−𝑘𝑌)2+∑ (𝜏∗𝑘′𝑑)2

𝑏𝑏

𝑏
,           (2) 

 

where 

b is the number of trains that are required to be plotted in the schedule.  

𝑟(𝑌𝑘ц
) = 𝑟(𝑌𝑘𝑌

) is the number of the train for all trains that have reached the last layer,  

𝑘′𝑑 is  the index numbers of the elements of the vector 𝑌𝑑, for which the network signal did not reach the last layer, 
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𝑌𝑘𝑑
, 𝑌𝑘𝑌

 are the values of the elements of the target vector 𝑌𝑑 and the actual arrival vector 𝑌𝑘 respectively. 

𝜏 is the penalty coefficient for the train that has not reached the last station. 

This type of error was introduced in order to emphasize the physical meaning of the network requirements (all trains must 

reach the layer with number 0). 

2. Within the given number of learning epochs, while 𝐸 > ∆, where ∆  is the forward accuracy of the laying of 

trains, perform the following steps: 

For all the layers with numbers 𝑙 ∈ (0,1, … , 𝑛 − 1), for all neurons of the l
th

 layer with the number 𝑗 ∈ (0,1, … ,1439) it is 

set: if 𝑋𝑗
(𝑙)

> 0, then for the train identifier 𝑟(𝑋𝑗
(𝑙)

) ∃! 𝑖: 𝑟(𝑋𝑗
(𝑙)

) =  𝑟(𝑋𝑖
(𝑙+1)

). The meaning of this expression is searching in the 

layer (l+1) of the neuron with the number 𝑖, from which the train with the identifier 𝑟(𝑋𝑗
(𝑙)

) has come to the neuron j of the layer 

l. 

We calculate the new weights of the i
th

 row of the matrix of 𝑊𝑙+1,𝑙 by recalculating values of the weights according to the 

follows: 

- reducing the weights that are situated “on the left” from the maximum weight position according to the formula: 

∀ 𝑚 ∈ (0,1, … 𝑖 − 1): 𝑤𝑖,𝑚 = 𝑤𝑖,𝑚 − 𝜂 ∙ 𝑥𝑖
𝑙 ∙ 𝑓′(𝑥𝑖

𝑙+1) 

- reducing the maximum weight by the formula:  

𝑤𝑖,𝑗 = 𝑤𝑖,𝑗 − 𝜂 ∙ 𝑥𝑖
𝑙 ∙ 𝑓′(𝑥𝑖

𝑙+1)  

- increasing the weights that are situated “to the right” from the position of maximum weight by the formula: 

∀ 𝑚 ∈ (𝑖 + 1, 𝑖 + 2, … 𝑖 + 𝑠): 𝑤𝑖,𝑚 = 𝑤𝑖,𝑚 + 𝐺 ∙ 𝜂 ∙ 𝑥𝑖
𝑙 ∙ 𝑓′(𝑥𝑖

𝑙+1) ∙ |𝑤𝑖,𝑗 − 𝑤𝑖,𝑚| 

In the equations the following notations are accepted: 

𝑓′ is the derivative of the activation function (1), 

𝑠 = √𝐸  is an indicator characterizing the width of a segment within which there is a positive correction of the balance, 

𝐺 is the coefficient introduced for accelerated growth of weights “on the right” from the position of the maximum- 

weighted link, 

𝜂 is a speed of network training, 

𝑥𝑖
𝑙 is the output of the neuron i of the layer l, 

𝑚 is the position of the neuron in the layer relative to the value of the neuron with the maximum weight, 

𝑤𝑖,𝑗 is the value of the maximum weight, 

𝑤𝑖,𝑚 is  the weight value for the neuron at position number m, 

 𝑓′(𝑥𝑖
𝑙+1) is the value of the derivative of the activation function in the subsequent layer (l + 1) for the neuron numbered i, 

𝑥𝑖
𝑙 is the output of the neuron i of the layer l. 

The physical meaning of learning is this: when the weights of connections “to the left” from the connection with the 

maximum weight are being decreased, the chance of the signal of the selected neuron to pass through the reduced connection 

became smaller at the next attempt (epoch). “On the right” of this connection, on the contrary, the values of the weights are 

being increased. 

After each epoch (after a new calculation of the network values), the learning rate η increases by a value equal to 
𝜂

𝑒
, i.e. 

𝜂(𝑒) = 𝜂𝑒−1 +
𝜂𝑒

𝑒
   

where 𝑒 is the number of epochs. 

After selecting all the signal trajectories and printing them on the paper we’ll get a variant of a train schedule created by the 

artificial neural network during its training process.  

During its training process every ANN has its own error signal. The error signal is an important indicator of ANN’s behavior. 

The further investigations are devoted to using the ANN error signal to improve its training process. Typically the dynamics of 

the error function (error signal) looks like in fig.2 

3. Methods 

In particular case when the error function could be described as sum of sinusoidal-based harmonics with different frequencies 

and amplitudes we may use the results obtained in [8]. In general case we are not sure in this signal error representation.  

To analyze the behavior of the error function we plot its autocorrelation function (fig.3). 

It gave us an assumption that it is possible to decompose the signal. The goal of this decomposition is to filter the main 

components of the error function. After filtering we should try to implicate the decomposition for a rational control scheme to 

train the network. 

According to the useful practice in stochastic market signal processing we have successfully implicated LOESS techniques 

[9] to decompose the signal of the neural network error function. The analyzed signal, as we discovered, consists of three 

perceptible components: a trend part, a periodic signal and the irregular components. 

The trend curve of the neural network error function provides guides for synthesis of the rational control.  

4. Discussions about ways of control implementation 

During the research authors have planned, realized and analyzed several series of computational experiments with variable 

key parameters of the neural network functioning including initial trainspeed, desired mean of the error, number of trains to  
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scheduling etc. It is set that we have stable and iterative character of error function view (fig.2), trend function view (fig.4). So 

we conclude that we should find rational control of the neural network based on this curves (fig.4). 

Fig.2. One example of error function. 

Fig.3.  ACF of the error function. 

Fig.4. An example of STL-decomposition of the error function (trend). 

In consideration of the enormous quantity of links between neurons it is impossible to solve the control problem in terms of 

dynamics of every neuron link (and the system of differential equations). So it is potentially useful to apply some special 

techniques to simplify and generalize control influence like: 

- Pre-amplification of the bundle of links in the concrete areas of the neural network; 

- Pre-diminution of the bundle of links which are rather useless to desired trajectory of signal distribution (e.g. the 

links which may create too earlier or too later arrivals etc.); 

- Simultaneously pre-amplification and pre-diminution of the links; 

- Mutation of links’ weights in bounded area; 
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- Swap of weights between the links of selected pair of neurons.          

Another way to invent the control strategy is implementation of inverse general neural network control. 

 

Fig.5. A principal scheme of inverse-based neural network control. 

 

The main idea of the scheme given in fig.5 is as follows. We realize a control strategy for the neural network with variable 

signal conductivity (which is a controllable object) using another neural network (which is a controller). We have a target error 

curve (fig.4) and we know all statements of every weight per every moment so we may represent every weights change like a 

control step act. In epoch (k-1) we know all the picture of weights changes and hence the total of used control acts. Also we 

know the target level of the error function in epoch number k and the actual level of the error function in epoch k. So we may 

describe this situation as: 

𝑈(𝑘 − 1) = 𝑓(𝐸𝑘 , 𝐸𝑘
𝑡)               (3) 

where:  

 𝑘 − 1 is a number of previous epoch, 

𝑘 is a number of current epoch, 

𝐸𝑘 is an observable meaning of the error function   

𝐸𝑘
𝑡  is a target meaning of the error function  given by STL-decomposition 

𝑈(𝑘 − 1) is the set of used control acts, 

f() is a reaction of the inverse-based neural network. 

An equation (3) describes the inverse-based neural network training mode.   

In the work circuit given in fig.5 we feed into the inversed neural network’s input the target error in (k+1) epoch and actual 

error in current epoch. The output of the inversed neural network should be interpreted as the control signal applicable to the 

neural network with variable signal conductivity. The last described scheme will work properly if the inversed-based neural 

network is trained relevant to behavior of the control object. Let us consider some issues of the implementation of the scheme 

considered in fig.5. 

In [8] there was an attempt to synthesize global control strategy for artificial neural network with variable signal conductivity 

solving Bellman optimal control feedback task. The main conclusion of investigation [8] is that a multilayer neural network with 

variable signal conductivity is an output-controllable system, but not a fully-controllable system. Authors got a principal control 

curve, but it is rather difficult to implement the founded control function. E.g., if the neural network has only 1440 neurons in a 

layer and every neuron has only 100 active links with non-zero weights values for only 10 layers (is equal to 10 stations), we get 

about k×10
6
 active weights. Hence we need to embed k×10

6
 control regulators to realize the founded in [8] the only control 

curve. It is potentially inconvenient and it is only theoretical result because we need to research the form of functional 

dependence between the error level E(t,u*) and all set of k×10
6
 weights and regulators (u* in this case means the founded 

optimal control curve). 

To avoid this authors offer training a supervising neural network using a special database to store any step of the considered 

neural network with its all weights and neural statuses. Authors suggest a supervisor neural network which feeds desired error 

level and observed error level and returns one parameter of concrete weight value in the multilayer neural network with variable 

signal conductivity. It leads to creation of the ensemble of multilayer perceptrons which will give us every weight parameter of 

considerable neural network. The structure of the database is given below. 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6. A structure of the database for storing the neural network statuses. 
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All the fields of the database are described in the table 1. 

Table 1. The database fields’ description. 

Name of the database 
table 

Name of the field Data type Description 

Experiment 

 

Id  int Experiment identitification number 

delta  int Desired accuracy of the network 

G  int Coefficient of the weight growth/decrease non-uniform 

rate of the links weights 

trainspeed decimal(18, 5) Initial train speed 

description nchar(100) comments  

Errors 

 

experimentID int Experiment identitification number  

errorChet decimal(18, 5) Level of the even signals (for even trains schedule) error 

errorNechet decimal(18, 5) Level of the odd signals (for odd trains schedule) error 

posErrorChet decimal(18, 5) Positive even signal level error 

posErrorNechet decimal(18, 5) Positive odd signal level error 

numberEpoch int Number of epochs 

Weights 

numberEpoch int Number of epochs 

deltaW float Difference of the concrete weight level  

teachingID int Teaching type identifier  

numberLayer int Number of layer 

numberNeuron int Number of neuron 

numberLink int Number of link 

experimentID int Experiment identitification number 

weight float Value of the concrete weight level 

Teaching 
Id int Teaching type identifier 

name nchar(20) Teaching type name 

A principal control circuit is given in fig.7. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. A structure of the control circuit and the database. 

On fig.7: MANN VSC is a multilayer artificial neural network with variable signal conductivity, MANN VSC Database is a 

special database described in table 1, “Ensemble of neural networks controllers” is a supervisor neural network.    

The main idea of fig.7 is the follows. Entrance of the controllable neural network feeds the moments of train departures and 

its desired arrival moments. The multilayer neural network with variable signal conductivity is functioning according to its 

algorithms and rules and is returning a set of error curves. These curves are being decomposed by STL to create a set of desired 

error signals. During this moment all statuses of the controllable neural network are being saved in the database for further 

storage. Values of desired error signals and real error signals are entering the entrance of the neural network supervisor 

ensemble, statuses of the controllable neural network are entering the output layers of the ensemble. We get inversed training of 

the ensemble because the order and the training procedure are implemented as in fig.5. 

In current mode all trained weights for each epoch would be given to the MANN VSC entrance. 

So in the present paper authors describe a new prospective approach to train the neural networks for transport scheduling.  

  

Controlled object 

( MANN VSC)

MANN VSC 

Error signal

MANN VSC Database
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Desired 

error signal 

MANN

Input: error 

( epochs +1)

Input: desired error 
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Ensemble of 

neural networks -  

controllers
…….

Estimates of 

weights

 

in step

 

(epochs)

Inversed learning

Input data

In control mode
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5. Conclusions 

1. To improve existing training methods of the neural networks with variable conductivity of signals it is possible to use 

some rigor mathematical disciplines. The theoretical basis for it can be synthesized of the settlements from Theory of 

Optimal Control and Theory of Signal Processing. It allows us to construct various transport timetables in more effective 

way.  

2. Each neural network despite the kind of solved problems should be detected and registered. Its error signal should be 

processed and filtered to distinguish main component from signal series. 

3. According to the trend component of the signal the system of weights and links of the neural network must be modified 

using one of techniques described above. 

4. It worth sharing a new control scheme working with an inverse-based neural network control. The specific feature of the 

considered task is the neural network as a controllable object. This representation is innovative because in classical case 

we have  a technical or a chemical systems described by its evolutionary equations as the controlled system and a neural 

network as a controller.  
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Abstract 

Reconstruction of information hidden in vector signal phases does not lose its relevance. Sets of vectors  n

ii 1
  , called frames, in a space 

)( mm RC  can be used for theoretical research of phase retrieval. The article shows that phase retrieval is equivalent to phaseless 

reconstruction. Examples are considered in 
mR  and 

mC , for which sets of vectors  n

ii 1
  that simultaneously carry out phase retrieval 

and phaseless reconstruction are constructed. 

Keywords: phase retrieval; phaseless reconstruction; frame; complement property; weak phase retrieval; generic frame 

1. Introduction 

A search of the fast algorithms for phaseless signal reconstruction is topical now. The main property of frames, which makes 

them so useful in applied tasks, is their redundancy. A well-chosen frame can provide numerical stability for signal recovery and 

obtaining important characteristics of the signal [1]. A family of frames recovers the signal by absolute values of frame 

coefficients in polynomial time. 

It is shown that in the real case under certain conditions a generic frame consisting of (2m-1)-vectors can recover the signal 

without phases. The similar result was obtained in the complex space for (4m-2)-vectors. 

Along with the "phaseless reconstruction", another version of the discrete phase problem statement – "phase retrieval" – is 

considered. The issue of their equivalence is raised and partially resolved. 

The present work continues this line of research and gives examples of signal recovery in small-dimension spaces. 

2. A Discrete Phase Problem in Reconstruction of Signals in Space-Rocket Hardware 

Now the problem of reduction of the mass of cable systems in spacecraft is widely known. In this connection we offer for 

consideration an option of replacement of the cable system by a radio channel [2]. 

Widespread introduction of wireless devices has become possible as a result of improvement and reduction in cost of 

electronic components. Modern chips, which are used in construction of wireless networks, only require connection of several 

passive components and program setup. 

In connection with the above-mentioned it is reasonable to consider the introduction of wireless technologies into space-

rocket hardware as one of ways to reduce the mass and complexity of the cable system.  

Let's consider, as an example, a signal transmitted by a radio channel with a modulation of an OFDM type. The main 

advantage of the chosen method is that the signal propagation delay is much less, than time of transfer of a symbol in auxiliary 

carriers as compared to other types of modulation. That allows implementing more stable transfer of information under 

conditions of symbols overlapping in the course of rereflections of the signal. 

Figure 1 shows a distribution model of levels of signals from a different number of access points for a case when a set of 

blocks is arranged inside a spacecraft. The model is presented in a two-dimensional form, however, as is obvious from 

distribution of levels of signals, 4 access points is enough to provide communication of all blocks among themselves, including 

by relaying.  

As is evident from figure 1, the signal levels at the border of the external and internal parts of the compartment do not exceed 

minus 30 dBm (blue color:-30 to -40 dBm, green color:-40 to - 50 dBm) relative to 0 dBm at the antenna exit. If we take into 

account that aluminum has a shielding factor of 70 dBm (for the thickness of 5 mm) we obtain the coefficient of signal 

attenuation outside the working zone equal to 100 dBm. If an additional protection is necessary, it is enough not to allow 

blocking direct visibility of the transmitting part and the compartment border, which will increase attenuation by 30-40 dB [2]. 

In OFDM modulation, data are distributed among a great number of auxiliary carriers, that’s why it is necessary to recover 

the information lost in several subchannels for further data handling. A Search of the signal recovery algorithms is topical 

now. Sampling and quantization of the analog signal lead to consideration of the signal as an element of a finite-dimensional 

space V . By the orthonormalized basis (ONB) m
iiu 1}{  , the "signal" Vv  can be uniquely represented in the form of the sum: 

i

m

i

i uuvv 



1

, . Actual measurements prove real, and the gap between iuv,  and amplitudes of measurements iuv,  proves 

insuperable in signal reconstruction [1, P. 280], [4, P.281]. 
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Fig. 1.  Distribution of the signal from one access point (on the left) and from four access points (on the right). 

In recent years, significant amount of works has been devoted to solution of the following task: to construct such systems of 

"measuring" vectors  n

iiФ
1

   that allow recovering a signal Vv  by a set of real numbers iv , . 

Such task has no decision in the ONB class. 

The main problem set in [3] is still far from final solution. It is to find necessary and sufficient conditions for a system of 

representation vectors  n

iiФ
1

   (so-called "measuring vectors"), which provide injectivity and stability of mapping of 

"amplitude measurement" of the signal x 
2

,:)))((( ixixA   

We have proved that exact recovery of the signal (to the unimodular multiplier) is theoretically possible if 
complete redundant systems are used as a representation system [2, P. 354]. Frames are such redundant systems. 

In 2006, Balan/Casazza/Edidin [4,5] defined one of versions of the discrete phase problem, which they called "phaseless 

reconstruction". It was shown that in the real case a generic frame consisting of (2m-1)-vectors can do phaseless reconstruction 

under certain conditions. The similar result was obtained for (4m-2)-vectors in the complex space. 

3. Frames 

Let m  be a space mR  or mC . 

Definition 1. A family of vectors  n

ii 1
   is called a frame of a Hilbert space m  if there are such constants 0 < A ≤ B < 

∞ that for all  mHx  the following inequalities are achieved: 

.||||,|||| 2

2

1

2 xBfxxA
n

i

i 


 

A and B are called frame bounds. The greatest of the lower bounds is called the optimum lower bound, and the smallest of the 

upper bounds is the optimum upper bound. If A=B, than the frame is called A-tight and if A=B=1, it is called a Parseval-Steklov 

frame.  

The numbers  n

iix
1

,


  are called frame coefficients. 

If all frame elements have the same norm than such frames are called uniform ones. 
In the finite-dimensional space the notion of a frame is equivalent to the notion of completeness of a system, that 

is to the equality mn

ii Hspan 1}{  [5]. 
Definition 2. Let  n

ii 1
   be a frame. The linear mapping: 

 n

ii
nm xxTHHT

1
,)(,:


   

is called an analysis operator. 

Definition 3.  The linear mapping: 

  i

n

i

i
n

ii
mn ccTHHT 





1

1
** )(,:  

is called a synthesis operator. 

The composition of T  and 
*T defines a frame operator, which is a positive, self-conjugate reversible operator: 





n

i

ii
mm xTxTSxHHTTS

1

** ,::  . 

It provides the exact formula for reconstruction: 

.,
1

1



n

i

ii Sxx   

Definition 4. A family of vectors  n

ii 1
   is a uniform equiangular tight frame if 
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1) 
______

,1||||:0 nii   ;  

2) :0c  for any pair of frame vectors j  and k , j≠k, we have:  

., ckj   

It is known that there is an upper bound for a number of vectors in the uniform equiangular tight frame  n

ii 1
   on the m-

dimensional Hilbert space H. In the real case it is 
2

)1( 


mm
n , in the complex case it is 

2mn   ([6], [7]). Creation of the 

maximum number of vectors for the uniform equiangular tight frame is a very complex and unresolved problem in the theory of 

frames. 

Let us consider a non-linear mapping  , which transfers the vector into a set of the absolute values of frame coefficients: 
n
iixxIlH 1

2 |},{|)(),(:    

Definition 5. The frame n

ii 1
  is called generic if   UL

n

ii 
1

 , where U is the Zariski open set and ),( nmGrU  .                          

Theorem 1 [8,9]. Let   mn

ii CФ 
1

  and the mapping 
mmm

r RTCCA  1/:  be defined by 
2

,:)))((( ixixA  , 

ni ,..,1 . 

Let us consider 
n
iii u 1

* }{ 
 

as vectors of the space
mR 2

. Let 
n
iiiR uspanuS 1

* }{:)(   . The following statements are 

equivalent: 

(a) A  is injective. 

(b) 12)(dim  nuS
 
for every }0{\mCu . 

(c) 
 }{)( iuspanuS R  for every }0{\mCu . 

Definition 6. The family of vectors  n

ii 1
   in m  has the complement property if for any n}, . . . {1, I , either 

Iii }{ , or CIii 
}{  is complete in m  [10]. 

Definition 7. The family of vectors   mn

ii R
1


 
is called a set with a full spark, if every its subset of m  vectors is 

complete in 
mR  [10]. 

Lemma 1. Every set with the full spark  n

ii 1
 

 
in 

mR  with 12  mn satisfies the complement property. 

Proof. Let's assume the contrary: there is such },..,1{ nS 
 
that neither Sii }{  nor CSii 

}{  are not complete in 
mR . 

By definition of the full spark, from this it follows that 1 mS
 
and 1 mS C

, that is 22  mn , which contradicts the 

condition. 

Theorem 2. In the real case if  n

ii 1
 

 
 in 

mR  and 22  mn , then mapping A  is not injective. 

If 12  mn , then mapping A  is injective if and only if when  n

ii 1
 

 
is a full spark. 

Proof. If  22  mn , then the set },..,1{ n
 
can be divided into sets S  and 

CS  such that the cardinality of  each would not 

exceed 1m . None of the sets Sii }{ , CSii 
}{

 
can be complete.  

If 12  mn   and  n

ii 1
 

 
is a full spark, then the injectivity of A  follows from lemma 1 and theorem 1.  

And vice-versa, if A is injective, then  n

ii 1
   is an alternatively full family. Let's take an arbitrary subset },..,1{ nS 

 

with mS  . Then 1 mS C
 and CSii 

}{
 
can’t be full. Therefore, Sii }{

 
is full, and  n

ii 1
 

 
is a full spark. 

The exact minimum bound is unknown for the complex case. Besides, in the real case there is a simple direct 
method for checking infectivity of the mapping A  for the corresponding frame [7]. 

Theorem 3 [4, 11].  

(a) If 
mRH  , 

2

)1( 


mm
n  and  n

ii 1
   is a generic frame, the nonlinear map P  is injective. Then the vector Hx  

can be reconstructed (up to a sign) from the set 
n
iix 1|},{|   of absolute values of the frame coefficients in a polynomial 

number  )) (O(m 6
of steps. 

(b) If 
mCH   , 

2mn   and  n

ii 1
   is a generic frame, the nonlinear map P  is injective. Then the vector Hx  can be 

reconstructed (up to multiplication by a root of unity) from the set 
n
iix 1|},{|   of absolute values of the frame coefficients in a 

polynomial number  )) (O(m 6

 
of steps. 

4. About Equivalence of Phase Retrieval and Phaseless Reconstruction 

Let ),...,,( 21 maaax   and ),...,,( 21 mbbby  be vectors in a space m . 
Definition 1: For the phase of number 

mCz  , we take the value of the angle ,2 kzph i    Zk ,  defining the 

deviation of the radius vector of  the point on the plane, corresponding to mCz  ,  from the real axis in 
mC . In the real case, the 

phase in mR  is equal to 0 or  . 

We shall say that yx,  have the same phases if: 
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,ii bphaph  mi ,...,2,1 . 

Definition 2. Let  n

ii 1
    be a family of vectors in m  (respectively, 

n
iiP 1}{   be a family of projections on m ) 

satisfying the following property: for every yx,  the following condition is satisfied: 

ii yx  ,,  , for all ni ,...,2,1 . 

(Respectively, 

|||||||| yPxP ii  , for all ).,...,2,1 ni  . 

Then 

1) If there is a 1  such that x  and y   have the same phases, one can say  n

ii 1
   does phase retrieval (respectively, 

n
iiP 1}{   does phase retrieval).  

  2) If there is a 1  such that yx  , one can say  n

ii 1
   does phaseless reconstruction. (Respectively, 

n
iiP 1}{   does 

phaseless reconstruction.) 

Definition 3. Let us call a family of vectors  n

ii 1
   in m  an alternatively full one, if for any n}, . . . {1, I , 

either Iii }{ , or CIii 
}{  is complete in m . 

If n
ii 1}{ 

 
retrieves phases in m  then m

1}{ 
n
iispan  . This means that n

ii 1}{   is a frame in the space m . 

Otherwise, there exists m0  x  such that 0,,  ii yx  , ,,...,2,1 ni  while phases of vectors x and 0 are 

not the same. 

If ),...,,( 21 maaax   and ),...,,( 21 mbbby   have the same phases then 0ia
 
if and only if 0ib , for the 

phase of 0 is not determined. 

Theorem 1. Let  n

ii 1
   be a set of vectors in mR . The mapping 

nm RRA  }1/{:   )( mn   is defined by 

2

,:)))((( ixixA  , ni ,..,1 . If  n
ii 1  does phaseless reconstruction, then it has a complement property. In the real case 

these concepts are equivalent. 

Proof. )(
 
Assume that   fails the complement property. Then there exists },..,1{ nI   such that neither Iii }{ , nor 

CIii 
}{  is complete  in mR .  

We choose nonzero vectors 
mRvu ,   such that 0, iu   for all  Ii  and 0, iv   for all CIi . For every i  we then 

have: 

222
________

22
,,,,,2,, iiiiiii vuvvuuvu   . 

From this it follows that  
22

,, ii vuvu    for every i , and )()( vuAvuA  . Moreover, since u  and v  are 

nonzero by assumption, then )( vuvu  . Thus there is no phaseless reconstruction. 

)(  Assume that  n

ii 1
   fails phaseless reconstruction. That means there exist vectors mRyx ,   such that yx   

and )()( yAxA  . Take },,:{: ii yxiI   . 

We have: 0,  iyx   for every Ii . Otherwise if CIi ,  we have ii yx  ,,   and then 0,  iyx  . According 

to the assumption, yx  , therefore 0 yx  and 0 yx . Thus, neither Iii }{
 
 or CIii 

}{  are complete in 
mR .  

In 
mR  the phase of a vector can be equal to 0 or  . Coordinates of the vectors have the same phases if signs of the 

coordinates of the vector x  are the same as those of the vector y . At the same time the phase of 0 is not defined. That is, if 

),...,,( 21 maaax   and  ),...,,( 21 mbbby  , then yx,  have the same phase in the following cases: 

1) If ii ba  0 , then 0iiba . 

2) If 0ia , then corresponding to it 0ib  (it is symmetric: if 0ib , then corresponding to it 0ia ). 

Otherwise, the vectors have different phases.  

Then, if we are given two vectors, so as to define whether their phases are equal or not it is necessary: 

1) To check equality of all indices of zero coordinates of the vectors. If all indexes of zero coordinates of the first vector 

correspond to the indexes of the second vector (and vice versa), then it is necessary to check 2), otherwise, the vectors have 

different phases. 

2) For nonzero coordinates to check fulfillment of the following condition: if 0iiba    the vectors have the same phases, 

and if 0iiba  then the vectors have different phases. 

Definition 1 in the real case will mean: 

Let  n

ii 1
   be a set of vectors in 

mR , satisfying the following property: for every yx,  the following condition is 

fulfilled: 

,,, ii yx   ni ,...,2,1 . 
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Then, 

1) 
 

 n

ii 1
 

 
 does phases reconstruction if there exist 1  such that 

а) For 1  the vectors x  and y  have the same phase. 

b) For 1  the vectors x  and y  have the same phase.  

2) 
 

 n

ii 1
 

 
 does phaseless reconstruction if there exists 1  such that 

с) For 1   yx  . 

d) For 1   yx  . 

Theorem 2. Let  n

ii 1
   be a set of vectors in mR . The mapping 

nm RRA  }1/{: )( mn   is defined by 

equations
2

,:)))((( ixixA  , ni ,..,1 . If  n

ii 1
   does phase retrieval, then it has the complement property. In the real 

case these concepts are equivalent.  

Proof.  Assume that   does phase retrieval, but fails phaseless reconstruction. Assume that the set  n

ii 1
   fails 

complement property, that is there exists },..,1{ nI   such that neither Iii }{ , nor CIii 
}{  is complete  in mR . 

Let us choose nonzero vectors 
m

mm Rbbbyaaax  ),...,,(),,...,,( 2121  such that 0, ix   for all Ii  and 0, iy   

for all CIi . Then for some i  either 0, ix  , or 0, iy  . Fix 0c , so that for every ni 1  

ii cyxcyx  ,,   

Then 
22

,, ii cyxcyx   . 

By assumption,   does phase retrieval, and it means that there exists 1  such that )( cyx   and )( cyx   have the 

same phases. Let's assume that there exists mi  01  such that 00 0 ii ba   and let 
0

0

i

i

b

a
c


 . Then 

0)( 0
0

0
0000 


 i

i

i
iiii b

b

a
acbacyx  

and 

 

02)( 00
0

0
0000 


 ii

i

i
iiii ab

b

a
acbacyx . 

But it is impossible because if x  and y  have the same phases, then 0ia  if and only if 0ib . 

As the vectors x  and y  are nonzero, then the last two equalities are possible if and only if either 0ia , or 0ib , 

mi 1 . Let }0:1{  ibmiI  and 
m
iie 1}{   be an orthonormalized basis in mR . Then  
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Then there exists 1  such that )( yx   and )( yx   have the same phases and they are equal. We have arrived at a 

contradiction.  

Let's consider an example in 
2R . Let )0,0(),( 21  aax  and )0,0(),( 21  bby .  

For  3

1


ii
 
, we take the Mercedes-Benz frame in 

2R , consisting of 3 unit vectors located at an angle of 120º (Fig. 2): 
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Fig. 2.  The Mercedes-Benz  Frame in 
2R , consisting of 3 unit vectors located at an angle of 120º. 
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Then fulfillment of the condition 
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Squaring the equations of the last system we obtain that 

2121 bbaa   and 2
1

2
1 ba  . 

From this it follows that the first equality gives coincidence of the signs (to the multiplier), and the second – coincidence of 

the absolute values of coordinates. Moreover, from these equalities it also follows that zero coordinates are the same, if any. 

We obtain that either yx  , or yx  . Then there really exists 1  such that if  3

1


ii  is the Mercedes-Benz 

frame, it does both phases reconstruction (because the vectors have the same signs, which means that the phases are the same 

too) and phaseless reconstruction (for yx  ) at the same time. 

If we know the absolute values of coordinates of the vectors ),( 21 aax   and ),( 21 bby  , then x  and y  can be one of 4 

vectors (Fig. 3): 

 
Fig. 3.  Possible vectors  for the known absolute values of coordinates of the vectors. yx, . 

After scalar multiplication by the frame coordinates, the condition 2121 bbaa   imposes restrictions on the signs of 

coordinates (Fig. 4): 

               

Fig. 4.  Possible vectors for the known ii yx  ,,, . 

Let's consider an example in 2C . In the complex case: 
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let's take a frame of the following type:  
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Then fulfillment of the condition 
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Let's rewrite the system in the following form: 
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From the last system we obtain  
2222 hgdc  . 

And it means that the absolute values of the second complex coordinates of the vectors x  and y  are equal, because: 

2
22 xdc  = 2

22 yhg  . 

So, if we take a frame of the type ),0,1(1 
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then the absolute values of the corresponding complex coordinates of the vectors x  and y  are equal, i.e.:  

111 ryx   and 222 ryx  . 

Now, let us write down the coordinates of the vectors in the polar form, taking into account the equality of the absolute 

values of the coordinates:  
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From this it follows that 11    and 22   . We obtain that phases of the vectors x  and y  are equal to ,2 k k . 



Mathematical Modeling / А.А. Kuleshova, E.A. Shchelokov 

3rd International conference “Information Technology and Nanotechnology 2017”     21 

5. Weak phase retrieval  

Definition 1. Two vectors ),...,,( 21 maaax   and ),...,,( 21 mbbby   do weak phase retrieval if there is a 1  such that 

iaphase  ,ibphase  for all mi ,...,2,1 , such that .0 ii ba   

In the real case, if 1 , we say that yx,  have weakly like signs and if 1  they have weakly opposite signs. 

Definition 2. A family of vectors  n

ii 1
   in m  does weak phase retrieval if from equalities 

,,, ii yx   ni ,...,2,1 . 

It follows that there exists a 1 , such that 

ixphase  ,iyphase  for all mi ,...,2,1 , so that .0 ii ba   

The weak phase retrieval differs from the phase retrieval described in Definition 2 of Section 4 in that there can be both 

0ia  and 0ib . 

Let us consider an example where the weak phase retrieval is done but  the phase retrieval by Definition 2 of Section 4 is 

failed. Let us consider in mR a set of vectors   1
1

 m

ii , which coordinates form the following matrix columns: 

)1(
11111

11111

11111




























mm

A . 

Then for every ),...,,( 21 maaax   and ),...,,( 21 mbbby  , if ,,,
22

ii yx    it follows that jiji bbaa   for all ji  . 

This set of )1( m -vectors in mR  will do weak phase retrieval. 

Theorem 1: Let ),...,,( 21 maaax   and ),...,,( 21 mbbby   be two vectors in mR . Then the following statements are 

equivalent: 

1) )sgn()sgn( jiji bbaa  , for all mji 1 . 

2) yx,  have either weakly like signs or weakly opposite signs. 

6. Conclusion  

In case the phase information is not available, the signal recovery is theoretically possible if redundant systems called frames 

are used as the system of representation. A well-chosen frame can provide numerical stability for recovery of the signal and 

obtaining important characteristics of the signal.  

In the real case under certain conditions a generic frame consisting of (2m-1)-vectors can do phaseless reconstruction. In the 

complex space a generic frame consisting of (4m-2)-vectors can do the same under certain conditions. A family of frames 

recovers the signal by the absolute value of frame coefficients in polynomial time. The issue of the equivalence of phases 

retrieval and phaseless reconstruction is raised and partially resolved. Examples of signal recovery in small-dimension 
spaces are given. 

A search and theoretical justification of new methods of recovery of information hidden in phases of transmitted signals and 

unavailable for measurements by publicly available physical instruments is conducted. The technique is based on the latest 

achievements in the research of complete linearly dependent systems called space frames.  
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Abstract 

The article describes two mathematical models for forecast of the geometric parameters of assembly units: the model of surface fitting and the 

combinatorial search model. The objects of modeling are a pair of mating cone rings. The first cone ring is characterized by the form deviation 

of the mating surface. The second cone is characterized by the runout of the outer and inner surfaces. Approval of the developed models was 

carried out through experimental studies of the assembly of two tailored and certified cone rings. A comparison of results of theoretical and 

experimental studies has shown that the developed models allow forecasting the geometric parameters of assembly units. 

Kea words: mathematical model; form deviation; filtration; assembly; geometric parameter; coordinate measurements 

1. Introduction 

The performance characteristics of machines are in large part determined by the geometric precision of the parts and assembly 

units. The geometric precision of the assembly units is standardized by the assembly parameters and depends on the deviations of 

the form and location of the parts surfaces. The accuracy of the assembly parameters is achieved by the correct assignment of 

requirements for the deviations of the form and location of the parts surfaces and the choice of the process of assembly. A variety 

of sources [1, 2, 3, 4] is devoted to the technology of manufacturing and assembly of parts. Development of design of aviation 

and space equipment is constantly increasing the requirement for quality level of items. These requirements directly affect both 

the manufacturing processes of production and the technological processes of assembling individual parts and assembly units. 

Substantial reserves of increase of accuracy and productivity of assembly process are developed by using forecast and 

optimization models directly to manage the process of forming a required accuracy of assembly. The implementation of such 

reserves is possible when performing forecasting calculations based on real geometric models [5]. It is assumed that, the possible 

spatial positions of the parts achieved during mating through a plurality of surfaces can be calculated immediately before the 

assembly. In this case, the calculations must take into account the deviation of form and location of surfaces of the parts. 

Forecast assembly models are also useful for assembling micromechanical elements, for example microturbines [6, 7]. 

The paper describes two mathematical models that allow forecasting the relative positions of parts that have geometric 

deviations in the assembly. А description of the developed models is provided below. 

2. Object of research 

To research the forecast of assembly parameters, the pair of rings were manufactured from tool steel Cr12. Mating surfaces of 

rings are conical with specified deviations. The small ring opening is a precise cylindrical surface, the outer surface of the larger 

ring is the exact conical surface. This feature of the design is associated with the need to determine accurately the coordinates of 

the centers of cones during physical experiments and it is supported by the use of the basing procedure. 

The internal conical ring has a form deviation, which can be described by the sum of the harmonic functions. The external ring 

has precise conical surfaces and the runout of the outer and inner surfaces. The parameters of mating surfaces of the rings are 

presented in Table 1. 

Physical experiments were conducted on assembling conical rings as a check on the adequacy of the developed models for 

forecast of assembly parameters. The resulting positions were obtained by measuring the base surfaces of the conical rings in the 

assembled form by the coordinate measuring machine DEA Global Performance 07.07.07. 

 Table 1. Parameters of mating rings. 

Parameters The inner ring  The outlet ring 

Height, mm 36,295 39,971 

An average radius of the circle of the lower 

section, mm 

27,36 27,3487 

Form deviation, mm 0,09 Absent 

Runout of mating and base surfaces, mm Absent 0,389 

3. Methods 

The following paragraph describes eveloped models for forecasting assembly states, as well as the procedure for generation of 

data on the geometry of the assembled rings using coordinate measurements. 

http://www.multitran.ru/c/m.exe?t=2351271_1_2&s1=%E8%ED%F2%E5%E3%F0%E0%EB%20%EF%EE%20%EF%EE%E2%E5%F0%F5%ED%EE%F1%F2%E8
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3.1. Forecast of assembly parameters based on the model of fit of surfaces 

To calculate and forecast parameters of mating of parts consisting of surfaces with deviations, a model was developed; it is 

described in detail in [8] and that allows to calculate the mating of parts without taking into account deformations during the 

assembly process. The model uses an iterative algorithm to define the mating state, which involves iterative displacement of one 

interfacing surface relative to the other in the direction of the application vector 
1D of the assembly force of the surfaces. In [8] 

the concept of a gap function ( )G V  is introduced, it characterizes the achievement of the mating state of the surfaces of parts and 

depends on the vector of the geometric relationship of surfacesV . To calculate the function  G V , the best fit of the mating 

surfaces is performed at each stage, for this reason this approach is called the method of surfaces fitting (MSF). To perform the 

best fit procedure the iterative nearest-point algorithm (ICP) is used, it is presented in [9]. According to this algorithm at each 

iteration by the methods of non-linear optimization search, the rotation angles and components of the displacement vector are 

calculated along the coordinate axes. To avoid intersections of two surfaces, the system of inequalities is used, which are 

presented in [10], which imposes restrictions on the gap function. 

3.2. Combinatorial search model 

In the case of mating of a conical ring having the same form deviation along the generator line and an ideal conical surface, it 

is possible to find the assembly center in a simpler way rather than using the ICP approach. The essence of the approach is to 

find the parameters of a circle of minimal radius circumscribed around one of the sections of the external cone ring. To solve this 

problem, a combinatorial search model was developed basing on enumeration of combinations of n defining profile points by 3 

points at a time without repetitions. Each set of 3 points defines a circle, and its center and radius are calculated. The parameters 

of the circles are found from the system of equations: 
2 2 2

1 1

2 2 2

2 2

2 2 2

3 3

( ) ( ) ,

( ) ( ) ,

( ) ( ) ;

x x y y c

x x y y c

x x y y c

P O P O R

P O P O R

P O P O R

    


   
    

,                                    (1) 

where 
1

P , 
2

P , 
3

P  are points of the profile of the internal cone ring; 

О  is the center of the circle passing through the points 1
P , 

2
P , 

3
P ; 

cR  is the radius of the circle passing through the points 1
P , 

2
P , 

3
P . 

To find the circles circumscribed around the search points, the distances from the center of the circle to all points of the profile 

are computed and compared with the radius of the circle 
cR . If there are distances exceeding the radius 

cR , then such 

combinations are not considered. 

The circumscribed circles, which has the minimum radius 
_ minсR , is chosen of all. It has a radius of the mating surface of the 

external ring, and the position of the center of the circle is the position of the center of the axis of the inner surface of the external 

ring. To find the displacement of the external ring along the z-axis (for example, focusing on the displacement of the upper end), 

it is necessary to calculate height of the defined section location. For this, the value of the applicator of the section of the internal 

ring is added to the value equal to: 

_ min _( ) / ( / 2),Н c upper endR R tg       (2) 

where 
_upper endR is the radius of the upper section of the external conical ring; 

  is the angle at the vertex of the cone. 

Thus, the position of the external ring along the z axis is calculated. It is possible to calculate the position of the centers during 

experimental studies graphically, taking into account the outrun of the surfaces of the external ring. The points of a circle with a 

diameter equal to the runout are calculated around the center of the mating surface of the external ring. 

The more points of the surface of the internal ring are taken for the solution, the more accurate it will be, but the longer it will 

take to search through all the solutions. So, in the case of 120 setting points, the number of combinations which are to be 

considered equals
 

3

360 120!/ ((120 3)! 3!) 280840С     . Accordingly, it is appropriate to use parallel computation and limit the 

number of search points used in the developed model. 

3.3. Simulation of models of real parts surfaces 

To calculate the assembly parameters using the models described above, information about the reference points and a 

mathematical description of the mating surfaces is necessary. Reverse engineering technology was used to obtain data on the 

surfaces of the conical rings under consideration, that involves measuring the surfaces by the coordinate measuring machine and 

further mathematical processing of the measurement data. The reverse engineering procedure applied to manufactured conical 

rings is presented in Figure 1. 

During coordinate measurements of parts at the first stage their mathematical basing is made. The technology of mathematical 

basing of conical rings on CMM is based on measuring the surfaces by which you can specify the position of the coordinate axes 

of the part. Mathematical basing is a procedure consisting of calculation of the location of the part coordinate system (PCS) using 

the points of the base elements of the part previously measured in the machine coordinate system (MCS) to the subsequent 
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transformation of the coordinates of the points of other component parts from the MCS to the PCS. Thus, mathematical basing 

means calculating the optimal transformation matrix M  which ensures the best fit of the measured points with the 

corresponding nominal points. The matrix contains three components of displacement along the coordinate axes X , Y and 

Z , as well as three components of rotation around the coordinate axes ,  and  . 

Fig. 1. Basing of the conical ring a) measurement by the CMM; b) scheme of conical ring basing. 

Position of the main axis, the direction of the second axis and the center of the coordinate system are to be determined in the 

process of determination of the part coordinate system, the. For considering parts the direction of the rotation axis is defined by 

the butt end A (figure 1). The normal vector of the plane is collinear to the axis of the ring. The hole on the small ring and the 

outer surface of the external ring determine the centers of the axes. The hole points are measured in one section (base B). After 

measurement, the replacement element "circumference" is inscribed into the cloud of measured points. according to the method 

of least squares (LSM) The axis of the ring moves to the center of the circle. The cylinder axis is the axis of rotation. At the 

intersection of the end plane and the axis, the origin point is specified. 

The basing procedure described above is carried out in two stages. At the first stage, the elements are measured manually by 

the smaller number of points (draft basing). At the second stage, more points are measured automatically that is clean basing. 

Nevertheless, the coordinate system constructed on surfaces A and B may be out of the coordinate system of the mating 

surface, due to processing errors (non perpendicularity to the end, displacement of the center). To eliminate this error, the best 

comparison of the measured points of the mating surface with the mathematical model of the surface, along which coordinate 

system was processed and transformed, is performed. The mating surface is measured at list in three sections throughout the 

height and there are 300-360 points in each section. 

The obtained parameters of matrix transformation M  are used in further experiments for basing of the part, i.e. it is not 

required to produce the best combination of surfaces each time. 

The coordinates of the measured section points of the mating surface 
measP  are loaded into the MATLAB system. 

The measured coordinates of the points contain various random components of errors caused by measurement errors, as well 

as by emissions from various factors atypically for the entire surface. For modern contact CMM such error is 0.5-4 μm but when 

measuring complex curved surfaces or if condition is non-compliance with normal conditions this measurement error can be 

greater. During the processing of the measured data it is often necessary to remove the noise representing the inaccuracy of the 

measuring instrument [11, 12]. The problems associated with the fall in the image processing occur [13, 14, 15]. There are an 

extensive research and reduction in the processing data, [16, 17]. It is necessary to filter such errors for more accurate 

measurement results and obtaining adequate estimates of the parameters of the measured rings. One of the most effective tools 

for filtering random errors is smoothing splines [18]. 

The smoothed spline ̂ of the set of deviations  minimizes the equation: 

2 2 2

1

ˆ ˆ( ( ) ( )) (1 ) ( ( )) min
n

i i i

i

p w u u p D u du  


     ,   (3) 

where ( , )u   are approximated data (the point and magnitude of the deviation in it); 

p is the smoothing parameter [0,1]p ; 

w is a vector of weights (it is taken as the vector of units). 

Filtering with a parameter p  equal to 0.99 was used to filter the errors of the measured ring point arrays. To carry out the 

filtration, it is necessary to calculate the radius vectors of the measured points in each section. The radius vector of the i-th point 

is calculated by the equation: 

2 2

_ _ _Pi meas хi meas yi measr Р Р  .   (4) 

 The deviation of the form at the points of the section 
F is calculated as the difference between the radius vector of the point  

pr  and the nominal radius of the cone in the cross section coner : 

F p coner r   .   (5) 

http://www.multitran.ru/c/m.exe?t=3476456_1_2&s1=%E2%EE%20%E2%F0%E5%EC%FF
http://www.multitran.ru/c/m.exe?t=3476456_1_2&s1=%E2%EE%20%E2%F0%E5%EC%FF
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After filtration, the average deviation of the form at each point of each measured section is calculated. The values of 

calculated deviations at points were used to calculate the points of a new surface (taking into account manufacturing errors). In 

the MATLAB system the NURBS surface was automatically constructed and saved as the an *.igs file. The built surface was 

loaded in CAD system and the it was changed taking in account a new surface of the 3D model of the ring. 

At the final stage, a remeasurement was carried out according to the procedure described above, in order to reduce the 

measurement errors that arise due to the discrepancy of the measured part to the reference model [19]. The measurements were 

re-processed according to foregoing sequence and the surface parameters were saved for modeling the assembly process. 

4. Results 

To obtain experimental data on the assembly parameters, 20 measurements of the rings in the assembled form were made by a 

coordinate measuring machine. The external ring in each measurement was rotated by an angle about the axis. To find the center 

of the inner mating surface of the external ring, a least-squares circle was inscribed in 20 measured points (Figure 2). 

Fig. 2. A graphical solution for finding the center of mating and outrun. 

The diameter of the circle characterizes the outrun of the external cone ring relative to the internal ring (Table 1). The nonparallelism 

of the axes of the mating cone rings results in additional error, which during the experiments was 0.005-0.014 mm. 

Thus, the parameters characterizing the mating of the conical ring with the deviation of the form and the cone ring with the 

deviation of the location (outrun of the conical surfaces) are obtained. 

Fig. 3. Histogram of the coordinates along z. 

At the same time, during assembly process various positions of the centers along the z axis were performed, that is explained 

by the action in the mating of rings of frictional forces, which are characterized by non-parallel axes during assembly process. 

Consequently, the action of friction forces leads to the appearance of an error relative to the calculated mating center. A 

histogram of the distribution of center values along the z axis is shown in Figure 3. 

Further, due to fluctuations along the z axis during assembly, the calculated positions of the centers have difference from the 

ideal circle inscribed in them, which also means the possible magnitude of the errors in determination of the assembly center. 

Figure 4 shows histograms of the distances of oscillations of the radius vectors of points relative to the radius of an ideal circle 

determined by the method of least squares. 

After experiments the ring assembly parameters were calculated using the MSF models and combinatorial search. To calculate 

the assembly parameters, the points of the surface of the internal ring calculated using reverse engineering procedures were used. 

The points of the complementary mating surface of the external ring were set as points of an ideal conical surface. 

http://www.multitran.ru/c/m.exe?t=4098776_1_2&s1=%F1%20%F3%F7%E5%F2%EE%EC%20%E8%E7%EB%EE%E6%E5%ED%ED%EE%E3%EE%20%E2%FB%F8%E5
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A comparison of the resulting positions of the external conical ring in the assembly determined by MSF, the combinatorial 

search model and in physical experiments, is given in Table 2. 

Fig. 4. Oscillations of the radius of the measured points of the centers. 

Table 2. Comparison of the resulting coordinates of the position of the parts centers during assembly. 

Coordinates of mating center Experimental data MSF Combinatorial search model 

Along Х, mm -0,0009 -0,0018 -0,0016 

Along Y, mm -0,0083 -0,0059 -0,0069 

Along Z, mm 0,8188-0,8671 0,9471 0,9353 

Comparing the results of the experimental solution and the solutions by simulation, it can be noted that both methods have 

rather high accuracy of the search for a solution along X  and Y  axes, and deviations don’t exceed 2 μm in the case of SMEs 

and 1 μm using the combinatorial search model. Coordinates along the axis Z have larger deviations, since deviations of 

micrometers in the plane XOY result in deviations of tens of micrometers along Z . The discrepancies are connected, first of all, 

with the fact that the frictional force of the surfaces was not taken into account in modeling and there is no misalignment of axes 

of cones during assembly. Deformations are also possible on contact of surfaces, but for such details as conical rings they are not 

significant. 

5. Conclusion 

The paper describes two mathematical models: model for combining surfaces and the combinatorial search model, that allow 

to forecast the geometric parameters of assembly units. The developed models are useful because they may forecast the relative 

positions of parts, which have geometric deviations. Comparison of simulation results with experimental data on the example of 

the assembly of conical rings showed fine precision in determination of the position of the center of the external ring axis. It is 

shown that the calculation of the errors of the assembly parameters can be made from the results of measurements of geometry 

by modern CMMs, which allow obtaining data on the points of surfaces in electronic form. The developed models can be used to 

forecast the assembly of critical parts of aviation equipment, such as shafts, discs, blades. 
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Abstract 

The proposed work provides a model for estimating the assembly parameters of the products by the example of the cone ring assembly 

process. There was carried out the simulation of the process of parts mating along the surfaces with form deviation. As a result of Monte Carlo 

simulation, there were obtained statistical characteristics of the parameters of the assembled units depending on various initial positions of the 

parts being assembled. The proposed model could be used to assess the accuracy of the products assembled in the aircraft industry.  

Keywords: assembly parameters; mating of components; Monte Carlo method; probabilistic assessment; probability density  

1. Introduction 

The result of manufactured products assembly depends on the actual shape of the parts used, their initial location and the 

assembly process. The errors of the actuating mechanisms used during parts manufacture have a significant effect on the 

accuracy of the manufactured products [1], so that even the parts of the same type do not have actual identical shape. Moreover, 

even for a single batch of products it is hardly achievable to ensure the exact matching of assembly conditions for various items 

manufacture. 

Assembly parameters assessment will allow determining an achievable accuracy of product manufacturing, which, in turn, 

will enable to solve a number of problems: 

1. Determine the percentage of products meeting process requirements [2]. 

2. Determine rational tolerances for product parameters [3]. 

3. Identify critical factors affecting the quality of product assembly (assembly deviation, parts prepositioning or tool selection 

for parts assembly) [4-7] 

An assessment of the assembly parameters of products can be obtained through various approaches. One of them is based on 

accumulation and analysis of results of the manufactured products inspection phase. Another approach is based on numerical 

simulation of the product assembly process and subsequent analysis of the obtained results. The use of production statistics 

requires considerable human and material resources, and therefore is hardly feasible. The first approach being rather difficult to 

realize is the cause why math modeling methods are widely used to solve the specified problem. 

In this paper, the authors present a model for estimation of product assembly parameters, based on assembly process 

simulation by numerical methods. Moreover, there is given an example of using the proposed model for estimation of assembly 

parameters of cone rings that are widespread products in the aircraft industry. 

2. Model description 

Product characteristics depend not only on parts comprising it but also on assembly procedures. Assembling of complex 

products consisting of many parts is a multi-criteria task that takes into account the size of all the components, their mutual 

arrangement in the finished product, and the alignment procedure [8]. 

Today, the parts' quality issues are understood deeply, so in order to improve quality characteristics of the product further, the 

researches aimed at studying the product assembly procedure are becoming increasingly popular. The complexity of 

implementing multiple product assembly leads to the fact that the majority of such researches is based on the employment of 

numerical simulation methods in the assembly process. 

One of the features of parts assembly in the aircraft industry is the deformation of parts of the product. So as to determine the 

condition of parts of the product assembled, ANSYS application is used, which enables us to calculate the strength of the parts 

and assemblies, to solve the problems of gas and hydrodynamics [9]. Such approaches have high computational costs, so in order 

to simplify the solution of the assembly problem, many researchers consider the mating parts as absolutely rigid bodies. 

The authors [10] consider mating two parts along plane surfaces, having form deviation. Researchers proposed a 

mathematical model simulating the assembly along the planar surfaces; and the result of using of such model is calculation of the 

clearance between the surfaces in product assembled. 

Paper [11] is also devoted to the problem of parts mating along the planar surfaces. The authors of this work suggested a 

model for describing the deviation of the shape of the specified surfaces and considered the result of the parts mating with 

various shape deviations of the planar surfaces. 

Most of the works focus on the simulation of the assembly process without setting up a formal problem. In paper [12] the 

authors formalize the product assembly problem and suggest using such concepts as the initial assembly conditions, the 

assembly quality assessment function, and the assembly sequence function.  

The proposed work considers the assessment of the assembly parameters of the product obtained from various assembly 

process models.  

The mutual arrangement of the parts is a fundamental assembly parameter of the product as other geometric characteristics of 

the finished product can be derived from it (for example, out-of-true running, out-of-flatness, uneven clearance, etc.). The 
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methods for positioning coordinate systems that are bound to these parts are well suited to describe the mutual arrangement of 

the parts. 

Let us consider a product that is assembled from two parts 1K and. The product coordinate system R is compatible with the 

design coordinate system 1R  of the part 1K . With such a transformation, the part 1K  will be stationary relative to the coordinate 

system R , and the assembly will be carried out by moving the part 2K . The assembled state of the product can be described by 

the position of the design coordinate system 2R . The errors in the assembly process will result in the onset of a set of assembled 

states  . 

,:
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where dzdydx ,,  is the displacement of the coordinate origin of system 2R  relative to the origin of system 1R ; 

        ,, are the angles of turn of basis vectors of system 2R  relative to vectors 1R . 

The elements of this set describe the mutual arrangement of the parts in the assembled product. To solve the problem of 

evaluating the assembly parameters of the products, it is necessary to get the parameters for this set. The use of the Monte Carlo 

method enables us to determine the approximate value of this parameters. According to this method, the first step is to perform a 

multiple numerical simulation of the assembly of the product and save the simulation results. The second step is to investigate 

the obtained simulation results and calculate the required parameters. 

We will use the following values to estimate the set of assembled states: the mean value, root-mean-square deviation and 

probability density. 

To calculate the average value, let us use the following formula (2): 
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The root-mean-square deviation is calculated with the formula (3): 
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Obtaining an analytic expression for a probability density function is a complicated task, so we can use numerical methods to 

evaluate the state with the approximate values of the function with the required accuracy, based on the distribution histograms 

and their possible approximation. 

Distribution histogram method provides empirical estimates 2K of the density of distribution of the random value [13]. The 

algorithm for obtaining  the distribution density histogram is shown in Fig. 1. 

To create a histogram, the observed range of the random variable is divided into several intervals, and then the number of the 

random value hits in each interval is calculated.  The Sturges' rule (4) is used to determine the number of the intervals: 

 21 log ,n N                                              (4) 

The next step is standardization of the received values to meet the condition (5) 

  1,f d 


                                              (5) 

The final step is to approximate the probability density function on the basis of the midpoint of the intervals and values 

calculated in the previous step. 

The mean and root-mean-square deviation values, the approximate value of the probability density function describe a set of 

assembled states and can be used to solve further tasks. 
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Fig. 1. Algorithm for numerical calculation of probability density. Algorithm for numerical definition of the probability density. 

3. Simulation results 

To test the proposed methodology, there has been carried out the evaluation of the assembly parameters of the parts that have 

the cone surfaces. Mating of such surfaces is widely used in the aviation industry and the characteristics of the entire product 

depend on the assembly quality of these parts. 

The mathematical model of the cone surface of a part can be represented in a parametric form (6): 
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where F is the function of deviation of the shape of the actual part from its nominal value; 

1 2, ,R R H are the radii of the cone surface and its height; 

,u v  - surface parameters 

( , ), ( , ), ( , )x u v y u v z u v - surface point coordinates 

A model of a part that has a cone surface is shown in fig. 2. 

Fig. 2. A model of a part with a cone surface. 

Fig. 3 shows a mechanical system model consisting of two parts that have cone surfaces. For parts 1K  and 2K   the local 

design coordinate systems 1R  and 2R  are set. Parts mating is performed along the surfaces 1B  and 2B . Each surface is set in 

the local coordinates of the part and is described by the formula (6). 

As an assembly procedure, let us consider a translational movement of the second part. This procedure simulates the process 

of cone rings assembling under press-in technology. The part 2K  is lowered onto part 1K  until the parts are in contact. For 

simplicity, let us consider the parts to be absolutely rigid, so that their deformation can be left out of account. In the course of the 

work, 1000 experiments were carried out on the modeling of the mating of cone surfaces and the amount of data required to 

carry out the evaluation was collected. Fig. 4 demonstrates the assembled states of the mechanical system. 
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Fig. 3. A mechanical system model for assembling two cone rings. 

 

 

Fig. 4. The assembled states of the mechanical system for the various initial simulation conditions. 

The statistical characteristics of the obtained set are specified in Table 1 

Table 1. Parameters of the set of assembled states  . 

Parameter X Y Z 

Mean value -0.0066 -0.0087 -0.0147 

Root-mean-square deviation 0.2576 0.2557 0.0018 

Fig. 5, 6 and 7 demonstrate histograms of the distribution of assembled states along the corresponding coordinates. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Distribution density of the x coordinate of the system 

assembled state. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. Distribution density of the y coordinate of the system 

assembled state. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Distribution density of the z coordinate of the system assembled state. 
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Based on the simulation results shown in Fig. 4, there was obtained a probability density histogram for the distribution of the 

assembled states of the system. The obtained chart is an approximate value of the probability density function for the assembled 

state of the mechanical system. Fig. 8, 9, 10 demonstrate the approximate value of a section of this function for various z 

heights. 

 

 

Fig. 8. Section of an approximate probability density value at height z = -

0.0189. 

Fig. 9. Section of an approximate probability density value at height z = -

0.0154. 

Fig. 10. Section of an approximate probability density value at height z = -0.0108. 

The obtained values describe a set of assembled states of the product and can be used to solve further tasks. 

4. Conclusion 

Assessment of the assembly parameters of the products allows to solve a number of important production tasks of the aircraft 

industry related to the efficiency and the quality of the manufacturing process of the parts. Such an estimation is difficult to 

implement without processing the product assembly results. One way to get the geometric parameters of an assembled product is 

numerical simulation of the process of its assembly. The results of multiple simulations can be used to evaluate some assembly 

parameters. 

In the framework of this research, there was proposed a model for estimating the mutual arrangement of parts of the product, 

which is one of the main assembly parameters. It enables us to obtain many other geometric parameters, such as out-of-true 

running, out-of-flatness, uneven clearance, etc. The proposed estimation is based on the calculation of the parameters of a set of 

assembled products: mean and root-mean-square deviation values, approximate probability density. These parameters may be 

useful for other production tasks. Mean and root-mean-square deviation values for the mutual arrangement of parts can be used 

to solve the problem of determining rational tolerances for product parameters. The probability density function can be applied 

to determine the percentage of products that meet the technology requirements. All of these parameters can be used to increase 

the efficiency of the technological process by identifying the most critical factors influencing the final product quality. 

The proposed model was used to assess the mutual arrangement of the parts that have cone surfaces. The next step is to test 

the results of the numerical simulation in practice. 
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About the attractor-repeller points during the descent of an asymmetric 
spacecraft in the atmosphere 
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Abstract 

The aim of this study is to analyze the resonant attractor-repeller points during the atmospheric descent of a spacecraft with small asymmetry. 
The mathematical simulation of spacecraft rotational motion uses an approximate non-linear system of equations obtained by the method of 
integral manifolds. Application of the averaging method and the Lyapunov method makes it possible to obtain realization conditions of 
attractor-repeller points on non-resonance parts of the motion. By analyzing of the said conditions, we have identified specific cases when the 
principal resonance is either an attractor point or a repeller point. 

Keywords: resonance; attractor; repeller; averaging; spacecraft; atmosphere; asymmetry  

1. Introduction 

Various resonance phenomena in the problem of uncontrolled descent of a spacecraft with a small asymmetry in the 
atmosphere are explored in [1-2, etc.]. In particular, the disturbing moments of mass-aerodynamic asymmetry can leads to the 
evolution of angular velocity of the spacecraft to the resonance values [3-5]. In this case, the non-resonance evolution of the 
angular velocity of the asymmetric spacecraft is the secondary resonance effect [6]. The external stability of resonance is 
considered in the problems of perturbed rotational motion of the asymmetric spacecraft in the atmosphere or satellite in orbit 
[5,7]. The realization of the main resonance leads to significant increase of the angle of attack. In practice, this can lead to 
emergency situation during the deployment of the parachute system of a spacecraft. It is known that the external stability of the 
resonance contributes to the evolution of the variables of the dynamic system to resonant values (resonant attractor). Therefore, 
the study of the phenomenon of external stability of resonance is an important practical task. This phenomenon arises when the 
condition of the external stability of the resonance is satisfied. It should be noted that the investigation of the resonant attractor 
and repeller is supposed to be performed in a more general form in comparison with the results presented in [5]. 

2. Problem statement  

Let us assume that spacecraft is a solid body in the form of a cone combined with a spherical surface. Let the axis OX is the 
symmetry axis of the cone. In the process of entry into atmosphere, a spacecraft is directed its conical surface along of the air flow. 
During the atmospheric descent, the spacecraft engages in the precessional motion. It is known that a spacecraft receives small 
angular momentum when undocked from the base orbital module [8]. In this case, the angular momentum lead to the formation of 
the components of the angular velocity of the spacecraft ωx(0), ωy(0), ωz(0).  These components of the angular velocity are 
recorded of the spacecraft body-fixed coordinate system OXYZ. Suppose that these angular velocities are initial when the 
spacecraft enters into the atmosphere.  The origin of the coordinate system O is located at the center of mass of the spacecraft. In 
[9] it is shown that the resonance values of the angular velocity ωx can be determined on the basis of the method of integral 
manifolds [10]. The values of angular velocity ωx corresponding to the principal resonance are defined as follows [5]: 

1/2/ (1 ) .r
x xI     Here 1/ 2( / )znm qSLctg I     is the angular velocity,  mzn is the restoring moment coefficient for the 

angle of attack α,  q is the dynamic pressure,  S  is  the  area  of  the  maximum  cross  section  of  a  spacecraft,   L  is  the  length  of  
a spacecraft, /x xI I I , I =(Iy +Iz )/2,  Ix, Iy, Iz  are the principal moments of inertia of a spacecraft. It is known that the principal 
resonance has the greatest influence on the evolution of slow variables on the non-resonant parts of the motion, compared with 
resonances of higher orders. The aim is to study the realization conditions of resonant attractor and resonant repeller in case of 
atmospheric descent of a spacecraft with small aerodynamic-inertial asymmetry. Let the attack angle take arbitrary values. We 
apply the method of averaging and the Lyapunov method to the research of attractors and repellers. 

3. Methods 

3.1. Mathematical model 

The approximate non-linear system of equations of motion of a spacecraft with small aerodynamic-inertial asymmetry, 
describing the motion of a spacecraft relative to the center of mass has the form [5]: 

 2 2x
x 1,2 3

d
I cos 2 2 ,
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m tg
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Here ε is the small parameter, θ=φ-π/2, φ is aerodynamic roll angle;  Am , m , 1 , 3  are functions that characterize the values 
and relative positions of the aerodynamic and inertial asymmetries of the spacecraft,  
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    ; 1,2x   is the resonant ratio of frequencies;

 
,x yпС C  are the aerodynamic 

coefficients; ,f f
y zm m  are the coefficients of small moments caused by asymmetric shape of the spacecraft; /y y L   ,

/z z L   ;  Δy, Δz  are small displacements of the center of mass of the spacecraft;  ( , , )a a xF F     is the known function of 

slow variables [5]. In equations (1)-(4) we consider the principal resonance, corresponding to the following condition: 

1,2 0x    . There are signs “±” and “ ” in the equations (1)-(3). We assume in the said equations that the upper sign is 

selected when ωx> 0, and the lower sign is selected when ωx<0. In the numerical simulation of spacecraft motion, the system of 
equations (1)-(4) should be considered together with the system of three differential equations for slowly varying of the center of 

mass parameters: the local flight-pass inclination angle )(t , the spacecraft airspeed V(t) and the spacecraft altitude H(t) [1]. 

3.2. Averaging and analysis of resonant attractor 

After using the method of averaging on non-resonant parts of a spacecraft motion we obtain [5]: 
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Equations (4) and (5) describe the non-resonant evolution of the angular velocity x  and the angle of attack   caused by the 

effect of the principal resonance 0  . At the positive values of x  resonant ratio is equal to (1 )
2

x

x a

I
      .  Let us 

assume that the spacecraft has the following ratio of the moments of inertia: 2xI  . Here the resonant ratio is equal to 

2 2
x     .       (7) 

We introduce the function 2( , )xV     . This Lyapunov function can be written as:  

2 2( , )x xV     .      (8) 

Here x ,  are determined from equations (5) and (4) respectively. Given the expression of (7), we see that the principal 

resonance 0   is realized at  

0,

0.
x 

 
       (9) 

Thus, the condition of the external stability of the principal resonance [5] has the following form: 

2 2 0.x
x

ddV d

dt dt dt

 
          (10) 

The condition (10) is a condition of asymptotic stability of a trivial solution (9). The fulfillment of the condition (10) 
provides for realization of a resonant attractor (9). On the contrary, the condition of external instability of the principal 
resonance is the following: 

2 2 0.x
x

ddV d

dt dt dt

 
        (11) 

The condition (11) is the condition of instability of the trivial solution (9). The fulfillment of the condition (11) ensures the 
realization of the resonant repeller (9). Let us assume that }0,0{ x . In this case, asymptotic analysis of conditions (10), 

(11) makes it possible to distinguish the following twelve typical cases of resonant attractor or resonant repeller realization: 1) if 

0/  dtd x , 0/  dtd , 0max)0(  r
xx , condition (10) is fulfilled and resonant attractor (9) is realized; 2) if 

0/  dtd x , 0/  dtd , 0)0()0(max  r
xx

r
x , condition (11) is fulfilled and resonant repeller (9) is realized; 3) if 

0/  dtd x , 0/  dtd ,
dt
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dt

d x
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 , 0)0()0(  x

r
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dt
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 , 0)0()0(  x
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x , condition (11) is fulfilled and repeller (9) is 

realized; 5) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0max)0(  r

xx , condition (10) is fulfilled and attractor 

(9) is realized; 6) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
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 , 0)0()0(  x

r
x , condition (11) is fulfilled and 

repeller (9) is realized;  7) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0max)0(  r

xx , condition (10) is fulfilled 

and repeller (9) is realized;  8) if 0/  dtd x , 0/  dtd , )0()0(0 r
xx  , condition (11) is fulfilled and resonant repeller 

(9) is realized; 9) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0max)0(  r

xx , condition (11) is fulfilled and 

repeller (9) is realized;  10) if 0/  dtd x , 0/  dtd , )0()0(0 r
xx  , the condition (10) is fulfilled and the resonant 

attractor (9) is realized;  11) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0)0()0(  x

r
x , condition (11) is fulfilled 
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and repeller (9) is realized; 12) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0max)0(  r

xx , condition (11) is 

fulfilled and attractor (9) is realized. 

Similarly we consider the case }0,0{ x . In this case, the resonant ratio ax
xI

 )
2

1(  at 2xI  is 

 2 2
x    .    (12) 

In this case, the Lyapunov function is (8). Similar typical twelve cases are following:  13)   if 0/  dtd x , 0/  dtd ,  

0min)0(  r
xx ,   condition   (10)   is   fulfilled   and   resonant  attractor  (9)  is  realized; 14)   if 0/  dtd x ,  

0/  dtd ,  0)0()0(min  r
xx

r
x ,   condition  (10)   is   fulfilled   and   repeller   (9)   is   realized; 15) if 0/  dtd x , 

0/  dtd , 
dt

d

dt

d x
x





 , )0()0(0 r

xx  , condition (10) is fulfilled and attractor (9) is realized); 16) if 

0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , )0()0(0 r

xx  , condition (11) is fulfilled and repeller (9) is realized; 17) 

if 0/  dtd x , 0/  dtd ,
dt

d

dt

d x
x





 , 0)0()0(  r

xx , condition (10) is fulfilled and attractor (9) is realized; 

18) if 0/  dtd x , 0/  dtd , )0()0(0 r
xx  , 

dt

d

dt

d x
x





 , condition (11) is fulfilled and resonant repeller (9) 

is realized; 19) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0)0()0(  r

xx , condition (10) is fulfilled and repeller 

(9) is realized;20) if 0/  dtd x , 0/  dtd , )0()0(0 r
xx  , condition (11) is fulfilled and resonant repeller (9) is 

realized;  21) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0min)0(  r

xx , condition (11) is fulfilled and repeller 

(9) is realized; 22) if 0/  dtd x , 0/  dtd , )0()0(0 r
xx  , condition (10) is fulfilled and resonant attractor (9) is 

realized; 23) if 0/  dtd x , 0/  dtd , 
dt

d

dt

d x
x





 , 0)0()0(  x

r
x , condition (11) is fulfilled and repeller (9) 

is realized; 24) if 0/  dtd x , 0/  dtd ,
dt

d

dt

d x
x





 , 0min)0(  r

xx , condition (11) is fulfilled and attractor 

(9) is realized. 

4. Numerical results  

Numerical results obtained from solve of the equations (1)-(4) confirmed fulfillment of the twenty-four cases discussed 
above. In particular, Fig. 1 shows the dependence of the Lyapunov function on slow variables x  and ω when realization of 
resonant attractor. This numerical result corresponds to a typical case 5).  Fig. 2 shows the dependence of the Lyapunov function 
on slow variables x  and ω when realization of resonant repeller.  The numerical result shown in Fig. 2 corresponds to case 2).  
The following parameters of the spacecraft and initial conditions of motion were used in the construction of Figs. 1-2: m =70 kg; 
S= 0.1 m2, L = 0.54 m, 0.02m  , 0.05Am  ,  31 , I = 1 kgm2, Ix =0.3 kgm2, V(0) is the initial value of the spacecraft 
velocity, V(0) = 3400 m/s, (0)  is the initial value of the local flight-pass inclination angle, (0) = -0.087 rad, H(0) is the initial 
value of spacecraft altitude, H(0) = 100 km, )0( =0, 05.0)0(  rad, x =10 s-1 (Fig.1);  0.005m  , 0.05Am  , 031  ,

x =15 s-1 (Fig. 2). Direction of non-resonant evolution of the corresponding variables is indicated in Figs. 1-2 by arrows. 

5. Conclusion and results 

Thus, the use of the method of averaging and Lyapunov's second method made it possible to carry out an asymptotic analysis 
of the non-resonant evolution of slow variables during the atmospheric descent of the spacecraft with small aerodynamic- 
inertial asymmetry. By doing so, we obtained conditions for realization of the resonant attractor and resonant repeller at arbitrary 
angles of attack. In addition, we identified ten typical cases of resonant attractor realization and fourteen typical cases of 
resonant repeller realization. The approximate analytical results of the study correspond to the results of the numerical 
simulation. The conditions presented in this study indicate that the resonant attractor can become the resonant repeller. It is also 
possible for a reverse transition. These transitions can occur due to the change of sign of the angular velocity x . By analyzing 
of the stability conditions, we assumed that the asymmetry parameters take constant values. It should be noted that the descent of 
a spacecraft with variable asymmetry into the atmosphere presents of a practical interest. For example, the variable asymmetry in 
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the considered dynamical system can lead to a transition from the resonant attractor to the resonant repeller. Research of such 
transient modes falls beyond the scope of this study and may be detailed in the following papers. 

 
Fig.1. Lyapunov’s function and angular velocities when resonant attractor.          Fig.2. Lyapunov’s function and angular velocities when resonant repeller. 
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Abstract 

Mathematical model of a single-link manipulator is considered. It describes the motion of the manipulator in the case of non-smooth path. 

Interpolation of the trajectory of motion is used, which makes it possible to reduce the amount of calculations and allows you to take into 

account the restrictions on the movement of the manipulator. Integral manifold method is used for the system order reduction. As a result, the 

reduced system of the investigated object is obtained, and the control function for the manipulation robot model in the case of a non-smooth 

periodic trajectory is constructed. 

Keywords: mathematical model; manipulation robot; integral manifold; singular perturbations; periodic trajectory 

1. Introduction 

In this paper, we consider a mathematical model of a robotic manipulator that describes its motion along a non-smooth 

periodic trajectory. After path definition of the manipulator movement control function is selected. It allows implementing the 

required movement accurately. To solve the problem, we use the method of integral manifolds [1-3]. As applied to control 

problems, this method was considered in [4-7]. 

2. Single-link manipulator model 

The equations of motion of a single-point manipulator have the form [7-8]: 

𝐽1�̈�1 + 𝑀𝑔𝑙 sin 𝑞1 + 𝑐(�̇�1 − �̇�𝑚) + 𝑘(𝑞1 − 𝑞𝑚) = 0,              (1) 

𝐽𝑚�̈�𝑚 − 𝑐(�̇�1 − �̇�𝑚) − 𝑘(𝑞1 + 𝑞𝑚) = 𝑢, 

where  𝐽𝑚 is the jet second moment; 𝐽1 is the link second moment; 𝑀 is the link mass; 𝑙 is the link length; 𝑐 is the attenuation 

factor; 𝑘 is the hardness. Let 𝑞1 is the link angular displacement; 𝑞𝑚 is the output angle, and 𝑢 is the control circuit. In Fig.1 the 

image of the single-link manipulator is presented.  

Variables in the system are changed in the following manner: 

𝑥1 =
𝐽1𝑞1+𝐽𝑚𝑞𝑚

𝐽1+𝐽𝑚
,   𝑥2 = �̇�1, 𝑦1 =  𝑞1 − 𝑞𝑚, 𝑦2 =  �̇�1,               (2) 

Then system (1) is transformed to: 

�̇�1 = 𝑥2,   �̇�2 =
𝑀𝑔𝑙

𝐽1+𝐽𝑚
sin (𝑥1 +

𝐽𝑚

𝐽1+𝐽𝑚
𝑦1) +

𝑢

𝐽1+𝐽𝑚
,                       (3) 

�̇�1 = 𝑦2,   �̇�2 = − (
1

𝐽1
+

1

𝐽𝑚
) 𝑦1 −  𝑐 (

1

𝐽1
+

1

𝐽𝑚
) 𝑦2 − 2 𝑀𝑔𝑙

𝐽1
sin (𝑥1 +

𝐽𝑚

𝐽1+𝐽𝑚
𝑦1) − 2 𝑢

𝐽𝑚
.          (4) 

This system is singularly perturbed with slow subsystem (3) and fast subsystem (4). Omitting all terms of 𝑂( 2) order in 

the right hand side of the last equation the independent subsystem is obtained.  

   �̇�1 = 𝑦2,   �̇�2 = − (
1

𝐽1

+
1

𝐽𝑚

) 𝑦1 − 𝑐 (
1

𝐽1

+
1

𝐽𝑚

) 𝑦2, 

The solutions of system are characterized by quite high frequency 
√(

1

𝐽1
+

1

𝐽𝑚
)

𝜀
   and relatively low damping factor 𝑐(

1

𝐽1
+

1

𝐽𝑚
)/2, 

and differential system has a characteristic equation  

2𝜆2 + с (
1

𝐽1

+
1

𝐽𝑚

) 𝜆 + (
1

𝐽1

+
1

𝐽𝑚

) 

with complex roots 

 𝜆1,2 = −
𝑐

2
(

1

𝐽1
+

1

𝐽𝑚
) ±

𝑖

2
√(

1

𝐽1
+

1

𝐽𝑚
) − 2 𝑐2

4
(

1

𝐽1
+

1

𝐽𝑚
)

2

        (5) 

 As far as a real part is negative, slow invariant manifold can be used for model analysis of the concerned manipulator. 

3. Integral manifold construction 

 To calculate the slow integral manifold for the system (3)-(4) we use asymptotic expansions and obtain, within the 

accuracy of 𝑂( 3), 𝑦1=
2𝑌 + 𝑂( 3)   и 𝑦2 = 𝑂( 3)    (5),  where 

𝑌 = − [
𝑀𝑔𝑙

𝐽1

sin(𝑥1) +
𝑢0

𝐽𝑚

] (
1

𝐽1

+
1

𝐽𝑚

)
−1

 

Here the representation 𝑢 = 𝑢0 + 2𝑢1 + 𝑂( 3) is used. 
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 Movement on the manifold is described by the following equations 

�̇�1 = 𝑥2,   �̇�2 = −
𝑀𝑔𝑙

𝐽1+𝐽𝑚
sin (𝑥1 + 2 𝐽𝑚

𝐽1+𝐽𝑚
𝑌) +

𝑢0+𝜀2𝑢1

𝐽1+𝐽𝑚
+  𝑂( 3)             (6) 

Manipulator angular displacement q1 is expressed using new variables 

𝑞1 = 𝑥1 +
𝐽𝑚

𝐽𝑚+𝐽1
𝑦1,                (7) 

where 𝑦1 = 2𝑌 +  𝑂( 3). This allows to rewrite the system (5) on the slow integral manifold as 

�̈�1 − 2 𝐽𝑚

𝐽𝑚+𝐽1
�̈� = −

𝑀𝑔𝑙

𝐽1+𝐽𝑚
sin(𝑞1) +

𝑢0+𝜀2𝑢1

𝐽1+𝐽𝑚
+ 𝑂( 3).            (8) 

4. Control function 

Let 𝑞𝑑(𝑡)  be the required trajectory of the manipulator movement. Slow control function term is in the form  

 𝑢0 = (𝐽1 + 𝐽𝑚)𝑢𝑑 + 𝑀𝑔𝑙 sin 𝑞1, где 𝑢𝑑 = �̈�𝑑 − 𝑎1(𝑥1 + 𝑞𝑑) − 𝑎2(�̇�1 + �̇�𝑑). Using (8) and  𝑢0 and  𝑢𝑑 we obtain within the 

accuracy of the order 𝑂( 2)  

�̈�1 − �̈�𝑑+𝑎2(�̈�1 + �̈�𝑑) + 𝑎1(𝑞1 + 𝑞𝑑) = 0              (9) 

for 𝑞1 − 𝑞𝑑, aand 𝑞1 = 𝑥1 + 𝑂( 3) on the slow integral manifold.  

 Equation (9) gives the possibility to select control function 𝑢𝑑  coefficients in such a way that the relevant control affords to 

achieve the required trajectory. Assume, for instance, 𝑀 1, 𝑘 100 , 𝑙 1, 𝐽1 1 , 𝐽𝑚 1, 𝑔 9.8, 𝑐 2 , at that 𝑎1=3, 𝑎2=4, and 

the required trajectory is of the form 𝑞𝑑 = sin 𝑡, then we obtain the following original variables control law 

𝑢 = 2𝑢𝑑 + 9.8 sin(𝑞1) = 2[− sin 𝑡 − 4(�̇�1 − cos 𝑡) − 3(𝑞1 − sin 𝑡)] + 9.8 sin(𝑞1) 

 The first stage of the control construction is to determine the desired trajectory of motion of the manipulator in the form of 

some analytically described function. In most cases, the manipulators do not move along smooth trajectories, so that its 

trajectory is a sectionally smooth line. For smoothing the interpolation of the chosen trajectory is used by polynomials of a 

certain class approximating the segments of the desired trajectory of the manipulation robot between the node points (for 

example, lines, arcs, parabolas, etc.). But there is a possibility that there will be a problem associated with the difficulty of 

calculating a polynomial of high degree. In this regard, to perform interpolation of the trajectory from the given nodal points, it 

is necessary to choose polynomials of low degrees or to break the trajectory of the manipulator's movement into separate 

sections. 

In Fig. 1 there is a displacement-time diagram in case the required path 𝑞𝑑  is written as  

𝑞𝑑 = {

𝑥,   0 < 𝑥 < 𝛿 − 1

𝑎(𝑥 − 1)4 + 𝑏(𝑥 − 1)2 + 1, 𝛿 − 1 < 𝑥 < 𝛿 + 1
−𝑥 + 2,    𝛿 + 1 < 𝑥 <  2

 

  

Fig. 1. Trajectory 𝑞𝑑.                          Fig.2. Periodic trajectory. 

When the trajectory 𝑞𝑑 is substituted in the system of equations of motion of the manipulation robot (1), the trajectory of 

motion will look as follows (fig. 3). 

 
Fig. 3. Trajectory of motion of the manipulator in the case of a periodic trajectory. 

Conclusion 

The object of research is a manipulator model describing the manipulator motion in a non-smooth path. The interpolation 

of the trajectory of motion by polynomials is used that approximates the segments of the desired trajectory of the manipulation 
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robot between the nodal points, which makes it possible to reduce the amount and time of calculations, and allows us to take 

into account the restrictions on the movement of the manipulator. Integral manifold method is used for the system order 

reduction. 

As a result of the work done the reduced system of the object is obtained and the control function for a diagrammatic 

formulation of the manipulator model motion. It is established that manifold control provides the motion of the system along the 

trajectory near to the effective one.  
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Abstract 

A system of semilinear parabolic equations with a manifold of steady states is considered and the conditions of stabilizability of this manifold 

are obtained in the paper. 
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1. Introduction 

Consider the system of differential equations: 

𝑑𝑎

𝑑𝑡
= 𝐴(𝑎, 𝑦, 𝑧),

𝑑𝑦

𝑑𝑡
= 𝐵𝑦 + 𝑌(𝑎, 𝑦, 𝑧),

𝑑𝑧

𝑑𝑡
= 𝐶𝑧 + 𝑍(𝑎, 𝑦, 𝑧),

                           (1) 

where 𝑎, 𝐴 ∈ 𝑅𝑙; 𝑦, 𝑌 ∈ 𝑅𝑘; 𝑧, 𝑍 ∈ 𝑅𝑚.  Assume that 𝐴(𝑎, 0,0) ≡ 0, 𝑌(𝑎, 0,0) ≡ 0, 𝑍(𝑎, 0,0) ≡ 0.  Then the system (1) has a 

manifold of equilibrium states 𝔐 = {(𝑎, 0)|𝑎 ∈ 𝑅𝑙 , 0 ∈ 𝑅𝑘 × 𝑅𝑚}. 
Following [1, 2], let say that the manifold  𝔐 is stable with respect to variable 𝑥 = (𝑦, 𝑧),  if for any point 𝑎 ∈ 𝑅𝑙 and any 

neighborhood of zero W in phase space 𝑅𝑘 × 𝑅𝑚 we can specify such a neighborhood of zero 𝑊0 ⊂ 𝑅𝑘 × 𝑅𝑚, that  for any 

point 𝑥0 = (𝑦0, 𝑧0) ∈ 𝑊  the corresponding solution 𝑎 = 𝑎(𝑡, 𝑎0, 𝑥0), 𝑥 = 𝑥(𝑡, 𝑎0, 𝑥0) (𝑎(0, 𝑎0, 𝑥0) = 𝑎0, 𝑥(0, 𝑎0, 𝑥0) = 𝑥0) 

satisfies the ratio 𝑥 = 𝑥(𝑡, 𝑎0, 𝑥0) ∈ 𝑊 when 𝑡 ≥ 0. 
Let say that 𝔐 is asymptotically stable with respect to variable 𝑥 = (𝑦, 𝑧), if it is stable with respect to variable 𝑥  and, 

moreover, lim𝑡→∞ 𝑥(𝑡, 𝑎0, 𝑥0) = 0 for all 𝑥0 ∈ 𝑊. 
Let say that 𝔐  is stabilized, if it is asymptotically stable with respect to variable 𝑥  and when 𝑡 → ∞ {𝑎(𝑡, 𝑎0, 𝑥0),

𝑥(𝑡, 𝑎0, 𝑥0)} converge to some point of diversity 𝔐, if 𝑥0 ∈ 𝑊0. 

M.A. Ayzerman and F.R. Gantmakher established that the state of equilibrium of nonholonomic system is stable, if all roots 

of the characteristic equation, except for the zero roots, the number of which equals the number of equations of nonholonomic 

connections, have negative real parts [3, 4]. Each perturbed motion, which is close enough to unperturbed motion, is converge to 

one of the possible established motions, belong to a given manifold, when 𝑡 → ∞. [5] 

2. Model description 

Let consider the model of interaction of two populations of microorganisms in one-dimensional case. This system is based on 

the equations of Fisher-Kolmogorov-Petrovsky-Piskunov. Let 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡) be concentrations of the two sub-types of a 

virus at a point 𝑥 and a time 𝑡. Consider the problem on the interval 𝑥 ∈ [0; 1]. The system has the form: 

{

𝜕𝑢(𝑥,𝑡)

𝜕𝑡
= 𝐷1

𝜕2𝑢(𝑥,𝑡)

𝜕𝑥2 + 𝑎1𝑢(𝑥, 𝑡)(1 − 𝑞1𝑣(𝑥, 𝑡))(1 − 𝑢(𝑥, 𝑡) − 𝑣(𝑥, 𝑡));

𝜕𝑣(𝑥,𝑡)

𝜕𝑡
= 𝐷2

𝜕2𝑣(𝑥,𝑡)

𝜕𝑥2 + 𝑎2𝑣(𝑥, 𝑡)(1 − 𝑞2𝑢(𝑥, 𝑡))(1 − 𝑢(𝑥, 𝑡) − 𝑣(𝑥, 𝑡)),
       (2) 

where a1,a2 - the replacement rates for populations u and v accordingly, D1,D2 – the coefficients of diffusion, q1, q2 − the 

coefficients of the interaction between individuals of different populations. 

The condition of impermeability at the ends of the considered interval are considered as the boundary conditions in this 

problem. They look like: 
𝜕𝑢(𝑥,𝑡)

𝜕𝑥
|

𝑥=0
=

𝜕𝑢(𝑥,𝑡)

𝜕𝑥
|

𝑥=1
= 0;

𝜕𝑣(𝑥,𝑡)

𝜕𝑥
|

𝑥=0
=

𝜕𝑣(𝑥,𝑡)

𝜕𝑥
|

𝑥=1
= 0.

                      (3) 

Continuous functions are chosen as the initial conditions. They have the form: 

𝑢(𝑥, 0) = {
0,9(−5(𝑥 − 1)2 + 1), 𝑢 > 0,

0, 𝑢 ≤ 0;

𝑣(𝑥, 0) = {
0,9(−5𝑥2 + 1), 𝑣 > 0,

0, 𝑣 ≤ 0.

                    (4) 
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3. Analysis of the model 

Let find the conditions of stability for the model (2). First of all, let find the equilibrium states of the system. These 

stationary solutions are obtained by equating all partial derivatives to zero in equations of model. Introduce functions 𝑓
1
, 𝑓

2
, 

which defined by the following equations: 

𝑓1 = 𝑎1𝑢(1 − 𝑞1𝑣)(1 − 𝑢 − 𝑣) = 0;

𝑓2 = 𝑎2𝑣(1 − 𝑞2𝑢)(1 − 𝑢 − 𝑣) = 0.
                                      (5) 

From equations (5) it is easy to obtain the equilibrium states of the system: 

(𝑢1, 𝑣1) = (0, 1);        (𝑢2, 𝑣2) = (1, 0);        (𝑢3, 𝑣3) = (0.5, 0.5).              (6) 

To obtain the closest linear system, where (𝑢, 𝑣)  is close to (𝑢, 𝑣), let introduce the infinitesimal perturbations: 

𝜉(𝑥, 𝑡) = 𝑢(𝑥, 𝑡) − 𝑢;   𝜂(𝑥, 𝑡) = 𝑣(𝑥, 𝑡) − 𝑣.                                  (7) 

Consider the approximation of functions 𝑓1(𝑢, 𝑣), 𝑓2(𝑢, 𝑣) near any equilibrium states (𝑢, 𝑣). Multivariable calculus 

may be used to obtain the following approximations: 

𝑓1(𝑢, 𝑣) ≈ 𝑓1(𝑢, 𝑣) +
𝜕𝑓1

𝜕𝑢
𝜉 +

𝜕𝑓1

𝜕𝑣
𝜂;

𝑓2(𝑢, 𝑣) ≈ 𝑓2(𝑢, 𝑣) +
𝜕𝑓2

𝜕𝑢
𝜉 +

𝜕𝑓2

𝜕𝑣
𝜂.

                                        (8) 

Members of the second and higher orders can be neglected since the perturbations are infinitely small. Taking into 

consideration equations (5), let receive: 

𝑓1(𝑢, 𝑣) ≈
𝜕𝑓1

𝜕𝑢
𝜉 +

𝜕𝑓1

𝜕𝑣
𝜂;

𝑓2(𝑢, 𝑣) ≈
𝜕𝑓2

𝜕𝑢
𝜉 +

𝜕𝑓2

𝜕𝑣
𝜂.

                                            (9) 

Finally, substituting equations determining the perturbations (7) into the equations defining the model (2), leads to a set 

of equations showing how the perturbance will develop in time: 
𝜕𝜉

𝜕𝑡
= 𝐷1

𝜕2𝜉

𝜕𝑥2 +
𝜕𝑓1

𝜕𝑢
𝜉 +

𝜕𝑓1

𝜕𝑣
𝜂,

𝜕𝜂

𝜕𝑡
= 𝐷1

𝜕2𝜂

𝜕𝑥2 +
𝜕𝑓2

𝜕𝑢
𝜉 +

𝜕𝑓2

𝜕𝑣
𝜂.

                                         (10) 

Let consider the Jacobian matrix for the system (10). The signs of the eigenvalues of this matrix will give the 

conditions of stability of the stationary solutions. 

Α = (

𝜕𝑓1

𝜕𝑢

𝜕𝑓1

𝜕𝑣
𝜕𝑓2

𝜕𝑢

𝜕𝑓2

𝜕𝑣

).                                               (11) 

Accounting that 𝑓1 = 𝑎1𝑢(1 − 𝑞1𝑣)(1 − 𝑢 − 𝑣), 𝑓2 = 𝑎2𝑣(1 − 𝑞2𝑢)(1 − 𝑢 − 𝑣),  let calculate the partial derivatives of 

these functions on variables 𝑢, 𝑣. Then, the Jacobian matrix Α takes the form: 

Α = (
𝑎1(1 − 𝑞1𝑣)(1 − 2𝑢 − 𝑣) 𝑎1𝑢(𝑞1(𝑢 + 2𝑣 − 1) − 1)

𝑎2𝑣(𝑞2(𝑣 + 2𝑢 − 1) − 1) 𝑎2(1 − 𝑞2𝑢)(1 − 𝑢 − 2𝑣)
).                        (12) 

Following the research conducted by Juan Carlos Cantero and Andrei Korobeinikov [6], consider the position of 

equilibrium (𝑢3, 𝑣3) = (0.5, 0.5). 

Substitute (𝑢3, 𝑣3) = (0.5, 0.5) in (12):  

Α = (
−0.5𝑎1(1 − 0.5𝑞1) −0.5𝑎1(1 − 0.5𝑞1)

−0.5𝑎2(1 − 0.5𝑞2) −0.5𝑎2(1 − 0.5𝑞2)
).                               (13) 

The determinant of the Jacobian matrix equals to zero, and the stability of the solution will depend on the trace of the 

matrix Α. If the trace of the matrix is negative, then the solution is stable. Then if 𝑎1𝑞1 + 𝑎2𝑞2 < 2(𝑎1 + 𝑎2), the stationary 

solution is stable. And if 𝑎1𝑞1 + 𝑎2𝑞2 > 2(𝑎1 + 𝑎2), the solution is not stable. 

4. Numerical modeling 

To solve the problem (2)-(4) let make an explicit finite-difference scheme. To do this, replace the differential operators of 

their mesh analogues. Receive: 

{

𝑢𝑖
𝑘+1−𝑢𝑖

𝑘

𝜏
= 𝐷1

𝑢𝑖+1
𝑘 −2𝑢𝑖

𝑘+𝑢𝑖−1
𝑘

ℎ2 + 𝑎1𝑢𝑖
𝑘(1 − 𝑞1𝑣𝑖

𝑘)(1 − 𝑢𝑖
𝑘 − 𝑣𝑖

𝑘);

𝑣𝑖
𝑘+1−𝑣𝑖

𝑘

𝜏
= 𝐷2

𝑣𝑖+1
𝑘 −2𝑣𝑖

𝑘+𝑣𝑖−1
𝑘

ℎ2 + 𝑎2𝑣𝑖
𝑘(1 − 𝑞2𝑢𝑖

𝑘)(1 − 𝑢𝑖
𝑘 − 𝑣𝑖

𝑘).
                           (14) 

The boundary conditions will take the form: 
𝑢1

𝑘+1−𝑢−1
𝑘+1

ℎ
= 0;

𝑣1
𝑘+1−𝑣−1

𝑘+1

ℎ
= 0.

                                                  (15) 

Define the initial conditions as follows: 

𝑢𝑖
0 = {

0,9(−5(𝑥𝑖 − 1)2 + 1), 𝑢𝑖
0 > 0,

0, 𝑢𝑖
0 ≤ 0;

𝑣𝑖
0 = {

0,9(−5𝑥𝑖
2 + 1), 𝑣𝑖

0 > 0,

0, 𝑣𝑖
0 ≤ 0.

                                       (16) 

Their graphs are presented in figure1. 
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Fig. 1.  Graph of the initial conditions for u and v. 

To solve the problem (14)-(16) the program was realised in Matlab, which calculates the values of the grid functions on the 

time interval 0 ≤ t ≤ 600. 

5. Different cases 

Consider the case when the coefficients of the first and the second equations are equal, i. e. 𝑎1 = 𝑎2 = 1,  𝐷1 = 𝐷2 = 0.001,
q1 = q2 . Separating the variables and solving the task on eigenvalues, find the value of parameters q1 = q2 = 2 , in the 

transition through which the bifurcation happens in the system. To illustrate this phenomenon, consider the three different cases: 

1. q1 = q2 < 2 

2. q1 = q2 ≈ 2 

3. q1 = q2 > 2 
In the first case, the trajectories of system converge to the equilibrium (0,5;0,5), belonging to the manifold of equilibrium 

states of the system. By Ayzerman-Gantmacher`s theorem, the state of equilibrium of system is stable. Thus, manifold is 

stabilized. In the second case, there is a soft loss of stability of the system when passing through the critical value, and in the 

third case, it is possible to observe a complete loss of stability. 

5.1. Case, when q1 = q2 < 2. 

For the first case , when q1 = q2 = 1.5,  the dynamics of function u(x,t) is presented in figure 2. The dynamics of function 

v(x,t) is presented in figure 3. In figure 4 a solution in a finite time t=600 is presented.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  The dynamics of function 𝑢(𝑥, 𝑡) for case 1. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.  The dynamics of function 𝑣(𝑥, 𝑡) for case 1. 
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Fig. 4.  A solution in a finite time t=600 for case 1. 

5.2. Case, when q1 = q2 ≈ 2. 

For the second case, when q1 = q2 = 2.05,  the dynamics of function u(x,t) is presented in figure 5. The dynamics of 

function v(x,t) is presented in figure 6. In figure 7 a solution in a finite time t=600 is presented. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5.  The dynamics of function 𝑢(𝑥, 𝑡) for case 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6.  The dynamics of function 𝑣(𝑥, 𝑡) for case 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.  A solution in a finite time t=600 for case 2. 
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5.3. Case, when q1=q2>2. 

For case 3, when 𝑞1 = 𝑞2 = 2.5, the dynamics of function u(x,t) is presented in figure 8. The dynamics of function v(x,t) is 

presented in figure 9. In figure 10 a solution in a finite time t=600 is presented. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8.  The dynamics of function 𝑢(𝑥, 𝑡) for case 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9.  The dynamics of function 𝑣(𝑥, 𝑡) for case 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10.  A solution in a finite time t=600 for case 3. 

6. Conclusion 

Hence, it is shown that for q1 = q2 < 2 the manifold of equilibrium states of the system is stabilized, and when passing 

through the value of the coefficients of the interaction q1 = q2 = 2 loss of stability occurs in the system. 
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Abstract 

The problem of stabilizing a spin satellite by means of passive dampers is considered. The application of the method of integral manifolds 

allows us to find conditions for the loss of stability in the analytical form.  
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1. Introduction 

A lot of work has been devoted to the study of dynamic models of stabilization of satellites with the help of gyroscopic forces. 

As the main apparatus, the Lyapunov function method and the stability criteria applied to first approximation systems are used. 

In addition to gyroscopic forces for stabilization, damping devices are used in a number of models to ensure the asymptotic 

stability of the required modes of satellite motion. In a number of works, passive dampers are considered as such devices. For 

the case of two co-axial bodies, on each of which one damper is installed, the stabilization problem was considered, for 

example, in [1-3]. In this paper, we confine ourselves to the study of a model of a satellite consisting of two bodies, on one of 

which a damper with a relatively small coefficient of viscous friction is installed. The damper is modeled by a particle of 

relatively small mass placed in a tube filled with a viscous liquid and attached by a spring. To analyze the system of differential 

equations, the method of integral manifolds [3, 4] is applied, which allows to significantly reduce the dimensionality of the 

model and simplify the analysis. 

2. Equations 

To study the conditions and the mechanism of loss of stability for a satellite stabilized by rotation, consider a dynamic model 

that is a system of ordinary differential equations for dimensionless variables and parameters of the form [3]: 

𝑞�̇� − 𝜀𝑥1̇ = 𝜀[2𝑥1 𝑣1 − 𝜔𝑥2𝑢1] , 

[1 − 2𝐿𝑢1]𝑥1̇ − 𝜀𝑢2�̇� = 

= −𝛬𝑥2 + 𝜀[−𝑢12𝐿𝜔𝑥2 + 𝜀𝑥1𝑥2𝑢1 + 2𝐿𝑥1 𝑣1], 

[1 − 2𝐿𝑢1]𝑥2̇ − 𝜀𝑣1̇ = 𝛬𝑥1 + 𝜀[𝜔2𝑢1 − 2𝐿𝑢1𝜔𝑥1 + 2𝐿𝑥2𝑣1 − 𝜀𝑥1
2𝑢1] 

𝑢1̇ = 𝑣1, 

 −𝜀𝑥2̇ + 𝜀(1 − 𝜀𝜌1)𝑣1̇ = 

= −𝐾1𝑢1 − 𝜀𝛽1𝑣1 + 𝜀(𝑥1
2 + 𝑥2

2)(𝑢1 − 𝐿) − 𝜀𝜔𝑥1. 

Variables 𝜔, 𝑥1, 𝑥2 play the role of projections of the absolute angular velocity of the main body on the axis of the coordinate 

system associated with it with the origin at the center of mass of this body. The variable 𝑢1 characterizes the deviation of a 

particle moving inside the damper from its nominal position. In these equations, the nonlinear terms containing the factors 𝜀2𝑢1 

are omitted. The value of ε, which characterizes the moment of inertia of the mass moving in the damper, plays the role of a 

small parameter. Some details can be found in [5]. 

3. Manifold of steady states 

The system of differential equations under consideration has a manifold of steady states: 

𝔐 = {𝜔 = 𝛺 = 𝑐𝑜𝑛𝑠𝑡, 𝑥1 = 𝑥2 = 𝑢1 = 𝑣
1

= 0}. 
Following [6], we say that this manifold is stable with respect to variables  

𝑥1, 𝑥2, 𝑢1, 𝑣1, 
If for any 𝜔 = 𝛺 and any neighborhood of zero W in the space of variables 𝑥1, 𝑥2, 𝑢1, 𝑣1 we can find a neighborhood of zero 𝑊0

  

of this space such that for any point of this neighborhood the corresponding solution belongs to𝑊 for 𝑡 ≥ 0. 
We will say that 𝔐 is asymptotically stable with respect to variables  

𝑥1, 𝑥2, 𝑢1, 𝑣1, 
if it is stable with respect to these variables and, in addition, the variables 𝑥1, 𝑥2, 𝑢1, 𝑣1   tend to zero with unlimited increase of  

𝑡. 
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We will say that 𝔐 is stabilizable if it is asymptotically stable with respect to variables 𝑥1, 𝑥2, 𝑢1, 𝑣1  under 𝑡 → ∞  the 

solution tends to some point of the manifold 𝔐. 

It follows from the results of [5, 6] that the manifold of steady states 𝔐 is stabilizable if all the roots of the characteristic 

equation, except for one zero root, have negative real parts. Any perturbed motion, sufficiently close to the unperturbed motion, 

tends to one of the possible steady motions belonging to the indicated manifold if 𝑡 → ∞. 

4. Model reduction  

The differential system under consideration is singularly perturbed one and has a three-dimensional manifold of slow 

motions: 

𝑢1 = 𝜀𝑓(𝜔, 𝑥1, 𝑥2), 𝑣1 = 𝜀𝑔(𝜔, 𝑥1, 𝑥2),   
the motion along which is described by a system of three scalar differential equations of the form: 

𝑞�̇� = 𝜀[2𝑥1 𝑔 − (𝛬 + 𝜔)𝑥2𝑓] , 

𝑥1̇ = −𝛬𝑥2 + 𝜀[𝑥2(𝑥2 − 2𝐿𝜔(𝛬 + 𝜔)) + 𝑓 + 2𝐿𝑥1 𝑔], 

𝑥2̇ = 𝛬𝑥1 + 𝜀[(−𝐾1𝑓 − 𝑥1(𝑥1 − 2𝐿𝜔(𝛬 + 𝜔)𝑥2)𝑓 + 𝑥1
2 + 𝑥2

2 − (1 + 𝜌1)𝐾1 + 𝜔2)𝑓 + 

(−𝛽1 + 2𝐿𝑥2)𝑔 + (𝛬 − 𝜔)𝑥1 − 𝐿(𝑥1
2 + 𝑥2

2)] + 

𝜀2{[𝜔2 − (1 + 𝜌1)2𝐾1]𝑓 − (1 + 𝜌1)𝛽1𝑔 + (1 + 𝜌1)𝜔𝑥1 − (1 + 𝜌1)(𝑥1
2 + 𝑥2

2)} + 𝜀3(1 + 𝜌1)2(𝛬 − 𝜔)𝑥1. 

The functions f, g are computed in the usual way [5]. Restricting ourselves linearly in  𝑥1, 𝑥2 terms to the third order and 

nonlinear - up to the second order in 𝜀 inclusive, we write the equations of motion with respect to the integral manifold in the 

form 

𝑞�̇� =
𝜀2

𝐾1
[−(𝛬 − 𝜔)(3𝛬 + 𝜔)𝑥2𝑥1 + (𝛬 + 𝜔)𝐿𝑥2(𝑥1

2 + 𝑥2
2)] , 

𝑥1̇ = −𝛬𝑥2 +
𝜀2

𝐾1

[(𝛬 − 𝜔)𝑥1
2𝑥2 − 2𝐿(𝛬 − 𝜔)(2𝛬 + 𝜔)𝑥2𝑥1 + 

2𝐿2(𝛬 + 𝜔)𝑥2(𝑥1
2 + 𝑥2

2) − 𝐿𝑥1 𝑥2𝑥1 (𝑥1
2 + 𝑥2

2)], 

𝑥2̇ = 𝛬𝑥1 + 𝜀2[−
1

𝐾1

(𝛬 + 𝜔)(𝛬 − 𝜔)2(1 −
ε𝐿2

𝐾1

)𝑥1 −
ε

𝐾1
2

 

(𝛬(𝛬 + 𝜔)(𝛬 − 𝜔)2𝑥2𝛽1) +
1

𝐾1

2𝐿(𝛬 − 𝜔)((𝛬 + 𝜔)𝑥1
2

 
− 𝛬𝑥2

2)

− 2𝐿(𝛬 + 𝜔)𝑥1 (𝑥1
2 + 𝑥2

2) + 𝐿(𝑥1
2 − 𝜔2)(𝑥1

2 + 𝑥2
2)]. 

After linearizing the equations on an integral manifold for variables 𝑥1, 𝑥2  we obtain the linear with respect to 𝑥1, 𝑥2  
subsystem 

𝑥1̇ = −𝛬𝑥2, 

𝑥2̇ = 𝛬𝑥1 + 𝜀2[−
1

𝐾1

(𝛬 + 𝜔)(𝛬 − 𝜔)2(1 −
ε𝐿2

𝐾1

)𝑥1 −
ε

𝐾1
2

 

(𝛬(𝛬 + 𝜔)(𝛬 − 𝜔)2𝑥2𝛽1) ]. 

The condition of asymptotic stability with respect to variables  𝑥1, 𝑥2 is 

−𝛬(𝛬 + 𝜔)(𝛬 − 𝜔)2
 < 0. 

For the integral manifold of slow motions, the following principle is valid: the variety of stationary states of the initial system 

is stable (unstable, asymptotically stable with respect to some of the variables, is stabilizable) if and only if it is stable (unstable, 

asymptotically stable with respect to a part of the variables, stabilizable) the variety of stationary states of a system describing 

the motion on an integral manifold. It is clear that a violation of the resulting inequality entails a loss of stability. This is 

confirmed by the results of numerical experiments. In the figures below, one can see oscillations with increasing amplitude for 

the variables 𝑥1, 𝑥2 and ω. 

 

Fig. 1. Projection of the trajectory on the plane of variables 𝑥1, 𝑥2 (the movement is made counter-clockwise). 
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Fig 2. Solution graph for variable ω. 

5. Conclusion 

In the present work, the mathematical model of a satellite stabilized by rotation has been studied by the methods of the 

geometric theory of singular perturbations. A reduction of the system was carried out, as a result of which, instead of the original 

system of five differential equations, its projection onto a three-dimensional slow integral manifold was investigated. It should 

be noted that, due to the validity of the reduction principle for a slow integral manifold, the reduction is carried out correctly, and 

the reduced system of three differential equations preserves the basic qualitative properties of the original model. An inequality 

is obtained, in violation of which the satellite loses the required orientation in space.  
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Viral evolution model with several time scales 
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Abstract 

In this paper a viral evolution model with specific immune response is considered. By introducing of dimensionless variables and parameters 

this model can be modified to the singularly perturbed system of partial integro-differential equations with two small parameters. The 

transition from the initial-boundary value problem of the initial system to the generating problem makes it possible to reduce the dimension of 

the system and, as a consequence, to reduce the computational volume. The theorem on the passage to the limit is also represented. 

Keywords: viral dynamics; immune response; specific immunity; singular perturbations; initial-boundary value problem; degenerate system; 

passage to the limit 

1. Introduction 

The presence of several time scales in the models of evolution biology is more a rule than an exception. This is due to the fact 

that an extremely slow biological evolution process proceeds against the background of significantly faster interactions of 

different nature. To model such processes with several time scales, systems of differential equations with a small parameter for a 

part of the derivatives (the so-called singularly perturbed systems of differential equations) are usually used. Numerical analysis 

of such systems involves a large amount of computation due to the presence of variables that vary with significantly different 

velocities. Therefore, it becomes relevant to construct simplified (reduced) models of lower dimensionality, but with a high 

degree of accuracy reflecting the behavior of the original processes.  

One of the reduction methods for singularly perturbed systems are the integral manifold method, developed in [1-3], and the 

passage to the limit to the solution of the degenerate system, used in present paper. In this case, the dimension of the systems 

under consideration is reduced. Below, this approach is used to reduce the dimension in the initial-boundary value problem for a 

system describing the dynamics of populations of healthy and infected cells and cytotoxic T-lymphocytes. 

2. Biological background 

 A virus is a small infectious agent that is basically composed of a coat of protein, which covers a genetic code (DNA or 

RNA). A remarkable feature of viruses is inability to replicate themselves. Thus a virus particle attaches to a host cell and injects 

the genetic material into the cell. Further new virus particles released from the host cell and move around in the infected 

organism and infect new host cells. When a virus is replicated, mutations happen randomly.  A mutant can be seen as a new 

strain of virus, where a viral strain is a genetic variant or subtype of a virus.  

The immune system attacks a virus in order to stop it from growing or to kill it all together. The two main branches of the 

immune system are humoral and cell-mediated responses. The latter is composed of killer T-cells (also called cytotoxic T-

lymphocytes, CTL). Specific immune cells can recognize the physical structure of a pathogen. When discovering the pathogen, 

the immune cells multiply rapidly in order to kill off the pathogen. Killer T-cells fight infected cells. CTL response is generally 

considered to be the most effective response of the immune system. 

3. Model 

Let us consider the model of viral dynamics with specific immune response [4]:  
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Each virus phenotype is described by a set of parameters and all possible values of these parameters form a phenotype space, 

which is assumed to be a one-dimensional and continuous:   ,0s ( s  is a dimensionless quantity). Variables  ,, stv  

,3mmcell  and  ,, stz  ,3mmcell  are the population of infected cells of phenotype s  at a time ,t  ,day  and the population of 

CTL-cells, able to kill infected cells of phenotype s  at a time t , respectively. Uninfected target cells with concentration  ,tu  

,3mmcell  are produced at constant rate ,b   ,3 daymmcell   and have a natural death at a rate ,c  day1 . Uninfected cells 

become infected at a rate ,   dayvirionmm 3 . The quantity      



0

, dsstvstIF   is called the infective force. Infected cells 
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die naturally at a rate ,m  ,1 day  and are eliminated by CTL response at a rate ,   dayvirionmm 3 . The activation term of 

CTL response is assumed to be proportional to  stv ,  with a coefficient ,q  day1 , since the number of infected cells has to be 

different from zero in order to activate the growth of  stz , . After activation of CTL response the activated cells will multiply 

by cloning (the so-called “clonal expansion”). To model this phenomenon, a logistic term is employed. Random mutations are 

described by the dispersion with a coefficient ,  day1 . Since  stv ,  is a distribution, it is natural to assume that   .0, tv

The boundary condition at 0s  is the non-flux condition   00, 



t

t

v
 for convenience. Non-negative initial conditions at 0t  

are   00 uu  ,    svsv 0,0   and   )(,0 0 szsz   (it is assumed that a host is already infected by a virus). 

Without loss of generality, for simplicity, we assume that only   depends on s  and that m ,  , q ,   are constant and have 

common values for all phenotypes. 

Although the model is stated for   ,0s , the parameters s  is usually assumed to belong a finite interval  ,0 , and the 

boundary condition   0, tv  is replaced by the condition   0, 



t

s

v
. 

4. The dimensionless system 

Let us introduce the following notations tTt  , sSs  ,   )(
~

tuUtTu  ,    stvVsStTv ,
~

,  ,     stzZsStTz ,
~

,  , and assume 

that 12 ST , cbU 
~

,  ZqV
~~

 , pZ 
~

. Then the initial-boundary value problem for model (1) takes the form 
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The parameter T  must be taken so that the inequality 1  holds. For example, 1T , then 1 TS  .  The 

parameter   is proportional to the mutation probability. For HIV   does not exceed day11010 97   , and HIV is known as 

one of the most rapidly mutating RNA-viruses, so that   is substantially smaller for more slowly mutating RNA-viruses (and so 

much the more DNA-viruses). As c , then 1 . Thereby system (2) is a singularly perturbed system with two small 

parameters and as result has three time scales. It should be noted that a system with several time scales was considered in the 

original work [5]. Further to simplify the notation, we omit the bar. 

5. Reduction of dimension 

Setting 0  in (2), we obtain the so-called first-order degenerate system 
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The third equation  is algebraic and has two roots   2411
2,1

vz  . For the first-order associated system 

  ,ˆ1ˆ
ˆ

vzz
z







                                            (5) 

where v  enters as a parameter, only one of the roots, namely     2411 vvz  , is the asymptotically stable (in the sense 

of  Lyapunov) stationary point, because   
 

041ˆ1ˆ
ˆ

ˆ








vzz
z

vz 

. 

At the initial value of the parameter v , i.e., at  svv 0 , the system (5) with the initial condition   )(,0ˆ 0 szsz   has a unique 

solution  sz ,ˆ   for 0 , and besides     svsz 0,ˆlim 





   ,0s  (see Appendix). Thereby the initial point  sz0  of the 
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first-order associated system (5) belongs to the domain of attraction of the stable stationary point    sv0 . Thus, for sufficiently 

small  , problem (2), (3) has a unique solution and, for some 
1

t , the following limiting equalities hold [6]: 
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                         (6) 

where    ,,tu ,   ,,, stv ,   ,,, stz  are the solutions of the system (2) and  ,
0

tu ,  ,,
0

stv  are the solutions of the 

system (4). Note that the third limiting equality holds for 0t , as the solution  vz   of reduced system (4), generally 

speaking, does not satisfy initial condition for this variable in (3). The boundary layer phenomenon occurs. Equation (5) is also 

called the boundary layer equation. Naturally, there is no boundary layer if the initial point falls on the slow surface [7-9]. The 

system (4) has a dimension one less in comparison with (2). 

Let 0 in (4). Then we obtain the second-order degenerate system 
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first equation in which is algebraic with respect to u  and has a root   







 

0

11 vdsvu  . This root is the asymptotically 

stable (in the sense of  Lyapunov) stationary point of the second-order associated system 
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The latter equation  with the initial condition   00ˆ uu   at the initial value of the parameter  svv 0  has a unique solution 

    fefuu f 11ˆ 0    ,       
0

00 1 dssvssvf  , for all 0  and   fu 1ˆlim 





. Thus, the initial point 
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where  stv ,
00

 is the solution of the second equation in (7) with boundary and initial conditions for variable v  in (3). The 

passage to the limit for 
0

u  is not carried out at point 0t . As a result, a system of three integro-differential equations reduces 

to one integro-differential equation. The existence and uniqueness of the solution of the initial value problem for integro-

parabolic equation in (7) can be justified with the use of the approach outlined in the monograph [10]. 

6. Admissibility of the passage to the limit 

In work [6] the theorem, that connects the solutions of the singularly perturbed system of partial integro-differential equations 

with one small parameter, is proved. Generalize this theorem to the case of two small parameters. 

Consider the singularly perturbed system of partial integro-differential equations 
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with the initial and boundary conditions 

              ,0,,00,,,0,,0,0 000 
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where Rvzu ,, , Rt , 1,0    are the small positive parameters. 

We assume that system (10) satisfies the following conditions. 

I. The functions  xuf , ,  vsg , ,  vzh , , and  vzusq ,,, , together with their partial derivatives with respect to all variables, 

are uniformly continuous and bounded in the respective domains  bxau  ,
1

,  cvs  ,0
2

, 

 cvdz  ,
3

,  cvdzaus  ,,,0
4

. 
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II. The equation   0, vzh  has an isolated root  vz   in the domain  cv   and in this domain function  vz   is 

continuously differentiable. 

III. The inequality    0,   vvh
z

 holds for cv  . This condition implies that the stationary point  vz ˆ  of the first-

order associated system 

 ,,ˆ
ˆ

vzh
z







                                           (12) 

which contains v  as a parameter, is Lyapunov asymptotically stable as   uniformly with respect to v , cv  . If 

assumption III is satisfied, then we say for brevity that the zero of the function  v  is stable. 

IV. There exist a solution  ẑ  of the problem 
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00 szszsvzh
z







                                 (13) 

for 0 ,  s0 . Further, this solution tends to the stationary point    sv0  as  , i.e. )(0 sz  belongs to the domain of 

attraction of the stable stationary point    sv0 . 

V. The equation   0, xuf  has an isolated root  xu   in the domain  bx   and in this domain function  xu   is 

continuously differentiable. 

VI. The inequality    0,   xxf
u     








 

0

, dsvsgx   holds for cv  , i.e. the stationary point  xu ˆ  of the second-

order associated system 
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which contains v  as a parameter, is Lyapunov asymptotically stable as   uniformly with respect to v , cv  . If 

assumption VI is satisfied, then we say for brevity that the zero of the function  x  is stable. 

VII. There exist a solution  û  of the problem 
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for 0 . Further, this solution tends to the stationary point       








0

0, dssvsg   as  , i.e. 
0u  belongs to the domain 

of attraction of the stable stationary point. 

VIII. The truncated system 
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has a unique solution  stv , ,       







 

0

,, dsstvsgtu  ,     stvstz ,,  . 

Theorem. If conditions I-VII are satisfied, then, for sufficiently small  ,  , problem (10), (11) has a unique solution 

  ,,tu ,   ,,, stz ,   ,,, stv , which is related to the solution  tu ,  stz , ,  stv ,  of the truncated problem (16), (17) by the 

limit formulas 
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Here T  is an arbitrary number such that     







 

0

,, dsstvsgu  ,   stvz ,  are the isolated stable roots of the equations 
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 dsstvsguf  ,       0,,, stvstvh   for Tt 0  accordingly. 

The proof of this theorem is the same as one in [6].
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7. Conclusion 

In this paper the procedure that the original system of three integro-differential equations reduces to a single integro-

differential equation is given for a viral evolution model with specific immune response. The theorem on the passage to the limit 

is also formulated. The limiting equalities for fast variables whose physical meaning is the concentration of populations of 

healthy cells and killer T-cells are valid only for some segment  T, , 0 , separated from zero. To construct an approximate 

solution in a neighborhood of the point 0t  Tikhonov-Vasil’eva boundary function method [11] can be applied. In the paper 

[12] a model of viral evolution without immune response (but this model is described by a system of the same type which this 

work deals with) was considered.  By the method mentioned above the solutions in powers of small parameters were found. 

 It should be noted that the mathematical models of evolution biology are usually formulated as integro-differential equations 

and PDE. Thus the same concept and the same techniques can be used to a model of evolution based on any other model virus 

dynamics.  
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Appendix 

Let us solve the initial value problem 
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where  sz ,ˆ   is unknown function, functions  sv0 ,  sz0  are given. This equation is the Riccati equation. Performing 

successively in the equation of change of variables   21ˆˆ 0
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ˆ1 zy  , we first bring it to the Bernoulli equation, 

and then to a linear nonhomogeneous equation of the first order 
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Abstract 

The article deals with pulse process as a means of dynamic analysis of cognitive models of semi-structured systems. We introduce and 
substantiate a generalized model of pulse process for Sylov’s fuzzy cognitive maps. We offer its implementations for various semantic 
interpretations of concept influence. The results of experimental validation of the proposed models are presented in the paper.  

Keywords: cognitive modeling; fuzzy cognitive map; dynamic analysis; pulse process 

1. Introduction 

A cognitive approach is one of the approaches to the study of semi-structured systems, which is widely used at the present 
time. According to the definition given in [1], this approach focuses on the development of formal models and methods 
supporting the intelligent problem-solving process as they include human cognitive capabilities (perception, conception, 
cognition, understanding, explanation) in solving management problems. Structure and target modeling and simulation modeling 
methods based on cognitive approach are commonly subsumed under the umbrella term “cognitive modeling”. In general terms, 
cognitive modeling refers to the study of structure, functioning and development of a system by analyzing its cognitive model. 
The cognitive model is based on a cognitive map, which reflects researcher's subjective notion (individual or collective) of the 
system as a number of semantic categories (known as factors or concepts) and a set of cause-and-effect relations between them. 

A cognitive model is an effective tool for exploratory and estimative analysis of the situation. It does not give an opportunity 
to obtain accurate quantitative characteristics of the system under study, but it allows to assess trends related to its functioning 
and development, and to identify the key factors influencing these processes. Thus, we can search, generate and develop 
effective solutions for system management, as well as identify risks and develop strategies to reduce them. 

Cognitive modeling starts with creating a cognitive map of the system under study on the basis of information received from 
experts. The next step includes direct simulation. Its main objectives are forming and testing hypotheses for the structure of the 
system under study, that can explain its behavior, also developing strategies for various situations in order to reach the specified 
target states. 

Tasks solved by means of cognitive modeling can be divided into two groups: 
1. Tasks of structure and target analysis: 

 finding the key factors influencing the targets; 
 identification of contradictions between the targets; 
 identification of feedback loops. 

2. Tasks of dynamic analysis (scenario simulation): 
 self-development (“what if we do nothing”); 
 managed development: 

o direct task (“what if”); 
o inverse task (“how to”). 

Thus, the scenario simulation allows prediction of the simulated system states under different control actions, and search for 
alternative control solutions bringing the system to the target state. 

Mathematical apparatus most commonly used to represent cognitive models and underlying the methods for their analysis is 
fuzzy logic. As a result, there appeared a whole class of cognitive models based on different types of fuzzy cognitive maps 
(FCM). A detailed overview of such models can be found, for instance, in monograph [3]. One of FCM varieties, well-proven in 
practical analyzing and modeling of semi-structured organizational, social and economic systems are Sylov’s FCMs. They were 
firstly proposed in [7] and represent the development of signed cognitive maps [6]. For this type of FCMs there was developed 
quite a wide range of structure and target analysis methods based on the study of such FCM factors as consonance, dissonance 
and action. A detailed description of these methods can be found in the original monograph [7], and some examples of their 
application in the study of different organizational and social systems – in papers [2, 4]. The problem of developing and 
improving methods of Sylov’s FCMs dynamic analysis was given far less attention. This article presents an approach to dynamic 
analysis of this FCM type using a generalized model of pulse process. The proposed approach is based on the notion of pulse 
process, originally introduced in [6] for the class of signed cognitive maps. We generalize this concept by extending it to the 
class of FCMs and develop the approach, first mentioned in [5] and described in more detail in monograph [4] (section 3.2). 
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2. Formal definition and structure of Sylov’s fuzzy cognitive map 

As previously mentioned, the cognitive model is based on formalization of cause-and-effect relations which occur between 
factors characterizing the system under study. The result of the formalization represents the system in the form of a cause-and-
effect network, termed a cognitive map and having the following form: 

G = < E, W >, 
where E = {e1, e2, …, eK} is a set of factors (also called concepts), W is a binary relation on the set E, which specifies a set of 
cause-and-effect relations between its elements. 

Concepts can specify both relative (qualitative) characteristics of the system under study, such as popularity, social tension, 
and absolute, measurable values – population size, cost, etc. Moreover, every concept ei is connected with a state variable vi, 
which specifies the value of the corresponding index at a particular instant. State variables can possess values expressed on a 
certain scale, within the established limits. Value vi(t) of state variable at instant t is called the state of concept ei at the given 
instant. Thus, the state of the simulated system at any given instant is described by the state of all concepts included in its 
cognitive map. 

Concepts ei and ej are considered to be connected by relation W (designated as (ei , ej) W  or eiWej) if changing the state of 
concept ei (cause) results in changing the state of concept ej (effect). In this case we say that concept ei influences concept ej. 
Besides, if the value increase of the concept-cause state variable leads to the value increase of the concept-effect state variable, 
then the influence is considered positive (“strengthening”); if to the decrease – then negative (“inhibition”). Therefore, the 
relation W can be represented as a union of two disjoint subsets W W W  , where W + is a set of positive relations and W – is 
a set of negative relations. 

Fuzzy cognitive model is based on the assumption that the influence between concepts may vary in intensity, whereas, 
intensity may be constant or variable in time. Taking into account this assumption, W is set as a fuzzy relation, however, its 
setting depends on the adopted approach to formalization of cause-and-effect relations. A cognitive map with fuzzy relation W is 
termed a fuzzy cognitive map. 

Sylov’s fuzzy cognitive map represents FCM, characterized by the following features. 
State variables of concepts can possess values on the interval [0, 1]. 
Influence intensity is considered constant, so relation W is specified as a set of numbers wij, characterizing the direction and 

degree of influence intensity (weight) between concepts ei and ej: 
wij = w(ei , ej), 

where w is a normalized index of influence intensity (characteristic function of the relation W) with the following properties: 
a) –1  wij  1; 
b) wij = 0, if ej does not depend on ei (no influence); 
c) wij = 1 if positive influence of ei on ej  is maximum, i.e. when any changes in the system related to concept ej are 

univocally determined by the actions associated with concept ei; 
d) wij = –1 if negative influence is maximum, i.e. when any changes related to concept ej  are uniquely constrained by 

the actions associated with concept ei; 
e) wij possesses the value from the interval (–1, 1), when there is an intermediate degree of positive or negative 

influence. 
Clearly, FCM of this structure can be graphically represented as a weighted directed graph, which points correspond to 

elements of set E (concepts) and arcs correspond to nonzero elements of relation W (cause-and-effect relations). Each arc has a 
weight which is specified by the corresponding value wij. In this case, relation W can be represented as a matrix of dimension 
nn (where n is the number of concepts in the system), which can be considered as the graph adjacency matrix and is termed a 
cognitive matrix. In addition, each point of the graph also has a weight, which corresponds to the associated concept state and 
can change over time. 

3. Pulse process as a means of dynamic analysis of cognitive maps 

Dynamic analysis of cognitive maps is based on modeling of concept state dynamics over time. Besides, concept state may 
change, firstly, due to changes in the state of other concepts influencing this one, and, secondly, due to external actions. We 
understand external action as a change of the concept state as to the current one under the impact of external factors, i.e. 
irrespective of the concepts included in the cognitive map. At the same time external actions can be targeted, i.e. they come from 
the subject performing system control, and untargeted, i.e. due to uncontrollable factors, external to the system. Thus, in the first 
case we speak about control actions, and in the second case – about disturbing actions (or disturbance). 

To describe the dynamics of concept states we use pulse processes. This approach is based on the assumption that changes in 
the states of all concepts occur at discrete moments of time. State change of concept ei at instant t is called pulse and is denoted 
by pi(t). Thus, 

     1 .i i ip t v t v t    

It is additionally assumed that influence transmission occurs in one step: changing the state of the concept-cause at instant t 
results in changing the state of the concept-effect at instant t + 1. 

Let us first give the model of pulse process for signed cognitive maps, i.e. maps which take into account only the directions 
of influence but not their intensity. For such maps wij can only take values –1, 0 or 1, and the graph arcs are marked with signs 
“+” and “–“, respectively. The model of pulse process was proposed in [6]: 
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Thus, the state change (pulse) of each concept in the current step is determined by the pulses of all concepts influencing it and 
by the ratio of influence signs. Moreover, transmission of positive influence is neutralized by simultaneous transmission of 
negative influence, and vice versa. 

In [4, 5], a modified model of pulse process for Sylov’s FCM is proposed. The model takes into account both influence 
transmission between concepts and external actions: 
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  (1) 

where  1iu t   is a control action on concept ei at instant t + 1;  1iq t   is disturbance ei at instant  1t  . 

4. Generalized model of pulse process 

In the framework of Model (1) it is assumed that the state change of concept ej is equal to the difference between its states at 
the current step and the previous step: 

     1 .j j jp t v t v t    

Thus, in dynamic simulation in order to determine the state of dependent concepts we take into account absolute change in 
states of influencing concepts. This approach is acceptable, but at the same time, it is not the only possible one. In this regard, it 
is advisable to consider other, alternative approaches to interpreting concept influence and propose alternative models of pulse 
process on their basis. 

However, it is necessary to define a number of requirements to models of pulse process, which must be met by all proposed 
models in the future, regardless of the assumptions which they are based on. 

Firstly, a model of pulse process should unambiguously determine the state of an arbitrary concept ei at instant  1t  , using 
for this purpose the following available information: 

 the state of the same concept ei at instant t; 
 the states of concepts ej, …, ek, influencing concept ei, at instant t; 
 the states of these concepts influencing ei, at instant  1t  ; 

 connection weights (influence intensity) , ,ji kiw w  among all influencing concepts and ei; 

 control and disturbance actions on ei at instant  1t  , if there are any. 

Or, more formally: 

                 1 , , , , 1 , , 1 , , , ,  1 , 1 . i i j k j k ji ki i iv t f v t v t v t v t v t w w u t q t          (2) 

Secondly, the following conditions should be met: 
 the values of state variables of concepts belong to the interval [0, 1], that is    1 0,1 iv t   ; 

 if influence intensity between concepts ej and ei is equal to 0, then changing ej state should not cause changing ei 
state; 

 if the states of influencing concepts at the previous step did not change (    1j jv t v t   for all j), and there are no 

control and disturbance actions, then the state of the dependent concept at the current step should not change: 

   1i iv t v t  ; 

 when the state of the influencing concept increases (decreases) and the relation is positive, the state of the dependent 
concept should not decrease (not increase):    1i iv t v t   if 0jiw   and    1j jv t v t  ;    1i iv t v t   if 

0jiw   and    1j jv t v t  ; 

 when the state of the influencing concept increases (decreases) and the relation is negative, the state of the 
dependent concept should not increase (not decrease):    1i iv t v t   if 0jiw   and    1j jv t v t  ; 

   1i iv t v t   if 0jiw   and    1j jv t v t  ; 

 a more significant change of the influencing concept with other factors equal should result in a more significant 
change of the dependent concept:    1 21 1i ip t p t   , if    1 2

j jp t p t ; 

 higher intensity of the influence with other factors equal should result in a more significant change of the dependent 
concept:    1 21 1i ip t p t   , if 1 2

ji jiw w . 

Let us call the Expression (2) together with the above mentioned conditions a generalized model of pulse process. This 
model, on the one hand, comprises Model (1) as a possible particular case, and on the other hand, it provides the basis for 
building other implementations of the pulse process model. 
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5. Implementation of the generalized model of pulse process 

Let us consider alternative implementations of the described generalized model of pulse process, involving different 
interpretations of concept influence. 

5.1. Pulse process model, based on relative changes of concept states 

Let us assume that concept influence on the system is determined not by the change of its state in general, but by the 
significance of this change relative to the previous state of this concept. In other words, we consider a relative change of concept 
states, not an absolute one. 

With this view, let us consider pulse  ip t as a relative state change of concept ie at instant t: 
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Thus, the value of pulse  ip t  shows by what fraction of its state at instant  1t  concept ei has changed. 

Now, let us define the way of influence transmission between directly related concepts. Suppose there is a relation between 
concepts ej and ei, whose strength is equal to wji. To begin with, knowing pj(t) – the relative change of state ej at instant t, let us 
define the relative change of state ej at instant  1t  . 

It is necessary to consider the conditions of the generalized model, and the following additional conditions: 
 if   0jp t   or 0jiw  , then  1 0ip t   ; 

 if 1jiw  , then    1i jp t p t  . 

The following operation satisfies these conditions: 

   1 .i ji jp t w p t   

Finally, let us define the state of concept ej at instant  1t  . Note that 
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So, 

       1 .i i i ji jv t v t v t w p t    

The resulting model can be easily generalized in the case of multiple influencing concepts: 
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As one of the conditions of the generalized model is that the concept states range within the interval [0, 1], then we should 
add the following constraints to the model: 
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Moreover, control and disturbance actions on ie  should also be defined in terms of relative changes. For example, the control 

action  1 0,1iu t    means “to increase the value of i-concept state variable by 10% of its current value”. 

Thus, we obtain the final version of the model: 
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5.2. Multiplicative model of pulse process 

Let us consider another model, which also takes into account relative changes of concept states but implies a slightly different 
interpretation of these changes. This model is not equivalent to that described above, but they both proceed from similar 
prerequisites. 

In this case, relative change of concept ej state shows what fold this concept changed at instant t compared with its state at 
instant  1t  : 
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Let us define the way of influence transmission between directly related concepts In this case, the following conditions 
should be taken into account in addition to those of the generalized model: 

 if 1jiw  , then    1i jp t p t  ; 

 if 0jiw   or   1jp t  , then  1 1ip t   ; 
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 if 1jiw   , then    
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Exponential operation satisfies these conditions: 

    1 .
jiw

i jp t p t   

Now we can easily determine the state of concept ei at instant  1t  : 

      1 .
jiw

i i jv t v t p t   

Generalization of the model in case of multiple influencing concepts is the following: 
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This model does not operate on negative values (excluding connection weights used as exponents). This guarantees the 
fulfillment of the condition  1 0iv t   . To fulfill the other condition of the generalized model, namely  1 1iv t   , let us add 

the constraint: 
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Control and disturbance actions within this model should be specified on the basis of the interpretation “concept state has 
changed n-fold”. For example, the control action  1 2iu t    means “to double the concept state as compared to its current 

state”. 
Thus, the final version of the model under study is: 
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6. Experimental validation of the discussed pulse process models 

For experimental validation and comparison of the examined models, let us perform dynamic analysis of a cognitive map 
using each of them, with the same initial data. 

Fig. 1 shows a fragment of the cognitive map used for the experiment. Connection weights are assigned the following values: 

12 23 310,9; 0,8; 0,7.w w w     The initial concept states are specified as:      1 2 31 0,2; 1 0,3; 1 0,8.v v v    

Suppose there is a control action on concept 1, which results in its transition to a state  1 2 0,6v  . Influenced by the initial 

pulse, concept states begin to change in accordance with the rules defined by each model of pulse process. 
Fig. 2-4 give graphs of concept state changes during the operation of three models of pulse process. The horizontal axis 

measures simulation steps; the vertical axis measures the state of the corresponding concept. For the graphs we use the 
following notations: 

 “Model 1” – the results obtained using the additive model (1); 
 “Model 2” – the results obtained using the additive model (3) based on relative changes of concept states; 
 “Model 3” – the results obtained using the multiplicative model (4) based on relative changes of concept states. 

 
Fig. 1. Fragment of a fuzzy cognitive map used for the experiment. 

Of principal interest for interpretation is influence transmission between directly related concepts, differently occurring 
within different models, eventually providing different results. Thus, in models 2 and 3, implying relative change of concept 
states, the state of the second concept at the 3rd simulation step increased more than in model 1. Similarly, account taken of 
relative changes results in more significant decrease in the state of the third concept at the 4th step. Similar regularities are 
typical for the subsequent steps. 
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Fig. 2. Dynamics of state change of concept 1. 

 
Fig. 3. Dynamics of state change of concept 2. 

 
Fig. 4. Dynamics of state change of concept 3. 

Describing the results in general, it should be noted that: 
 all models operate correctly regarding the influence transmission: the directions of concept state changes correspond 

to the signs of influences; 
 all models are stable: pulse decays with time, which results in the system transition to some stable state; 
 as a result of simulation the state of each concept has changed in the same direction for all models (the states of the 

first and second concepts increased, the state of the third one decreased in comparison with the initial one). These 
results are generally consistent with the intuitive notion of the system changes pattern, which also validates the 
models; 

 differences in predictions obtained by different models are quite well explained by the underlying prerequisites 
(concerning the nature of influences among concepts). 

7. Conclusion 

The paper introduces a generalized model of pulse process for Sylov’s fuzzy cognitive maps. This model, on the one hand, 
represents a generalization of previously developed models, and on the other hand, can serve as a basis for building other 
variations of the pulse process model. 

Also, the proposed alternative implementations of the described generalized pulse process model provide diverse 
interpretations of concept influence. Experimental validation of these implementations has been carried out confirming their 
correctness and operability. 

Among the possible directions for further research, the following are of major interest: 
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 identifying characteristics and making requirements to the methods of expert identification of FCM parameters in 
different pulse process models; 

 identifying characteristics and making requirements to the methods of identification of FCM parameters on the basis 
of statistical data in different pulse process models; 

 developing methods for selecting an optimal pulse process model based on the analysis of available statistical and 
expert data. 
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Abstract 

A new approach for solving ill-posed problems is proposed. The approach makes it possible to effectively calculate normal pseudosolutions 

for ill-conditioned systems of linear algebraic equations and to find an acceptable solution with a minimum filling of sparse matrices. 
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1. Introduction 

Many practical problems of finding solutions based on available data are typical representatives of ill-posed problems. It 

should be noted that such problems have a number of unpleasant properties of manipulating, and for their solution standard 

methods are inapplicable. Thanks to the works of academician A.N. Tikhonov developed a general strategy for constructing 

stable methods for solving ill-posed (unstable problems) in operator form [1]. It is based on the notion of a regularizing operator 

or a regularizing algorithm. Realizing this algorithm, it is necessary to solve the normal regularized systems of linear algebraic 

equations. This system is often ill-conditioned. It is necessary to choose the regularization parameter correctly in order to reduce 

the condition number. It is also important to choose a solution method that is numerically stable. Often ill-posed problems lead 

to systems with large and sparse coefficient matrices, in which most of the elements are zero. 

When storing and manipulating sparse matrices on a computer, it is beneficial and often necessary to use specialized 

algorithms and data structures that take advantage of the sparse structure of the matrix. Operations using standard dense-matrix 

structures and algorithms are slow and inefficient when applied to large sparse matrices as processing and memory are wasted on 

the zeroes. Sparse data is by nature more easily compressed and thus require significantly less storage.  

A serious problem in the storage and processing of sparse matrices is the fill-in. The fill-in of a matrix are those entries 

which change from an initial zero to a non-zero value during the execution of an algorithm. To reduce the memory requirements 

and the number of arithmetic operations used during an algorithm it is useful to minimize the fill-in. 

In this paper we propose an approach using a special form of augmented regularized normal equations. This approach 

allows solve the system of equations for substantially smaller values of the regularization parameter, as well as to reduce the 

error of the solution and reduce the fill-in. 

2. Statement of the Problem 

Consider the system linear algebraic equations 

𝐴𝑥 = 𝑏,                                                                                         (1) 

where 𝐴 ∈ 𝑅𝑛×𝑚, 𝑏 ∈ 𝑅𝑛 . 
The regularized solution of the system (1) is found as 𝑥 = Argmin𝑥∈𝑅𝑚{‖𝐴𝑥 − 𝑏‖2

2 + 𝛼2‖𝑥‖2
2}, which is equivalent to solving 

 the regularized normal system 

(𝐴𝑇𝐴 + 𝛼2𝐸)𝑥 = 𝐴𝑇𝑏,                                                                          (2) 

where 𝛼2 is a regularization parameter. 

The condition number of the system (3) is found as 

𝑐𝑜𝑛𝑑2(𝐴𝑇𝐴 + 𝛼2𝐸) =
𝜎1

2+𝛼2

𝜎𝑚
2 +𝛼2,  

where 𝜎1 ≥ 𝜎1 ≥ ⋯ ≥ 𝜎𝑚 are the singular values of A.  

Since the matrix of the system is symmetric, then in the case of well conditionality, it is solved by the Cholesky method. 

System (2) is often ill-conditioned, then methods based on orthogonal transformations are applied, but they lead to a significant 

increase in the number of the arithmetic operations. Therefore, instead of system (2), we propose to consider an approach based 

on an augmented regularized system of equations.  

3. The Method of Augmented Regularized Normal Equations with Pivoting 

Instead of system (3), it is proposed to consider the equivalent system of algebraic equations [2]: 

(
𝐸 𝐴

𝐴𝑇 −𝛼2𝐸
) (

𝑟
𝑥

) = (
𝑏
 0 

)                                                                                     (3) 

where 𝑟 = 𝑏 − 𝐴𝑥 is the residual vector. 

The condition number of the system matrix (3) is slightly less than the condition number of the normal system equations 

matrix (2). Therefore, in order to reduce the condition number, the parameter 𝛽 > 0 is introduced into the system (3): 
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(
𝛽𝐸 𝐴

𝐴𝑇 −
𝛼2𝐸

𝛽

) (
𝑟

𝛽

𝑥
) = (

𝑏
 0 

) ↔ С(𝛽) = 𝑑.                                                                        (4) 

A regularized normal system is equivalent to a regularized augmented system. The minimum of the condition number of 

the matrix (4) is attained for 𝛽∗ = √𝜎𝑚
2

2
+ 𝛼2, where 𝜎𝑚 is the minimal singular number of the matrix A.  

When choosing 𝛽∗∗ = √𝛼2the spectral condition number of the system matrix (4) will be √
𝜎1

2+𝛼2

𝛼2 . Thus, this approach 

make it possible to increase the numerical stability of the problem and to reduce errors in solving of the equations system (1).  

The augmented system of equations modification leads to an increase in the dimension of the original problem. Using 

known methods to solve it leads to computational difficulties. Therefore, it is proposed to consider the modification of the 

direct projection method [4, 6] with the pivoting, which allows to reduce the number of arithmetic operations to obtain the 

augmented system of equations solution. 

Due to the special structure of the linear algebraic equations augmented system matrix and direct projection method 

vectors in the augmented system, from 𝑝 = 𝑛 + 𝑚 equations n are solved analytically. This means that it is possible to calculate 

in advance the values of the first n vectors and indicate the vectors structure in the next steps of the algorithm. 

For sparse systems, in order to reduce the fill-in, it is proposed to apply the Markowitz strategy in the direct projection 

method.[3] 

Let the k-th step of the direct projection method be performed. The number 𝑟(𝑖, 𝑘) denotes the number of non-zero 

entries in the i-th row of the active submatrix С𝑘and 𝑠(𝑗, 𝑘) is the number of non-zero elements in the j-th column of С𝑘.The 

Markowitz count of an entry с𝑖𝑗
(𝑘)

is a value 

𝑀𝑖𝑗𝑘 = (𝑟(𝑖, 𝑘) − 1)(𝑠(𝑗, 𝑘) − 1), (𝑖, 𝑗 = 1 … 𝑘). 

The count 𝑀𝑖𝑗𝑘 is equal to the number of elements that change the value at the transition to the next elimination step, if 

the entry с𝑖𝑗
(𝑘)

 is chosen as the pivot one, it is the upper border for the fill-in that occurs when с𝑖𝑗
(𝑘)

 is selected.  

Let 

𝑀𝑘 = min{𝑀𝑖𝑗𝑘| 𝑖, 𝑗 = 𝑘 … 𝑛}. 

The Markowitz strategy is that at each step k, the entry with the Markowitz count 𝑀𝑘 is taken as the pivot.  

This does not necessarily mean that the fill-in minimum at the k-th step will be obtained; however, finding Markowitz 

count is much easier than calculating the value of the fill for each entry С𝑘. 

To ensure numerical stability, we will choose the elements of the active submatrix for the role of the pivot, satisfying the 

condition 

|с𝑖𝑗
(𝑘)

|𝑢 ≥ max
𝑘≤𝑥≤𝑚,𝑘≤𝑦≤𝑛

|с𝑥𝑦
(𝑘)

|, 

where it is recommended to select the parameter u> 1.  

Table 1 lists the matrices from the Harwell-Boeing Collection with their characteristics: the size, the number of non-zero 

elements, and the condition number. [5] 

Table 1 . The tested matrices characteristics. 

Matrix Size Non-zeros Condition number 

ash958 958 × 292 1916 2,1903E+6 

flower_8_1 628 × 513 1538 7,0295E+15 

ch7-8-b1 1176 × 56 2352 4,7861E+14 

mk11-b1 990 × 55 1980 9,8787E+7 

well1033 1033 × 320 4732 1,6613E+2 

photogrammetry 1388 × 390 11816 4.3591E+08 

ash608 608 × 188 1216 1,7661E+6 

We give the system of equations solution (1) using the ill-conditioned matrix photogrammetry. The results of the 

numerical experiment are shown in Table 2. 

Table 2.  The results for photogrammetry matrix. 

Method Matrix Pivoting Relative error Time, c 

Cholesky factorisation 𝐴𝑇𝐴 - 2.8400E-8 20.1600 

Direct projection 

method 
C 

row 3.7416E-11 42.3949 

Markowitz strategy 3.4203E-12 50.0140 

QR factorization 𝐴 - 4.6837E-12 78.6559 

From Table 2 we see that the direct projection method for the augmented system with pivoting and the use of the 

Markowitz strategy yields exactly the same results as the QR method, but requires less execution time. 
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4. Conclusion  

A new approach to solving ill-posed problems is considered. This approach makes it possible to effectively calculate 

normal pseudosolutions of ill-conditioned  linear equations systems and to find an acceptable solution in accuracy. Its 

modification for this problem, taking into account the sparseness of the augmented system, allows to significantly reduce the 

number of steps of the algorithm, as well as to reduce the amount of random-access memory and arithmetic operations. The 

Markowitz strategy in this modification allows to reduce the fill-in of a sparse matrix. This fact significantly simplifies the 

problem solving and reduces the time for calculation, which is a rather significant advantage. 
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Abstract 

The possibilities for transition from an unstable community with periodical crisis phenomena to a globally steady, stable and dynamically 

developing community in the situation of technical progress are discussed on the base of a simple mathematical model for an isolated 

“producers–managers–product” community. The essential tool for studying the mathematical model is pattern recognition methods.  

Keywords: mathematical model; dynamic system; phase and parametric portraits; pattern recognition 

1. Introduction 

From our point of view, the willingness to study the evolution of the human society more thoroughly may be implemented by 

creating and investigating mathematical models capable of explaining the observed reality and suggest possible ways to improve 

it. Constructing an adequate model for such a sophisticated and diverse object as a human society is the task unlikely to be 

fulfilled. Instead, simple mathematical models are of interest that can open an opportunity to analyze quite complex objects. At 

the same time, the evolution of the society can hardly be described as a dynamic system. It is possible to introduce major 

features of the society and describe their interaction using a dynamic system, completing the model with a significant number of 

parameters characterizing the society under consideration. This way there will be a possibility to study the evolution of the 

society depending on the model parameters. A sample of this model is a simple mathematical model of the “producers– 

managers–product” community given in [1]. A simplified version of this model was analyzed analytically, partially confirmed, 

and partially supplemented by a small numerical study, whose possibilities turned out to be rather limited for a system with 15 

parameters. However, even the incomplete results obtained in this process turned out to be quite interesting. They were analyzed 

by an historian, confirmed by the facts from the history of global community development and encouraged vivid feedback from 

the readers [2]. Owing to our attention to this topic and because of the new opportunities for the numerical studies of 

multidimensional dynamic systems with a large number of parameters we decided to return to this model, but in its full original 

version.  

2. Brief presentation of the model  

In the study of the model of an isolated “producers (those who actually make the product) – managers (do not make the 

product but assist in its production) – product (everything necessary for human life, what people consume and use)” community, 

the values of x, y, z are the numbers of producers, managers and products accumulated by the community. The interaction 

between them is described (roughly and approximately) in the following simple model as a system of three differential 

equations: 
xczlybxax )(   

yfzeymxdy )(   
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This model reflects the fact that competing people join in the community for more efficient production of the vital product. 

The model includes 15 parameters that reflect the level of technology development (g), the level of production management 

( 21, ), the features that take into account an increase in production complexity along with its volume growth and depreciation 

( , ), redistribution of the product between producers and managers ( khfc ,,, ), competition inside each group (a,b and d,e), 

the impact of one group on the other (l,m). The detailed description of the model can be found in [1]. 

3. Application of pattern recognition methods to numerical studies of dynamic systems  

A new technique of numerically studying dynamic systems by pattern recognition methods with an active experiment is 

represented in [3,4]. This technique is based on forming selected data on the phenomenon in question using an appropriate 

mathematical model followed by its pattern recognition analysis. Standard procedures of the technique include the following: 

- studying all possible kinds of steady motions in the system phase space (attractors); 

- constructing rough phase portraits as the total of attractors and the domains of their attraction in the phase space under given 

parameter values; 
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- studying the dependence of the rough phase portrait on parameter values by constructing a rough parametric portrait of the 

dynamic system. 

These problems are solved for any mathematical models described by the systems of ordinary differential equations 

regardless of their specific content. Their solution is formal and partially automated. All the obtained results are statistically 

reliable with the given probability 0p . In addition, they may provide the basis for solving non-standard problems that are 

specific for each mathematical model considered. These problems are normally related to studying the dependence of motions in 

the system phase space on the model parameters. The algorithm for solving them includes the following stages: 

 The formulation of the problem as a task for the analysis and research into the dynamics of attractors or system phase 

portraits. 

 The statement of the problem as a pattern recognition task. 

 Forming a learning sample to solve the task in the space of the system parameters based on the data on attractors or 

system phase portraits. 

 The selection of the informative features for solving the problem. Informative features for recognition are those system 

parameters whose change leads to the transition of an object from one recognizable class to another. 

 The search of hidden regularities by using different data mining methods on the set of selected features (constructing 

decision rules of recognition, cluster and regression analysis etc.). 

4. Results of analytical and numerical studies of the mathematical model by pattern recognition methods 

A qualitative study of the model as a dynamic system can be defined as the study of the system phase portraits and their 

dependence on parameters. Finding all possible types of attractors and system phase portraits in their rough version, constructing 

a rough parametric portrait of the system was fulfilled by numerical methods based on the use of the ideas and algorithms of 

pattern recognition. All the results are statistically reliable with the probability p>0.99. Below are listed some already published 

and new data on the qualitative study of the model [1,4,5] that are required for a better understanding of the issue. 

Attractors, or steady motions in the system phase space under the given parameter values, correspond to the possible steady 

communities. The system attractors include the equilibrium states (steady and stable communities) and periodic motions (steady 

but unstable communities). Only three kinds of possible equilibrium states ),,( *** zyx  were found: a stable community 

“producers–managers-product” )0,0,0( ***  zyxP , a stable community «producers–product” )0,0,0( ***  zyxPy  

and a stable community “producers” )0,0,0( ***  zyxPyz . A more extensive presence was noted of steady periodic 

motions, when all the three variables periodically change within the range of maxmin xxx  , maxmin yyy  , maxmin zzz  , 

but more often the following three types of cycles are encountered: )0,0,0( minminmin  zyxC , 

)0,0,0( minminmin  zyxCz  и )0,0,0( minminmin  zyxCyz . Some cycles are characterized by the periods when some 

variables stay nearly unchanged. In particular, the moments of achieving and maintaining 0min z  can be considered as crisis 

phenomena. 

Rough phase portraits of the dynamic system give us an insight into how stable communities may exist in the society 

characterized by a specific set of parameters. Our research has shown that the system may include phase portraits with one 

attractor, these include three types of equilibrium states PPP yyz ,,  and all possible cycles, as well as portraits with two 

attractors: PPyz & , CPyz & , PPy & , CPy & . What are the conditions for these or those phase portraits? 

The refined statistically reliable data on the correlation between parameters for different phase portraits are given in tables 1-

2, where 
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Table 1. Phase portraits under 0 cmbf . 

0 cmbf  

Parameters correlation  hg   hg   

0 lfce   

yzP  

,...,,,, yzzy CCCPP  

0 lfce  yP  

 Table 2. Phase portraits under 0 cmbf . 

0 cmbf  

Parameters correlation hg   0ggh   0gg   

0 lfce  CPPPP yzyzyz &,&,  CPPPP yyy &,&,  ,...,,, yzz CCCP  

0 lfce  PPP yzyz &,  PPP yy &,  P  

The obtained results indicate that the following conclusions can be considered statistically reliable: 
Conclusion 1. 0 cmbf  & 1  are the necessary conditions for the emergence of steady communities P  and C  when 

hg  . 
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Conclusion 2. 0 lfce  & )(* g   are the necessary conditions for the emergence of unstable communities 

,...,, yzz CCC  

Conclusion 3. 













cmbf

bdamh
gg 


1*

 & 0 cmbf  & 0 lfce  are the sufficient conditions for the existence of 

globally steady and stable community P  “producers–managers–product”. 

5. Problem statement  

The research into the possible ways of the community evolution under certain conditions comes down to the study of the 

dependence of attractors and phase portraits on parameters. It is worth considering the possibility of moving from an unstable 

community with periodic crises to the globally steady, stable and dynamically developing community “producers–managers–

product” in the conditions of technical progress. In terms of mathematics, this task can be formulated as follows: which 

parameters and how should be changed in order to go over from the steady cycle C  ( ,...), yzz CC  to the globally steady and 

stable equilibrium )0,0,0( ***  zyxP  which is characterized by the fact that the value 
**

*

yx

z


 increases along with the 

growth of g. 

Based on the data of the analytical and numerical study shown in tables 1-2 and on the condition of the problem g  

(technical progress), we can assume that there is a globally steady cycle of any kind ,...,, yzz CCC , whereas the initial conditions 

in the phase space may vary. This cycle may exist only provided 0 lfce , but cmbf   may have any values. 

6. On the transition from an unstable community “producers–managers–product” to a stable one 

Is it possible to move to the stable community provided g  without changing any other system parameters? Regardless 

of the cmbf   sign, the specific feature of the globally steady periodic motion (an unstable community) is the fact that with the 

growth of g while preserving other parameters instability does not disappear, i.е. the cycle never goes into a stable state of 

equilibrium. The level of the production power development does not ensure stability in the society. Moreover, the growth of g  

is always accompanied by the growing fluctuations and may cause crisis phenomena: the transition of cycle C  to cycles 

,..., yzz CC . An example of this process is given in figure 1 where the graph of dependence )(tz  shows the emergence of the 

time interval when 0z  as the parameter g increases. In the presence of crisis phenomena (for example, cycle zC ) the growth 

of g does not lead to their disappearance either. Furthermore, the crisis phenomena may worsen, e.g., the duration of 0z  

period may be extended as it occurred in the case shown in figure 2. It is curious that similar effects can be also observed when 

changing the parameters characterizing the level of production management: when 
2

1




   increases, crisis phenomena do not 

disappear (figure 2). They may even emerge (figure 1), but on the whole the picture is rather complicated: the period of 

fluctuations becomes longer, as well as the duration of an interval between crises. At times, crisis periods get shorter (but do not 

disappear), however at the same time crisis phenomena (z decline, changes in the population of community groups) are even 

more pronounced. 
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Fig. 1. Changes in C cycle along with growing g and ε.                Fig. 2. Changes in Cz cycle with growing g and ε. 

On retention of all the other parameters and the growth of g the cycle goes to the state of equilibrium only in the case of 

decreasing  . At the same time, the higher g is, the lower   must be: )(* g  , and under g  0 . Thus, it turns out 
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that with 0 lfce  it is necessary to reduce the level of economic management for the transition to a stable community. But 

what is this stable community? For this equilibrium with the growing g there may be two kinds of changes: 

- with growing g (often rather insignificant) the equilibrium transits to the cycle whose changes with the growing g are 

described above; 

- for small   the equilibrium ),,( *** zyx  is preserved, but with the growth of g when 0 cmbf  all the coordinates of the 

equilibrium decrease (and 
*x  decreases faster than the other coordinates), while for 0 cmbf  similarly 0* x , but *y  

grows, which, most likely, is the effect of the idealization of the processes described by the model, since this phenomenon will 

necessarily lead to a change in the parameters of the model, and, consequently, to a change in the phase portrait. 

Considering the aforesaid it is possible to conclude that the transition to the stable (non-crisis) community may occur only 

when changing the parameters characterizing relations between the groups and the redistribution of the products made. In 

particular, studies have shown (see section 4) that sufficient conditions for emerging and keeping the globally steady 

equilibrium (stable community of type ( *** ,, zyx ))
 
are expressed by the two inequalities 0 cmbf  and 0 lfce , that can 

be written in the form 
m

b

f

c

e

l
  and must be fulfilled under all 
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7. On the possibility for the existence of a dynamically developing stable community 

0 cmbf  & 0 lfce  are statistically reliable sufficient conditions for the existence of a rough phase portrait with the 

only steady equilibrium ),,( *** zyx  whose coordinates increase alongside with the growth of g. However, in this case there are 

two options of the change in the value of  
**

*

yx

z


 : a gradual rise or a very slow fall. What are the conditions for the first 

version of   changes, which might serve as an estimate of the effectiveness of the existing community? To answer this 

question, we should look at the derivative g
g
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The equilibrium coordinates satisfy the equations  
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Expression for   looks as follows: 
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Provided that 
*z  increases with the growing g , i.е. 0)( * gz , 0g  if 0))()()((  bldmealmbe . 

From the conditions for the existence of the community under consideration, expressed by inequalities 
m

b

f

c

e

l
 , it 

follows that 0 lmbe , i.е. 0g  if 0)()(  bldmea . 

Thus, the conditions for the existence of a globally steady, stable and economically efficient community “producers-

managers-product” may be described with the following inequalities for the parameters describing this community: 

1) 
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2) 0 cmbf  & 0 lfce , or 
m

b

f

c

e

l
 ; 

3) 0tg  - technical progress; 

4) 0)()(  bldmea  

Since the above conclusions are based not only on the analytical results, but also on numerical experiments, a control analysis 

of a large statistical sample (over 30000 cases) was carried out. When conditions (1-2) were met, the rough phase portrait 

consisted of the only steady equilibrium ),,( *** zyx  whose coordinates increased when condition (3) was satisfied, and when  

condition (4) was fulfilled, the value of 
**

*

yx

z


  also increased. 
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8. Qualitative description of the inequalities expressing the conditions for the existence of a globally steady, stable and 

economically efficient community “producers–managers– product” 

The simple model in question reflects the essential connections and interactions of the three main elements of the human 

community: producers– managers– product, but it is very difficult to choose a quantitative equivalent for them. What is there 

behind the resulting formulas? What features and relations between the groups are reflected by inequalities (1-4)?  

It is evident that inequality (1) requires a certain level of productive forces development, while inequality (3) means the 

development of the community under technological change. Inequalities (2) and (4) relate the values that reflect production 

distribution and competition between the groups to the values characterizing relations within each group. These relations should 

be considered in detail. 

Thus, inequality (2) implies that an increase in the share of the product produced for one of the groups (redistribution of 

products between producers and managers) must be either insignificant or must be accompanied by strong competition 

within this group and/or a decrease in the pressure on another group.  

The inequalities under consideration also impose constraints on the correlation between the values that characterize the 

competition within the group and the pressure on it, i.е. between b and l, between e and m. 

With em   and lb    0)()(  bldmea , inequality (4) fails, whereas with em   and lb   inequality (2) fails, 

because it should be b
m

e
b

m

be
l  . Consequently, inequalities (2,4) require me  , when the competition between 

managers must be higher than producers’ pressure on them. 

Suppose me  . If lb  , inequality (2) is fulfilled by increasing b(e) or decreasing l(m), while inequality (4), which may be 

recorded as 
d

a

me

lb





, by increasing e or reducing m, i.е. for the simultaneous achievement of the required correlations it is 

possible to increase competition between managers. If lb  , then inequality (4) 0)()(  bldmea  is fulfilled, and to fulfil 

inequality (2) 
m

b

f

c

e

l
  it is possible to increase e or decrease m. In addition, when lb  , inequality (2) imposes the 

constraint on l, namely: 
m

e
bl  , i.е. 

m

e
blb  . Therefore, for producers the correlation between b and l may differ, but at the 

same time the pressure on producers must be limited, and if the pressure increase is desirable, and sometimes mandatory, it is 

to be accompanied by an increased competition between managers. 

9. Conclusion 

When discussing the possibilities of studying the objects described by mathematical models, we do not focus on the issue of 

the adequacy of the models considered (this is to be done by experts from respective fields). Though it should be noted that our 

research gives additional material for assessing model significance. Nonetheless, the above results, in our opinion, firstly, 

confirm the wide possibilities of applying new statistical methods in the study of mathematical models, especially those with a 

large number of parameters, which is a topical problem that can hardly be solved in the general case, and, secondly, the results of 

this research, without claiming to be complete and comprehensive, allow us to identify significant factors affecting the dynamics 

of the object under analysis. The data on the community obtained as a result of studying its mathematical model, provide a new 

knowledge of the possible ways of our society's development and  give an insight into the processes taking place in society. 

It should be emphasized once again that  the results of the research presented in this paper refer to an isolated society and do 

not take into account any specific features of different communities’ interaction. However, even these results are indeed thought-

provoking. 
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Abstract 

A mathematical model for evaluation of power characteristics of the optical link of the fluorimeter is developed. The main objective of 

fluorimeter is measurement of intensity of fluorescent radiation of human skin in vivo. The model is realized in a packet of computer 

mathematics Mathcad and consists of the units modeling energetic characteristics of passive optical elements, radiators and photodetectors by 

analytic functions – laws of photometry. For creation of models elements reference, literary and experimental data on them are used. Basic 

purpose of model – operational quantitative comparing of constructive solutions for instrument by energetic criterion – photodiode`s output 

signal. The given obviously mathematical functions provide openness of model and accessibility for modification by the user. 

Keywords: mathematical model; radiation stream; laser; light-emitting diode; photodiode; light filter; fluorimeter; photometry 

1. Introduction 

Human skin is the most available object of diagnostics in vivo. The skin integument is a peculiar accumulator of the products 

which reflecting the processes happening in an organism. Measurement of skin autofluorescence is demanded by physicians for 

an assessment of maintenance of the Advanced glycation end products (AGE). According to their contents complications in case 

of diabetes, coronary heart disease, operations on renal transplantation and a chronic hemodialysis are predicted [1 - 4]. 

Measurement of maintenance of AGE on the AFR level is used in dermatology for determination of a biological age of skin [5] 

and an assessment of activity of processes of biooxidation in fabrics [6]. Fluorescence of AGE is excited by radiation from the 

spectral range of 300 - 420 nanometers, and highlighting of radiation of fluorescence of AGE is watched in the spectral range of 

420 - 600 nanometers. 

In the West measurement of maintenance of AGE on the AFR level is accepted as one of required parameters for prediction 

risk of complications in cardiovascular system of the diabetic [7] and received the instrumental support in the form of family of 

the instruments AGE Reader of the DiagnOptics Technologies B.V company. [8], by means of which researches [1-3] are 

conducted. The instruments AGE Reader have the sizes of the netbook and are easy-to-work. The procedure of diagnostics 

doesn't exceed 5 minutes and consists that the patient puts forearm inside to an optical window of the instrument, and the 

operator clicks "Start-up". Results of diagnostics are displayed on a panel of the instrument and fixed in its memory. 

Fluorescence of AGE is excited by the mercury lamp, and is elastic dispersed by skin and fluorescent the radiations reaching an 

input end face of receiving optical fiber are transferred to them to a compact spectrometer. Diagnostic parameter in the 

instruments AGE Reader the integral criterion of the AFR [1,2] level appears 
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f

,                                                      (1) 

where If() – a range of intensity of fluorescent radiation of skin in the range of lengths of waves (420 – 600) nanometers; Ibs() 

– a range of intensity is elastic the radiation of excitation of fluorescence reflected by skin in the range of lengths of waves (300 

– 420) nanometers. The experimental ranges of If() and Ibs() register the spectrometer which is an AGE Reader part. 
Due to the lack of the AGE Reader equipment available to most medical institutions in Russia similar operations are carried 

out only at the research level [4-6, 9]. Researches are conducted on original universal spectrofluorometers [10-14] which 

operation assumes an involvement in it a highly qualified staff, there was no consensus also by diagnostic criterion [9]. 

In the Samara university with the assistance of authors of the real operation the diagnostic fluorimeter capable to solve the 

problem of measurement of AFR caused by AGE and the implementing integral diagnostic criterion (1) is created. From 

original, universal, research spectrofluorometers it shall differ in compactness, simplicity of construction and operation at the 

expense of optimized under the decision of the task set above by optical, electronic and algorithmic structures, and from 

instruments of the AGE Reader family - the budgetary element basis and easy replicability. The on-stage performance group 

managed to create two prototypes of the fluorimeter [15,16] meeting the advanced criteria, first of which, single-channel, 

allowed to validate experimentally the made circuitry decisions by convincing demonstration of its ability to register very feeble 

radiation of AFR in the presence of destabilizing operational factors, and the second, being dual-channel, - as in laboratory, and 

in case of approbation in Regional clinical hospital of V. D. Seredavin showed ability to register age features of AFR and 

pathological processes at the patients having coronary heart disease. 

As development is in a stage of optimization of designer decisions now, creation of simple mathematical models of the 

principal structural components of the diagnostic fluorometer is necessary for operational comparing of possible modifications 

of optical and optical-electronic elements and their relative positioning. 
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2. Object of simulation 

The optical circuit of the diagnostic fluorometer [16] is provided in fig. 1. Excitation of fluorescence of AGE which are 

contained in skin – a research object 5, is carried out by the radiation of a short-range ultra-violet or violet LED or the junction 

laser 1 which passes through the collimating optics 2 and the clearing light filter 3. The range of radiation of excitation of AFR 

of 350 - 415 nanometers is caused by the AGE fluorescent properties [1-2, 17], and in the specified range noticeable spectral 

non-uniformity efficiency of AFR excitation isn't marked that causes a designer level of freedom in a radiator choice. 

Fig. 1. Optical circuit of the diagnostic fluorometer: 1 – radiation source; 2 – the collimating optics; 3 – the clearing light filter; 4 – autofluorescence excitation 

radiant flux; 5 – the researched object; 6 – a compound it is elastic scattered and fluorescent radiations; 7 – the light filter which is cutting off fluorescence 

excitation radiation; 8 – flow of fluorescent radiation; 9 – photodiode of the channel of measurement of intensity of fluorescent radiation; 10 – the light filter 

which is cutting off fluorescent radiation; 11 – a flow it is elastic scattered radiation; 12 – the photodiode of the channel of measurement of intensity it is elastic 

scattered radiation. 

Requirements of compactness and small energy consumption are narrowed by a choice to semiconductor sources of radiation. 

However it is impossible to recognize this restriction essential if for the solution of the main objective it is possible to pick up a 

LED or the junction laser of mass production, then on set of optical, operational and economic parameters it and will be, in most 

cases, the optimal designer solution [18]. 

Assignment of the clearing light filter 3 set in an exciting branch of the optical circuit consists in suppression of parasitic 

long-wave radiation which range is superimposed on a range of AFR [19]. Presence of additional long-wave radiation is 

characteristic of commercial UF and a blue range LEDs and its nature is described in operation [20]. It is caused by a radiant 

recombination in the upper layer of p-GaN heterostructure of a LED. Intensity peak of parasitic long-wave radiation  is in the 

ultra-violet and violet ranges next LEDs: LEUVS33G10TZ00, FYL-5013UVC, T5F36, EOLD-365-525, by the experimental 

estimates [19] made from 1'10-3 to 7,5'10-3 from intensity peak of the main  radiation with a maximum on wavelength, inhering 

to an interval (560; 580) nanometer. Elements 1 – 3 form optical link of excitation of AFR. A part of the radiation dispersed by 

skin 6 through the light filter which is cutting off exciting radiation 7 falls on the photodiode 9 of the channel of measurement of 

intensity of AFR. The signal of the photodiode 9 is proportional to numerator of expression (1). Other part of the radiation 

dispersed by skin through the light filter which is cutting off fluorescent radiation 10 falls on the photodiode 12 of the channel of 

measurement of intensity is elastic scattered radiation. Its signal is proportional to a denominator of expression (1). The sketch 

of an optical system of the fluorometer is provided in fig. 2. 

Object of simulation is also the optical system provided in fig. 1 and 2. Owing to geometrical symmetry of construction to 

channels for measurement intensity of elastic and fluorescent radiations the mathematical model of energetic characteristics 

shall describe dependence of the radiant flux falling on the photosensitive platform on one of photodiodes, and, therefore, and 

value of its output signal from spatial and energetic  radiation parameters of excitation AFR set of such parameters of the 

photodiode as the sizes of its photosensitive site and indicatrix of sensitivity taking into account the dispersing research object 

properties. Optimized by means of model of energetic characteristics will be two key design parameters of an optical system: 

distance between optical axises of a excitation fluorescence source and the photodiode b and distance between a surface of the 

researched object and an input window of the photodiode. 

The mathematical model of spectral characteristics shall provide an assessment photodiodes suitability on their spectral 

sensitivity; selection of type, materials and thickness of light filters for spectral dependences of their absorption coefficients or 

synthesis of a spectral characteristic of passage an interference light filter. Thus, important project and designer problems are 

also solved with its help. 
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Fig. 2. Construction of an optical system of the diagnostic fluorometer: a) – frontal look; b) – side view; 1 – radiation source; 2 – the collimating optics; 3 – the 

clearing light filter; 4 – photodiode of the channel of measurement of intensity of fluorescent radiation; 5 – the light filter which is cutting off fluorescence 

excitation radiation; 6 – the photodiode of the channel of measurement of intensity it is elastic scattered radiation; 7 – the light filter which is cutting off 
fluorescent radiation; 8 – mounting plate; 9, 10, 11 – holes in a mounting plate; 12 – lightproof casing; 13 – optical window; 14 – research object; 15 – a 

compound it is elastic scattered and fluorescent radiations; 16 - autofluorescence excitation radiant flux; b – distance between optical axises of a source of 

excitation of fluorescence and the photodiode; h – distance between a surface of the researched object and an input window of the photodiode. 

3. Mathematical model of the energy characteristics 

Let us demonstrate the structure and operation of the energy characteristic model on the problem of optimizing the b and h 

design parameters. We propose using a laser module that includes the SLD3233VF semiconductor laser [21] and a built-in 

adjustable collimator as a radiation emitter in the design under development. Its peak emission wavelength is 405 nm, and the 

peak emission power in a continuous mode is equal to 65 mW. Due to the adjustable collimator, the emission power density in 

the examined skin area and the effective characteristic beam size can be varied within an order of magnitude. Therefore, the 

radiation emitter exciting SAF (skin autofluorescence) in the present paper is modeled by distributing the E (x, y) power density-

irradiance-over the object of investigation. 

We expect to use as the emission detector the BPW21R silicon photodiode with an integrated light filter that shifts the peak 

of its spectral sensitivity to a wavelength of 560 nm, which matches better with the AGE (advanced glycation endproducts) 

fluorescence spectrum. Since the photodiode manufacturers provide its S() sensitivity indicatrix  [22], it is logical to consider a 

model of a point-contact photodetector the photodiode model to analyze the fluorimeter  energy. The point-contact 

photodetector model features a defined direction of the sensitivity indicatrix axis, along which the sensitivity reaches its peak 

Smax = 1value and the  angle, which determines the direction to the radiation emitter, is measured from it as well. The analysis 

of the angular dependence of S(), given in graphical form in [22], showed that it is not differentiated from cosine: 

 cos)( S ,                                                    (2) 

The geometry of an optical system model is shown in Fig. 3. The object of investigation is considered flat and located in the 

xOy plane. The skin test area has the shape of a square with  side. The origin of the reference system coincides with the 

geometric center of the examined area. The photodiode is located at a P point belonging to the yOz plane and is at a b distance 

from the z axis that is equal to the length of PH or OB segments and at a h height from the xOy plane equal to the length of PB 

or HO segments. The axis of the sensitivity indicatrix is directed vertically down along the PB segment. 
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Fig. 3. Geometry of mathematical model of power characteristics. 

The element of the dxdy scattering surface with the center at the C point, the boundary point of the CP segment that 

connects the surface element and the photodiode serves as an elementary radiation emitter for the photodiode. The A and D 

points are projections of the C point onto the corresponding axes of reference. The CB segment is a projection of the CP 

segment onto the xOy plane. 

Since the surface of an examined object – skin - can be assumed to be Lambertian [23] in the first approximation with the p 

reflectance at the angles of radiation incidence and radiation scattering up to 70
o
, its L brightness will not depend on the 

scattering angle, and a brightness value of the surface element will be determined by its irradiance [24]: 

 ),(),( yxEyxL  ,                                                        (3) 

Then the dxdy element will have normal radiation intensity: 

dxdyyxEdxdyyxLyxI ),()(),(),(0  ,                                          (4) 

and the radiation intensity itself will vary according to the cosine law: 

dxdyyxEyxIyxI   cos),()(cos),(),,( 0 ,                               (5) 

where  is the angle between the CP segment and the normal to the xOy plane. Denoting the length of the CP segment by r, we 

obtain the irradiance created by the dxdy element at the location of the P photodiode: 
2)],(/[),,(),,( yxryxIyxEp   ,                                               (6) 

Denoting the irradiance transfer ratio into an electrical signal at the k output of the photodiode, and taking into consideration 

its S() sensitivity indicatrix, we will have the following dependence of the U output signal on the design parameters: 
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Since the axis of the sensitivity indicatrix is perpendicular to the xOy plane, then we have  =   and from СРВ: 

rhРСРВ /cos  .                                                            (8) 

From СРВ and СDВ we obtain the r(x,y) dependence in explicit form:  

22222222 )(),( hybxPBCDDBPBCByxr  ,            (9) 

which substituted in (8) and (7), results in the expression for the U output signal of the photodiode: 
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that is convenient for calculations using the Mathcad software package. 

4. Optimization of the design parameters of a fluorimeter using a mathematical model 

Let us demonstrate the model optimization potential by solving the following problems: 1) using a wide or narrow beam to 

excite SAF, i.e. to select the window a size; 2) the influence of the form of a spatial distribution of the E (x, y) power density 

over an object per an output signal magnitude; 3) how sharply the output signal varies depending on a distance change between 

the 2b photodiodes and 4) the h height of their location above an investigated object. Since the optimization refers to a particular 

design shown in Fig. 2 with the selected type of BPW21R photodiode whose case diameter [22] is 9 mm, we have b  4 mm. It 

is not feasible to reduce the h height to values less than 10 mm without complicating the optical system by using beam splitters, 

mirrors, etc. as well, i.e. we have h  10  mm. Clinically tested devices [8, 16] diagnose a skin area with a characteristic size of 6 

- 10 mm. A diagnosed area of less than 1 mm in size can hardly be representative. Therefore, it is admissible to restrict the range 

of the a parameter variation by the segment [1; 10] mm. 
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The optimization goal is to obtain a set of a, b and h geometric parameters with the design constraints discussed above that 

do not significantly reduce the U output signal, all other things being equal. Then the value of the constant factor before the 

(k/) integral (10) is taken equal to 1000 in order to obtain single-valued integers along the ordinate axis, the value of the Р и 

emission power of the SAF exciting source is assumed equal to 1, the U output signal is measured in nominal units and the 

normalization condition is used:  
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The uniform distribution of power density is the simplest one with simulation results easily verified physically: 

ConstаРЕyxE и  2

0 /),(                        (12) 

 

Fig. 4. Results of modeling (parameter in a frame has identical value for all curves of the schedule): a) - influence of the cross size of a bunch on the size of an 

output signal; b) – dependence of an output signal from photo diode arrangement height over a research object; c) – influence of distance of the photo diode 

from an optical axis of the probing bunch; d) – influence of the law of distribution of density of power of radiation of excitement of AFK on an object::  - 

uniform distribution;  - Gaussian distribution. 

The simulation results are shown in Fig. 4. It follows from Fig. 4a that, in terms of the device energy, the formation of a 

small aperture beam does not provide any tangible advantage. The dependence on the height of the photodiode above the object 

of investigation appears to be more significant (Fig. 4b). It can be seen that this distance should be minimized; on the other 

hand, small ~ 1 mm height variations caused, for example, by the need to replace a light filter with a light filter of a different 

thickness or errors in manufacturing optical element holders should not significantly affect the magnitude of an output signal. 

The last remark is related to the variation of the b design parameter (Fig. 4c). 

Fig. 4d illustrates the effect of the law of the Е(х, у)  power density distribution over the object. In addition to the uniform 

distribution, a Gaussian distribution is introduced into the model, as it is characteristic of laser radiation emitters: 

])(2exp[),( 222

0 wyxМyxE  ,                                              (13) 

where М0 is the power density on the Gaussian beam axis ; w is the radius (the distribution parameter) of the beam. The 

normalization to the full power of the SAF exciting source is carried out with the help of the expression: 
2

0 /2 wРМ и   .                                                                        (14) 

The comparison in Fig. 4d was carried out for the following values of the parameters: a = 5 mm and w = 1.25 mm. The 

choice of the value of a Gaussian beam radius was determined by the condition that the total radiation power of the emitter 

should almost completely fall on the object without masking it with an output window with a characteristic size of 5 mm. The 

condition should  be taken into consideration since it is known [25] that only 86.5% of the total power passes through the cross 

section of a Gaussian beam of 2 w diameter and to increase the total power to 99.99%, the 4 w cross section diameter is required. 

As could be expected from physical considerations, according to the results of running the model with a uniform distribution of 

the power density of different cross sections (Figure 4a) the output signal is insensitive to the law of power density distribution, 

at least in the category of radially symmetric distributions. The (Ugaussian – Uuniform)/Ugaussian relative difference of values does not 

exceed 2.5%, which confirms the correctness of the mathematical apparatus used. 

5. Conclusion 

A mathematical model has been developed that enables to predict the energy characteristics of a device by automating a 

calculating component of designing according to the manufacturer's specifications, literature or experimental data on the 

parameters of optoelectronic system components of the designed diagnostic fluorimeter and the optical properties of a diagnosed 

object. 



Mathematical Modeling / V.N. Grishanov, V.S. Kulikov, K.V. Cherepanov 

3rd International conference “Information Technology and Nanotechnology 2017”  77 

Simulation showed that the most significant contribution to the device energy is made by the distance between the surface of 

a diagnosed object and the photosensitive pad of the photodetector. To obtain a maximum output signal of the photodetector, it 

is required to minimize the distance within the range of permissible design constraints. A small effect of the size of a diagnosed 

area on the output signal provides an additional degree of freedom for medical applications. 

The model is implemented in the Mathcad software package to which mathematical models of the optical system components 

described above, the number of components and their parameters and expressions that the spectrum transfer over propagating 

radiation through an optical component obeys are introduced. The explicitly defined mathematical functions ensure the openness 

of the model and the feasibility of its modifying by a user. 
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Abstract 

This paper proposes a method for modeling and analyzing the stability of a solution to the inverse problem of extracting individual signals 
from an additive mixture of several signals that come to measurement points from various signal sources inaccessible for direct measurement. 
Stability analysis is accomplished by determining those intervals (singular intervals) for parameters of a signal formation model in which 
steady signal separation is achievable. We have developed algorithms to calculate singular intervals for different parameter variations of a 
signal formation model—absolute, relative, critical, and their combinations—that simulate various practically significant types of model 
parameter perturbations that affect the stability of the solution to this inverse problem. The paper also presents the results of computer 
modeling for the proposed algorithms. 

Keywords: signal separation; inverse problem; solution stability; signal models; singular intervals; algorithm; modeling 

1. Introduction 

Signal separation is a solution to the problem of extracting individual signals from an additive mixture of several signals that 
come to measurement points from various signal sources inaccessible for direct measurement. That solution is needed in many 
practical fields such as monitoring and diagnosis of technical facilities (e.g., vibroacoustic diagnosis), communications, medical 
diagnosis, and speech processing. This is because in complicated facilities, measured signals present an additive mixture of 
signals received from many components, and in most practical applications the extraction of parameters that describe the state of 
specific components is impossible without signal separation. 

In addition, signal separation enables further parallel processing of each extracted signal, thereby improving the efficiency of 
data-processing systems. 

Problem of signal separation relates to the class of inverse problems, which may be ill-posed in the general case. From that, it 
follows that the solution may be unsteady because slight changes in the parameters of the mixing matrix Η of the signal 
formation model or in characteristics of source signals lead to impermissibly large changes in the solution: an unstable 
computation of source signals [1, 2]. For a stable solution, the parameters of the object described by the signal formation model 
must satisfy several prior restrictions [3]. For instance, the mixing matrix must be invertible; the polynomials describing the 
transfer functions of channels  must not have common roots; the number of receivers must equal that of sources. 

In practice, prior restrictions may be violated since object parameters may change because of the object’s evolution in time, 
measurement error, fabrication inaccuracies, and other causes that often are unpredictable. Thus, changes in parameters mixing 
matrix and in characteristics of source signals may cause a steady solution to migrate toward an unstable one, unsuitable for 
practical use. 

That is why it is important to investigate how deviations of the above source properties from those presumed a priori affect 
the solution’s stability and to investigate deviations from requirements for channel characteristics. It is relevant that the stability 
of the solution to the problem of signal separation should be determined a priori by calculating whether the parameters of the 
signal formation model fall within the model’s parameter intervals in which stability is achievable. Currently the methods 
described below are used to analyze the stability of the solution to the inverse problem of signal separation. 

Given that the signal formation model in the frequency domain is described, for each frequency, by a system of linear 
algebraic equations[ ], the stability of signal separation is determined by the stability of the solution to equation systems, which, 
as is known (see, e.g., ref. [4]), is determined by the condition number  Hcond . Thus, by calculating the condition number, one 

can evaluate the stability of signal separation: The higher the condition number, the worse the stability. 
As reference [5] shows, for the matrix of parameter intervals, the minimal norm reducing the initial matrix H  to the 

degenerated matrix   0H Hdet    equals 1

2 2
1/H H M   . With the value (real number) 

2
H , one can also 

evaluate the stability of the solution to the problem of signal separation. 

Stability analysis methods based on using condition numbers  cond H  and matrix norm 
2

H  exhibit limited functionality. 

Indeed, values  cond H  and 
2

H  are integral estimates of stability, and they do not allow singular intervals H  to be 

determined in singular-interval matrices H , which is important for practical applications. It is evident that the knowledge, in 
matrices, of elements (singular intervals) close to zero makes it possible to determine elements of mixing matrices H  on which 
the stability of the problem of signal separation mainly depends. In other words, values  cond H  and 

2
H  do not take into 

account the structure of a perturbation (for the same condition numbers and matrix norms, there can be an infinite number of 
perturbation realizations). But in practice, perturbations can have a structure: Each matrix element can have its own perturbation 
that is unlike the others, and that perturbation can, in turn, be absolute, relative, or critical—or a combination of the three. 

Reference [6] proposes a method for analyzing the stability of the solution to a system of linear algebraic equations, offering 
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broader functionality compared with the methods described above. The method can be used for analyzing and verifying the 
stability of the solution to the problem of signal separation. The algorithm that uses that method determines the direction of the 
worst parameter variations that cause instability (singularity). If, in a set parameter interval, the condition number for absolute or 
relative variations has increased significantly (e.g., exceeded a threshold), a solution within this interval is assumed unstable. 
Thus, the algorithm makes it possible to analyze the stability of a solution for signal formation models at a set variation value of 
mixing-matrix elements. 

The method proposed in [10] does not solve the problem of determining the matrix H  of singular parameter intervals; nor 
does it enable use of complex mixing matrices  Η , and that limits the method’s functionality. 

Thus, our analysis of existing methods’ functionality indicates the relevance of developing a method for modeling, 
analyzing, and verifying the stability of the solution to the problem of signal separation. 

This paper proposes analyzing stability by determining singular intervals with the model’s parameter variations directed 
toward the maximal deterioration of the solution’s stability. 

2. The object of the study  

To state the problem formally, we will consider a signal formation model presented as a linear multivariable system that has 

N  inputs and M  outputs. The model’s input signals are  ns k , 1,2,...,n N ; output signals,  mx k , 1,2,...,m M . The input 

signals are generated by various signal sources, and the output signals may be signals of various receivers such as sensors, 
measurement transducers, and antennas. Let us assume that each of the  M outputs of the multivariable system is connected 
with all the N  inputs through linear signal transmission channels. 

At any discrete instant of time k, the M -dimensional vector of sensor-measured discrete signals 

       1 2, ,...,
T

Mk x k x k x k   x  results from the N -dimensional vector of source signals        1 2, ,...,
T

Nk s k s k s k   s . 

The mathematical model of signal formation is described by an equation system of discrete convolution type (1), where the m th 
observed signal is an additive mixture of channel-distorted source signals and noise [7]; that is, 
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   l           (1) 

where  ,mnh g l  is the element M×N  of the  ,gh l  matrix for the impulse characteristics of channels, and 

       1 2, ,...,
T

Mk y k y k y k   y  is the noise vector. For purposes of further discussion, we will assume that the  ,mnh g l  

impulse characteristics are finite and are represented by the counting number G . The dynamic characteristics of channels 

 mnh g,l  are quasistationary in that they change depending on parameter vector l (time, temperature, location, etc.). 

In the frequency domain, model (1) is described as 
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- is the mixing matrix M N , comprising Fourier transforms of the channels; 

     1 , ,
T

MX X     X   is the vector of observed signals, and it comprises Fourier transforms of receiver signals; 

     1 , ,
T

NS S     S   is the vector of source signals, and it comprises Fourier transforms of source signals; 

     1 , ,
T

MY Y     Y   is the noise vector, comprising Fourier transforms of noise signals. Signals of sources  S  and of 

noise   Y  are considered independent, and channels can be modeled by spectral converters such as various filters. 

Generally, the solution to the problem of separating signal sources reduces to calculating the separating matrix  gw , which 

is, in terms of specific criteria, equal or close to the matrix inverse to matrix  ,gh l . Thus, generally, the solution to the problem 

of separating source signals is the solution to system (1), and it can be expressed as 

     
1

1 0

, ,
M G

n nm m
m g

s k w g x k g


 

  l                              (3) 

where  ,gw l  is the matrix of impulse characteristics of tunable filters with  ,nmw g l  elements. In the frequency domain, 

equation (3) can be written as 

     ,  S W l X ,                                   (4) 

where    -1, , W l H l . It is evident that calculating the separating matrix  ,gw l  requires prior information about parameters 

of the signal formation model (object parameters). For separating signal sources, a variety of approaches are used that are based 
on various prior knowledge of the item under study. Signal separation methods can be classified into two groups—deterministic 
and statistical [1]. 
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The deterministic group is based on prior information about characteristics of signal transmission channels—that is, on the 
knowledge of the matrix of impulse characteristics  ,gh l , which are either measured or determined from theoretical premises. 

A feature of the statistical group is that  ,gh l  matrix elements are unknown explicitly, and the information used to determine 

input signals  ks  is provided by the realization of the vector of measured signals  kx  and the knowledge of source properties 

of signals  ks . 

The deterministic group is based on principal information about signal transmission channels (statistical, frequency, 
amplitude, and other channel characteristics); that is, transmission channels and signals are known. 

The statistical group is based on principal information about signal sources such as lacking source correlation and the 
knowledge of signal distribution laws. In this case, explicit information about transmission channels is unavailable, and only 
observed signals are known. For that reason, the methods within this group are often called “blind” [8]. 

Thus, the solution to the problem of separating of signal sources reduces to using a deterministic or statistical method to 
calculate the separating matrix    ,gw l equal or close, in terms of specific criteria, to the matrix inverse to matrix  ,gh l . 

There are separation methods that fall within neither group because they use information both about channels and the 
properties of signal sources (e.g., adaptive noise concellation [9]). 
From general solution (3) it follows that the problem of signal separation relates to the class of inverse problems, which may be 

ill-posed in the general case. 
Our paper aims to: 
—Develop an algorithm for modeling the problem of signal separation with a solution whose stability is variable by setting 

variations for the parameters of the signal formation model. 
—Develop algorithms for analyzing and veryfying stability by determining parameter intervals in which stable signal 

separation is achievable for various practically significant variations of model parameters. 
This paper investigates the stability of the solution to the problem of signal separation with varied parameters of channels 

 ,mnH  l , constituting the mixing matrix  ,H l . 

3. Methods. Algorithms for Modeling, Analyzing, and Verifying the Stability of the Solution to the Problem of Signal 
Separation 

3.1. Mathematical Signal Formation Model with the Capability to Set Variations for Channel Parameters 

To investigate how prior indefinite perturbations affect stability, we propose introducing singular-variation blocks for 
parameters of channels 

mnh  into the signal formation model. Then the signal formation model with parameter variations shown 

in figure 1 will take the form of [7] 

          
1

1 0

, ,l l
N G

m mn mn m m
n g

x k h g h g s k g y k


 

      (5)   

In the frequency domain, expression (5) can be written as 

           , ,          X H l H l S Y ,    (6) 

where  , H l  is the matrix of singular parameter variations. 

Unlike objectively existing perturbations, parameter variations in the model for stability studies can be modeled by 
introducing a block for setting types of variation. Thus, mathematical model (5) can be used to investigate how perturbations 
from various types of variation affect the stability of the solution to the problem of signal separation.  

For purposes of further discussion, we will refer to matrices of parameter intervals varying from the initial state  ,H l  to the 

degenerated (singular) state  ,H l  as singular-interval matrices and designate them  ,H l . 

Among the different types of variations, we will consider those most often encountered in engineering practice—absolute, 
relative, and critical variations, which simulate related real perturbations [7]. Critical variations are variations that cause the 
initial model (5, 6) to become degenerated at a minimal spectral variation norm of  

2
, H l . Relative variations, as the name 

suggests, have values proportional to those of matrix elements. Absolute variations can be of any value unconnected with the 
value of the current matrix element. Thus, this paper aims to determine singular intervals for parameters  ,H labs  ,  ,h labs g , 

 ,H lrel  ,  ,h lrel g ,  ,H lcrit  , and  ,h lcrit g  for the variations above. In the introduced matrices of singular parameter 

intervals, mn th elements mnH  indicate changes in parameters of mn th elements of the initial matrix  ,H l . 

In particular, if model channels are frequency-independent and parameter vector l independent, the designations of singular-

interval matrices omit arguments   ,  g and  l ; for instance, Habs , habs . 

Thus, the singular intervals obtained from calculations reflect those absolute, relative, and critical perturbations of the signal 
formation model’s parameters that cause the model to be unstable. 
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Fig. 1. Schematic of the signal formation model with the capability to set variations for channel parameters  
to analyze the stability of signal separation. 

3.2. Analyzing and Verifying the Stability of Signal Separation by Determining Singular Parameter Intervals for the Signal 
Formation Model 

For purposes of determining singular parameter intervals for different variations, a generalized algorithm has been developed 
[7, 10], in which three stages can be distinguished: determining the singular direction of parameter variation; determining a 
singular matrix; and determining a singular-interval matrix. 

Singular directions for absolute, relative, and critical variations are determined by direction matrices whose analytic 
expressions, obtained in references [7, 10], are given in table 1. 

Direction matrices can be calculated both on the basis of singular value decomposition (SVD) and on the basis of the inverse 

matrix. Determining singular directions with proposed matrices Z  has lower computational complexity compared with known 
algorithms. 

Table 1. Analytic expressions for calculating direction matrices critZ , absZ , and relZ . 

Calculation  
method 

Type of variation 
Critical Absolute Relative 
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The proposed matrices Z  can be used to determine singular parameter intervals not only for real elements (as in known 
algorithms) but also for complex (frequency-dependent) elements of mixing matrix  Η . 

Table 1 refers to: A , a matrix composed of element modules of matrix A and determining absolute parameter variations; 

sign(A) , matrix operation whose elements are calculated as ( ) /mn mn mnsign A A A ;  , element-by-element multiplication of 

matrices C A B  , where mn mn mnC A B  ; nv  and nu , right and left singular vectors of singular value decomposition 

1

*H=UΣV
N

n n n
n

u v 


  ; 

1
, the maximum column sum matrix norm. 

It is proposed that singular matrix H  be calculated by finding the roots of the equation ( ) det( ) 0H Z H Zj jf h h        

under restrictions caused by parameter variations. 

The numerical algorithm (table 2) for determining singular matrices H  for absolute, relative, and critical variations is based 
on the Newton method, in which, unlike in the classical method, derivative ' ( )H

j
jZ

f  is calculated on the basis of the matrix of 

directions Z  and refined in each step. This improves accuracy and simplifies computation compared with known algorithms 
[10]. 

At the third stage, singular-interval matrix H  is calculated as follows: H H H   . In the proposed algorithm, function 

( )H Zjf h   must satisfy the conditions of convergence theorems from the Newton method, including the Lipschitz 

condition. 
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Table 2. Algorithm for determining singular matrix H  on the basis of the Newton method. 
Step Action Note 

1 Parameter 0   is set, and it determines error, increment value h , 

and initial iteration value 1j   

Initialization  
takes place 

2 Z j  is determined according to type of parameter variation  

(table 1) for matrix H j  

Direction matrix  
is calculated 

3 
'

( ) ( ) )
( )

Z

H H Z (H
H

Zj

j j j j
j

j

df f h f
f

hd




  
   

Derivative is calculated for 

direction Z j  

4  
 '

Z

Z H
H

H
j

j j

j

j

f

f



   

Matrix for singular variations of 

parameters H j  is calculated 

5 
1H H Hj j j  

 

New approximation  
is calculated 

6 
If    1H Hj jf f    , then algorithm ends ( H H j ); else, 

1j j  , go to step 2 

Algorithm completion  
is verified 

The method for calculating singular intervals provided the basis for algorithms for verifying the stability of signal separation. 
Table 3 outlines an example algorithm [10]. 

 
  Table 3. Algorithm for verifying the stability of the solution to the inverse problem of signal separation. 

Step Action Note 

1 Frequency index 0g   is set for spectral matrix ( , )H lg  Initialization 

2 
Singular-interval matrix ( , ) ( , ) ( , )H H Hg g gl l l      is  

calculated 

For frequency g  

3 Threshold matrix ( , )H t g l  is determined For frequency g  

4 Matrices are determined for intervals of parameters of  

stable ( ( , ) ( , ) ( , )H l H l H lR g g t g     ) and  

unstable ( ( , ) ( , ) ( , )H l H l H lS g g П g     ) separation 

For frequency g  

5 
If max ( , ) ( , )H l H lg R g    , solution is stable; otherwise message appears 

stating that stable signal separation for frequency of g  is impossible 

Conditions of 
separation stability 
at frequency of g  

are verified 
6 

If ( , ) ( , )H l H lpot g R g    , solution is stable; otherwise message appears 

stating that stable signal separation for frequency of g  is not guaranteed
 

Conditions of stable 
separation 
 at frequency of 

g  are verified 

7 1g g  . If 1g G  , algorithm ends, and final message on stability verification 

appears; else, step 2 

Transition to  
next spectral matrix 

The matrix max ( , )H lg  added in step 5 for maximal allowable variation intervals is defined from theoretical and practical 

information about the object being modeled. Matrix inequalities of A B  type should be understood as systems of 

componentwise inequalities mn mnA B . 

Threshold matrix  ,H lt g , determined in step 3 of the algorithm, is mixing matrix  ,H lj g , for which  ,H lj gcond   

exceeds a given threshold value of tcond . To determine matrix  ,H lt g , mixing matrix  ,H lj g  is changed in accordance 

with the expression      , , ,H l =H l + H lj g g gj    , and in each step 1, ,j J   its  ,H lj gcond   is compared with 

threshold value tcond . 

The calculated matrix  ,H lt g  of threshold values serves as the basis for determining the matrix of parameter intervals 

for stable separation      , , ,H H l H lR g g t gl      and the matrix of parameter intervals for unstable separation 

     , , ,H l H l H ltS g g g     . 

4. Results and Discussion  

Figure 2 shows the relationship between relative error 
H




 in determining singular intervals H  and the reduced error of the 

parameters of mixing matrix H  (determined by the number of binary digits of the ADC) and its values  cond H for critical 

parameter variations. Figure 3 shows results testing algorithms for verifying the stability separation of signals. 
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Fig. 2. The relationship between relative error 
H




 in determining singular intervals and the reduced error of matrix H  parameters (determined by the 

number of bits of the ADC) under critical parameter variations. 

 
Fig. 3. Results testing algorithms for verifying the stability: illustrate stable (a) and unstable (b) separation of signals. 

 
The proposed algorithms have been incorporated in a software system for modeling signal separation and restoration. 

Figure 4 shows examples of modeling and investigating the stability of signal separation for test signals and signals in an 
automatic cab signaling system, which transmits, via the track, traffic-light coding signals to train cab [11]. 

The automatic cab signaling system, which is used for train safety, operates under the influence of various interference 
sources. Suppressing that interference is important for the reliable operation of the system. Sometimes for interference sources 
to be suppressed, interference signals need to be extracted in order to determine their physical nature; that is, to identify 
interference sources [11]. This needs to be done as part of monitoring the condition of track circuits and automatic cab signaling 
systems.  

Figures 4-а(1) and 4-а(2) show initial triangular test signals and their mixtures, and figures 4-а(3) и 4-а(4) are examples of a 
unstable and an stable solution to the problem of separating test signals. The Information window indicates that the separation is 
unstable: singular intervals at a frequency of 400 Hz are close to zero, and the condition number is on a sharp increase. 

Figures 4-b(1) and 4-b(2) show examples of the automatic cab signaling system’s amplitude-modulated signals under the 
influence of interference: fluctuation noise from traction current, a 50 Hz harmonic interference from the power line, and a low-
frequency interference of 4 Hz due to intake coils’ wobbling in relation to the track. Figures 4-b(3) and 4-b(4) illustrate unstable 
and stable separation of signals in the system and the above interference. Whether the solution is stable or unstable is displayed 
in the Information window. 

This results confirms the possibility of using the developed algorithms in engineering applications. 

5. Conclusion 

The key results of our investigation are as follows: 
We proposed an algorithm for modeling signal separation that makes it possible to study the stability of solutions to the 

problem of signal separation under stability-crucial parameter variations (perturbations) controlled in a signal formation model. 
We also developed algorithms for analyzing and verifying stability by determining singular intervals for parameters of the 

signal formation model for various parameter variations. 
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Fig.4. Results of analyzing the stability of the solution to the problem of signal separation: a) test signals; b) measured signals in the automatic cab signaling 

system. 
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Modeling and analysis of motion of a spacecraft with a tether aerodynamic 
stabilizer 

D. Elenev1, Y. Zabolotnov1 
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Abstract 

Space tether system consists of two solid bodies connected by a tether. The deployment of this system is produced mainly by aerodynamic 
forces which act on the bodies. One of these bodies has higher ballistic coefficient thus acting as an aerodynamic stabilizer on low orbit. Such 
tether systems allow to lower the requirements for characteristics of a spacecraft and can be used for purposes of stabilization in higher layers 
of the atmosphere, for utilization of space debris. For mathematical modeling purposes the tether is represented as a set of mathematical points 
with elastic connections. 

Keywords: tether system; stabilization; spacecraft; deployment; multipoint model of the tether 

1. Introduction 

The modeling of the motion of a spacecraft with a tether aerodynamic stabilizer is made on the atmosphere part of the motion 
during the deployment of the tether system. The tether system consists of a spacecraft, a stabilizer, and a tether. The deployment 
and orientation of the tether system are produced by aerodynamic forces. The stabilizer compared to spacecraft has a high 
ballistic coefficient /xvС S m  , where xvС  is the drag coefficient, S  is the characteristic square and m  is mass. 

This method of passive aerodynamic stabilization is described in [1], where some design solutions are describes. 
Aerodynamic stabilizer is a light inflatable or metal part and can be used for different purposes in the layers of the atmosphere: 
for aerodynamic stabilization of motion and to obtain the stability of motion of the spacecraft in lower layers of the atmosphere; 
for preliminary stabilization in the higher layers before the descent; for utilization of space debris by their descent in the high-
density layers of the atmosphere. Aerodynamic stabilizer allows to lower the requirements for characteristics of a spacecraft 
which might have high mass-inertia and geometrical asymmetry. For the system, the stable motion can be obtained by the proper 
choice of parameters of the stabilizer.  

The conditions for stability of the motion of the system consisting of two solid bodies connected by weightless non-
stretchable tether are analyzed in [2], where it is assumed that the system is already deployed.  

This research is focused on the deployment process. The mathematical model takes into consideration the extensibility of the 
tether and allows to evaluate the influence of a method of deployment.  

The forms of a spacecraft and a stabilizer are close to spheres, but both of them can have high mass asymmetry. At the initial 
moment bodies are not separated and move on the circular orbit. The separation takes place with a relatively low relative 
velocity, and further motion of the bodies depends on the control method which is based on regulation of the release of the 
tether. The release mechanism works on deceleration only.  

2. Mathematical model of the deployment 

For mathematical modeling the geocentric coordinate system Oxyz is used. This coordinate system is connected to the plane 
of the orbit of the center of mass of the system and is defined at the moment of separation of the stabilizer from the spacecraft. 
Ox axis is directed to the ascending node of the orbit, Oy axis is parallel to the vector of velocity of the center of mass at the 
moment of separation. The spacecraft and the stabilizer are connected by the tether solid bodies (Fig. 1).  

 
Fig. 1. The scheme of the system. 



Mathematical Modeling / D. Elenev, Y. Zabolotnov 

3rd International conference “Information Technology and Nanotechnology 2017”     86 

The equations of motions of this system are 
2
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    , (2) 

where indexes 1i   and i n  are for center of masses of a spacecraft and stabilizer respectively, im  are masses and  i
r  are 

radius-vectors for bodies and material points on which the tether is divided; 
i

G  and 
i

R  are gravitational and aerodynamic 

forces, t  is time, 𝑻  and 𝑻
1iT  are acting on adjacent areas of the tether tension forces; , ,xi yi ziJ J J  are moments of inertia of 

bodies in coordinate systems i i i ic x y z ; , ,xi yi zi    are projections of angular velocities; xiM , yiM , ziM  are projections of acting 

on each body moments.  
During the modeling, gravitational moments are neglected while aerodynamic moments and moments from tension force are 

taken into consideration. Tension forces are defined by Hooke’s law 

1

1

i i
i i

i

T 







r r

T
r r

   

where iT  is the value of  the tension force number i . If |𝒓 − 𝒓| is less or equal to non-deformed length of the tether on the 
area number i, than the tension force is equal to zero. The spacecraft and the stabilizer are influenced by the tension force from 
one area of the tether only. For calculation of these forces vectors  𝒓  и 𝒓  are used. If the tether is not strained, than the free 
motion of bodies and material point of the tether takes place.  

To define gravitational forces, the central gravitational model under Newton’s law is used. For the tether, aerodynamic forces 
are calculated as forces acting on the cylinder [3]. These forces are distributed proportionally between material points of the 
tether. It is assumed that the motion of the systems takes place in low density gas and the hypothesis of diffuse reflection of gas 
molecules can be used. [3].  

The equations for dynamics of the tether release mechanism are  
2

12u u

d L
m T F

dt
  ,  (3) 

where the constant coefficient um  depict the inertia of the tether release mechanism, uF  is the control force, 1T  is the tension 

force on the first area of the tether, starting from the spacecraft. The tether release mechanism works on deceleration only, 
0uF  , and cannot pull the tether in. 

The stabilizer is being separated from the spacecraft with relative velocity rV , and it is necessary to re-calculate velocities 
basing on the law of impulse saving 

( ) ( ) 2
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r V V V ,   

where ( )a
cV  is the absolute velocity of the center of mass of the system before the separation, ( )

1
aV  and ( )

2
aV  are absolute 

velocities after the separation. 

3. The deployment of a tether system and the regulation of the tether release 

During the deployment process dynamic or kinematic control laws can be used. For example, the following dynamic law is 
used with areas of acceleration and deceleration 

min 1

2
min max min 1 1 2
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,

( ) sin ( ) ,
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p p

F t t

F F F F k t t t t t

F t t




        
 

, (4) 

where 1,2 / 4p pt t k  , min max, , ,p pt k F F  are parameters of control law. The switching of control force is made on time bases, 

here pt  - is the time then the force switches. Parameter 0pk   defines the smoothness of switching, the lower is it, the smoother 

is the switching. The parameters of law (4) are defined basing on edge conditions for the end of deployment:  p kL t , 

    0p k p kL t L t  , where kt  is the time of the finishing the deployment.  

The dynamic law (4) can be realized using the feedback principle:  

     - -u p L p V pF F t p L L t p L L t        ,   (5) 

where ( )pL t  and ( )pL t  are program, or nominal, dependencies of length and rate of change of the length of the tether.; ,L Vp p  

are feedback coefficients; ,L L  are perturbed length and rate of change of the length which meet the conditions (3);  pF t  is the 

program decelerating force. 
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The principle of regulating on bases of changing of the length and the rate of change of the length of the tether (5) was used in 
the real orbital tether experiment YES2 [4] and other researches [5,6]. 

To calculate the control force (5) it is necessary to define the dependencies  pF t , ( )pL t , ( )pL t , which can be found 

numerical by solving the system [5]. According to this, it is required to make prior calculations for these values and to use 
interpolation during the regulation process. But it is also possible to use more simple principle based on kinematic control law  

 2
max( ) cospL V    ,  (6) 

where maxV ,   and   are parameters. These parameters are defined from the system of non-linear equations  

( ) 0p kL   ,     0p
k

dL

d



 ,   (0)p rL V , 

0

( )
k

p kL d L


   ,  (7) 

where k kt   is dimensionless duration of the deployment.  

4. Numerical results 

The modeling of the deployment of the tether system was made using equations (1-3) and tether release laws (4) and (6). 
During the release of the tether, the algorithm for inserting the material point was used. This algorithm is described in [5]. On 
adding new point of the tether, the velocity of a spacecraft and a point of the tether are recalculated basing on the law of 
conservation of impulse of the system. The relative velocity of a new point is being calculated basing on the relative velocity of 
the previous point. Relative velocities for the points are defined relatively to the spacecraft. The next results are made for the 
following initial data: the masses of the spacecraft and the stabilizer are 200 kg and 20 kg, the final length of the tether is 0.5 km, 
initial altitude of a circular orbit is 250 km, the linear density of the tether is 0.2 kg/km, rigidity of the tether is 7000 N, initial 
relative velocity of separation is 2 m/s, feedback coefficients 0.2Lp  , 7.8Vp  . The number of material points for modeling 

the tether is eight. The task of finding the optimal feedback coefficients was not taken into consideration, and the values of these 
coefficients were chosen on the assumption of obtaining the stability of regulation processes under the initial perturbations on 
initial velocity of separation (25%) and the direction of separation ( 1rad ). 

The analysis of numerical results shows that kinematic deployment law (6) has great advantages compared to dynamic law 
(4). The advantages are based on smoother deceleration of the tether while conditions (7) are used. Usage of dynamic law (4) 
enforces to solve complex boundary-value problem using numerical calculation for the system of differential equations.  

Figure 2 depicts the nominal dependence of rate of change of the tether length ( )pL t  for this example. Figure 3 shows how 

the system reacts on the error in velocity of separation equal to 0.5 m/s. Figure 4 illustrates the dependence of the angle between 
longitudinal axis of the spacecraft and the direction of the tether ( )t  from time. This dependence has high importance because 

it is a condition for exception of sagging and entanglement of the tether.  

 
Fig. 2. Nominal dependence of rate of change of the tether length. 

 
Fig. 3. Reaction on the error in velocity of separation. 
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Fig. 4. The dependence of the angle between longitidinal axis of a spaceraft and the tether. 

5. Conclusion 

The analysis of different methods of deployment depicts that dynamics of motion of the system is mainly affected by the 
moment from tether tension force and almost is not influenced by the static stability of bodies, which is calculated as length 
between the center of mass and the center of pressure from aerodynamic forces. It is necessary to pay attention to the fact that 
this research was made for a system with a light and relatively short 0.5 km tether. The usage of a longer tether leads to increase 
of an aerodynamic pressure and to the necessity of dividing the tether into larger number of parts during calculations. This 
means that more computer resources are needed for calculations. Because of this the methods of high performance parallel 
calculations for analysis of deployment and optimization of parameters of the tether systems are being researched now.  

This research is supported by the grant of Russian Foundation for Basic Research (RFBR) 16-41-630637. 
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Abstract 

The work is devoted to application of mathematical methods and development of algorithms for diagnostics of the lichen planus forms that 

located at mucous membrane of the mouth and lips, the differential diagnosis of severe forms of other diseases and its prediction in difficult 

cases through the use of expert knowledge base, the results of the selection of the most informative features and micronucleus test’s 

interpretation in buccal epithelium. 

Keywords: lichen planus; differential diagnosis; Kohonen neural network  

1. Introduction 

Diagnosis of lichen planus that located at the oral mucosa and the vermilion border has a significant interest among dentists, 

dermatologists, oncologists and doctors of other specialties. This is due to the lack of clear mechanisms of the disease 

development, severe, often permanent period, the existing trend towards malignancy elements of destruction, as well as frequent 

interaction with the General condition of the patient.  

Treatment of patients applying for dental care with pathology of the oral mucosa and lips, is one of the most challenging 

problems in dentistry because of the difficulties that occur by diagnosis of diseases in this body’s region. For example, the 

survey of 214 dentists, students of the improvement series in the Stomatology Department of the supplementary professional 

education Institute, Voronezh state medical University named after N. N. Burdenko, showed that only 30% of them are trying to 

make a diagnosis and prescribe treatment in cases of pathology of the oral mucosa and lips, and the remaining 70% of physicians 

send patients to the relevant medical Department of the University.  

Analysis 568 advisory directions to the Department from dentists of the city’s hospitals and region shows that the most often 

reveals of the discrepancy in the diagnosis of diseases such as lichen planus, various forms of cheilitis, erosive-ulcerative lesions 

of the oral mucosa, glossalgia. During the complex examination of patients by the Department staff revealed that the differences 

in the diagnoses at referral and the final diagnosis was 28%. In this regard, to improve the treatment of lichen planus of the oral 

mucosa and the vermilion border relevant has been the development and implementation of the educational and clinical practice 

of the Department by the algorithm computer system which allows on the basis of the most essential signs to diagnose forms of 

the disease, differential diagnosis with other diseases, to give the treatment regimen. 

2. Methods 

Due to the fact that the experience of our clinic covers almost a quarter of the observations’ century, we can state the fact that 

the incidence of misdiagnosis has no tendency to decrease for years. This is despite the fact that in the literature, including and 

intended for dentists issues of clinical laboratory diagnostics of the diseases is paid more attention from year to year. 

The authors analyzed clinical and laboratory characteristics of lichen planus, established expert knowledge base, the selection 

of the most informative parameters (erosive and ulcerative elements, the presence of local irritating factors, the presence of 

inflammatory infiltrate at the base of erosions, ulcers, nature of complaints, the course of the disease, age and gender of the 

patients, favourite localization, lesions of the skin, the reaction of the lymph nodes, the possibility of malignancy, specific 

characteristics, General condition), on the basis of which the basic principles of differential diagnosis of lichen planus with other 

diseases of the oral mucosa and lips was put forward. 

The most common form was in the sample of 212 patients with the typical one (45,7%). Exudative-hyperemic form of lichen 

planus was diagnosed in 19,3%, erosive – 24,5%, bullous form – at 3.8%, erosive-ulcerative – 6.6% of patients. Significant 

difficulties in the diagnosis of lichen planus associated with the definition of severe forms of the disease. In determining of the 

criteria for identifying severe forms of lichen planus took into account the following: prevalence of the process on the mucous 

membrane of the mouth and lips, duration, and frequency of exacerbations, length of remissions, the severity of subjective 

sensations (pain), the effect of previous standard therapies, changes in the quality of life of patients. 

The algorithm provides two basic modes of operation:  

1) using the results of the micronucleus test in buccal epithelium, which informs the patient of lichen planus, and further 

work on determining the shape of disease and prediction of flow depending on the shape;  

2) differential diagnosis of lichen planus with diseases such as ulcus decubitalis ulcers with signs of hyperkeratosis, trophic 

ulcers with signs of hyperkeratosis, leukoplakia and erosive forms of chronic lupus erythematosus, pemphigus vulgaris, 
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ulcerative-necrotic stomatitis, exudative erythema multiforme, recurrent aphthous stomatitis, and then in identifying of lichen 

planus implementation of the transition to the first mode. 

In addition, in the reference part of the algorithm provides a practical introduction to the dentist with a full description of the 

knowledge base in the field of diagnostics of lichen planus forms and differential diagnosis with appropriate illustrations from 

the auther’s own clinical observations.  

Micronucleus test in buccal the epithelium of the oral cavity is one of the most widely used methods for the evaluation of 

genetic homeostasis, because of its quickness, easiness, non-traumatic, cost-effective, allowing you to survey an unlimited 

number of times, requires no special equipment for cultivation of cells [1]. Practical introduction dentists can significantly 

improve the diagnostic level of lichen planus. 

It should be noted that currently, often for the differential diagnosis of severe diseases and classification of their forms use 

neural networks, which are attractive from an intuitive point of view, because they are based on the primitive biological model 

of nervous systems. 

The user of a neural network collates representative data and then runs the learning algorithm that automatically adapts to the 

data structure. However, the user requires a set of heuristic knowledge about how to select and prepare data, the desired network 

architecture and to interpret the results. 

Currently, there are many successful examples of the application of neural network approach to building intelligent 

information systems [2, 4]. 

The ultimate goal of our research is to create neural network systems that allow for the diagnosis and differential diagnosis of 

lichen planus. 

As it generally known, the creation of a neural network system includes the following stages: studying of the problem; 

problem statement; setting of training data and testing examples; training the neural network; optimal scheme; more 

experiments; the development and creation of the interface; the connection to the trained neural networks; system test examples 

not included in training data; a finish system in these examples [3]. 

As the neural structure was chosen as the Kohonen network, as it is, everyone carries out the classification. The Kohonen 

network can recognize clusters in data, and to establish intimacy and classes. Thus, the user can improve their understanding of 

data structures, and then to Refine the neural network model. If these recognized classes, they can be described, after which the 

network can solve classification problems. The Kohonen network can be used in the classification tasks where the classes are 

already set, then the advantage is that the network can identify similarities between different classes. Another possible area of 

application is the detection of new phenomena. The Kohonen network can recognize clusters in the training data and classifies 

all the data to the different clusters. If the network will meet with the dataset, unlike any of the known samples, it will not be 

able to classify such a set, and thus reveal its novelty. The network is trained by the Kohonen method of successive 

approximations. Starting from randomly chosen starting location of the centers, the algorithm progressively improves it in order 

to capture the clustering of the training data. 

The principle of construction of system for differential diagnosis of lichen planus is as follows. Based on the table of 

differential diagnostics developed by the authors, was composed of simple questions, the answers to which are binary, i.e. "Yes" 

or "No". In drawing up a "vector of the survey", if the answer should be "Yes", then the vector component is assigned 1 if "No", 

then 0. This input vectors. Similar is the vector of output values, its components have a binary form. 

The most informative characteristics that allow for differential diagnosis of exudative-hyperemic forms of lichen planus are 

presented in table 1. 
Table 1. A list of the most informative signs for differential diagnosis of lichen planus. 

Signs of disease 
Сode sign of the 

disease 

Spontaneous pain P1 

The presence of papules of the oral mucosa P2 

The presence of local irritating factors P3 

The presence of inflammatory infiltration P4 

Localization on the surface of the tongue P5 

Localization on the red border of the lips P6 

Localization in the retromolar region P7 

The patient is a woman over 40 P8 

Skin lesions P9 

Reaction of the lymph nodes P10 

The possibility of malignancy P11 

Specific features P12 

A burning sensation in the mouth P13 

The disease is a chronic P14 

The list of diseases for the differential diagnosis of exudative-hyperemic forms of lichen planus are presented in table 2. 

The input vectors are eight diseases for the differential diagnosis of exudative-hyperemic forms of lichen planus are given in 

table 3. 
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Table 2. The list of diseases for the differential diagnosis of exudative-hyperemic forms  

of lichen planus. 

Disease Code of disease 

Lichen planus, exudative-hyperemic form X1 

Chronic mechanical trauma X2 

Papular syphillis X3 

Leukoplakia, flat shape, X4 

Lupus erythematosus chronic X5 

Allergic stomatitis X6 

Acute hyperplastic candidiasis X7 

Early signs of recurrent aphthous stomatitis X8 

Table 3. A list of the most informative signs for differential diagnosis of lichen planus. 

Сode sign  

of the disease 

Disease 

X1 X2 X3 X4 X5 X6 X7 X8 

P1 0 0 0 0 0 0 0 1 

P2 1 0 1 0 0 0 0 0 

P3 0 1 0 1 0 0 0 0 

P4 0 1 0 0 1 1 0 1 

P5 1 1 1 1 1 1 1 1 

P6 1 1 1 1 1 1 1 0 

P7 1 1 1 0 1 1 1 0 

P8 1 1 1 0 1 1 1 1 

P9 1 0 1 0 1 0 0 0 

P10 0 0 1 0 0 0 0 0 

P11 0 1 0 0 1 0 0 0 

P12 1 0 1 0 1 0 1 0 

P13 1 0 0 0 1 1 1 0 

P14 1 0 1 1 1 0 0 1 

The learning algorithm of Kohonen network 

The Kohonen network consists of one neurons’ layer. The number of inputs of each neuron is n –and it is the total 

number of possible symptoms. The number of neurons m is the desired number of classes that need to divide (number of 

diseases). The significance of each of the inputs into a neuron is characterized by a numeric value called weight. 

Training 

Step 1: Initialize the network. 

The weighted coefficients of the network mjniwij ,1,,1,   are assigned small random values.  

Values are defined 
0 - initial rate of training and 

0D  - the maximum distance between the weight vectors (columns of the matrix W ). 

Step 2. Presentation the network a new input signal X .  

Step 3. Calculate the distance from input X  to all neurons of the network:  

mjwxd
n

i

N

ijij ,1,)(
1

2 


 

Step 4. The choice of a neuron mkk 1,  with the shortest distance 
kd . 

Step 5. Adjusting the weights of a neuron k and all neurons that are at a distance of no more than 

)(1 N
ijiN

N
ij

N
ij wxww   . 

Step 6. The decrease in the values of 
NN D, . 

Step 7. Steps 2-6 are repeated until the weight stops changing (or until the total change of all weights will be very small). 

After training, the classification is performed by supplying to the input network of the test vector, compute the distance from 

each neuron and then the neuron with the smallest distance as the indicator of correct classification. 
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3. Results and Discussion 

For training the neural network were taken 180 cases, whose data were taken from the medical records of patients with 

already confirmed diagnosis. The data of 185 patients treated in the clinic were left to test the system. Table 4 shows examples 

of correct recognition diagnosis of a number of diseases as a result of the program. 

Table 4. The distribution of patients in accordance with the forms of diseases  

of the oral mucosa and the results of testing 

Nosological form of the disease Number of cases Number of 

correctly 

recognized cases 

Ulcerative necrotic stomatitis 78 78 (100%) 

Recurrent aphthous stomatitis 101 101 (100%) 

Multiforme exudative erythema 33 31 (93,9%) 

Lichen planus, erosive-ulcerative form 75 73 (97,3%) 

Lichen planus exudative-hyperemic forms 82 78 (96,3) 

Leukoplakia erosive forms 37 37 (100%) 

For nanosistemy presented certain difficulties, for example, the differential diagnosis between lichen planus and erythema 

multiforme exudative (2 errors) that occurs frequently in clinical practice when doctors make mistakes that occurs in the 35% of 

cases. 

Comparing the encountered incorrect ("guides diagnoses") of medical institutions in patients with diseases of the oral 

mucosa and the vermilion border, we can say that adequate "smart diagnosis" is recorded only in 72% of cases. In the remaining 

patients the diagnosis was incorrect. At the same time, the application developed by authors’ algorithm of the neural network 

allows to obtain a correct diagnosis in 94-97%, which certainly contributes to improve early diagnosis of severe dental diseases. 

4. Conclusion 

Thus, the developed and implemented algorithm allows effective diagnostics of the forms of lichen planus and its differential 

diagnosis with other diseases. The system provides the possibility of reducing the amount of input data identifying the most 

significant indicators. The system is versatile and can be practical used by doctors to diagnose any other diseases by creating 

appropriate tests.  

Program is performing differential diagnosis of lichen planus with the help of Kohonen network that is implemented in the 

programming system Delphi. 
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Abstract 

A calculation of the electrostatic field distribution in the electrode system of a high-voltage gas-discharge device is made. The application of 

the conformal mapping method in order to obtain an analytical description of the of equipotentials and field lines distribution is described. The 

figures of the electrostatic field distribution are calculated, which made it possible to determine their relationship with the cathode-anode 

distance, the voltage at the electrodes and the hole diameter in the anode of the gas discharge device. The electrostatic field distribution of the 

device forming the off-electrode plasma is analyzed. 
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1. Introduction 

The off-electrode gas-discharge plasma formed by a high-voltage gas discharge is used for plasmachemical etching of quartz, 

for preparing Ohmic contacts of semiconductor elements, cleaning the surfaces of semiconductor and dielectric substrates, 

contacts of small-size relays [1-4]. The high uniformity of the charged particles flow in the region of the gas discharge cross 

section and the independence of the discharge parameters from the dimensions of the treated area [5, 6] causes the wide 

propagation of this discharge. These advantages are a consequence of the singularity of the lines of the force and equipotentials 

distribution of the off-electrode plasma generator [7-9]. In turn, of the electrostatic field distribution depending on the design 

parameters determines the physics of the charged particles interaction processes with atoms and molecules of the residual gas. 

Existing publications contain no information on the relationship between such parameters and the electrostatic field distribution. 

Due with the laboriousness of the experimental study of this problem the computational model is proposed for the field 

distribution in the electrode system of a gas-discharge device. 

2. Calculation of electrostatic field distribution of the off-electrode plasma generator 

A high-voltage gas discharge is formed only in the area of the anode hole [8]. Outside this area, the electrode system design 

is a flat capacitor with uniform field distribution. Therefore, the design of a gas discharge device can be modeled by a electrode 

system in which the cathode and anode area outside of the electric field inhomogeneity are removed to infinity (fig. 1).  

 
Fig.1. Schematic diagram of a device forming a high-voltage gas discharge: h is the anode–cathode distance, D is the radius of the anode orifice, V is the anode 

potential, 0 is the cathode potential. 

Obtaining an analytical description of the distribution of the electrostatic field in the hole area in the anode is hampered 

because field unevenness. To simplify such a problem, it is necessary to reduce it to the solution of the two-dimensional task, 

which will make it possible to simplify considerably the calculation of field lines and equipotentials by finding the complex 

potential for the canonical domain with a simple form of boundaries [10, 11]. Since the thickness of the anode has a value in the 

range of up to 0.5 mm, its influence on the formation of the electrostatic field is insignificant, because this thickness is smaller 

than the cathode-anode distance (h to 10 mm). Therefore, this quantity can be neglected. 

The symmetry principle of the conformal mapping method allows us to consider only the right part of the obtained electrode 

system for the solution of the posed task by realizing the projection of the electrodes on the complex plane Z. This projection is 

shown in Fig. 2 (polygon) А1А2А3А4. 

Simulation of the electrostatic field begins with finding the conformal mapping )(fZ   of the upper half-plane Im > 0 

to the region of the Z field with the electrodes 21AA
 
(cathode), 43 AA (anode)

 
(fig. 2) with internal angles  k  at the vertices.

 

Then an additional mapping )( f
 
of the half-plane  onto a strip

 V Im0  with internal angles  k  
at the vertices 

(fig. 3). 
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Fig.2. Diagram of the half-plane mapping onto plane (the electrode system). 

 
Fig.3. Diagram of the additional mapping of the half-plane Im > 0 onto the strip V Im0 .  

At the first stage, the vertices
 4321 AAAA  of the Z-plane are associated with certain points of the real axis of the plane . 

According to the theorem of uniqueness of a conformal mapping for a present correspondence of three arbitrarily chosen 

boundary points, for example, 0, 1, ∞, we can obtain the correspondence [11]:   

2

4321

10 a

AAAA

.

 

According to the technique developed in [10-12], the angles μk are determined, which complement the internal angles αk at 

the vertices of the quadrangle 4321 AAAA  to π. Considering the inner region of a quadrilateral and moving in the positive 

direction of traversing its boundary, i.e. counterclockwise, we find the angles: 2/11   )2/11( 11   ;
 

12   

);01( 22  
 13   )21( 33   ; 2/34   )2/11( 44   .  

To find the mapping function of a domain bounded by a polygon
 4321 AAAA

 
the Schwarz-Christoffel integral [11] is used: 

,)...()()( 1

11

2

1

1
21

1

0

CdaaaCZ n

n 


  



               

(1) 

In the expression (1) instead of а1 – an we substitute the corresponding points 0, 1, а
2
, ∞. According to [10], the factor related 

to the vertex а4 in the Schwarz-Christoffel integral is omitted, since а4 = ∞. 

In this case, the expression (1) has the form: 
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(2) 

The value of the constant coefficient 1C
 
is determined from the correspondence of the points 1A ↔ 0, which allows us to 

write the equation: 
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The transition from the lower electrode to the upper one, corresponding to the transition of the ray А1А2 to the ray А2А3 (fig. 

2), allows us to determine the constants a
2
 and C. As a result, the function receives an increment: 

.ihZ                             (3) 
In addition, with such a small increment Δω, the increment of the first term in (2) is also small because of the continuity of 

this term at ω = 1. Taking into account that the argument varies from π to 0 as we go around the point ω = 1, the increment of 

the second term has the form: 
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This allows us to write the expression: 
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Equating (3) and (4), we obtain: 

  .12 iaСih   

Thus, the change of the coefficient value 
2a can be described by the equation: 
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The correspondence of the points 
2a  and А3 makes it possible to transform expression (2) to the form: 
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Whence we obtain the following equality: 

.
1

1

1

2
exp

2 

















a

a

a

a

h
D


                      

(6) 

Given specific values of D = 0.9 mm, h = 1.2 mm, we can obtain a solution of the transcendental equation (6) and find the 

value of the constant 179.42 a . Substituting it in (5), we obtain
 

24.0С  mm. 

As a result, the function realizing the conformal mapping of the half-plane ω onto the plane Z has the form: 
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(7)
 

Thus, expressions (5), (6) allow us to find a constant C whose value depends on the design parameters D and h. 

At the second stage, an additional mapping of the half-plane Im > 0 is applied to the strip V Im0  with cuts along the 

corresponding rays (fig. 3). In this case we have a capacitor with infinite plates in the plane  . 

Considering only the right triangle with vertices В1В2В3 because of the electrode design symmetry, we put the points 0, 1, ∞ 

lying on the real axis ω in correspondence to these vertices [11]: 

10

321 BBB

. 
The inner angles 

k  
at the vertices of the triangle В1В2В3 and the angles '

k , that complement the angles 
k  to π, are defined 

similarly to αk, µk,: 1'
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i , which confirms the correctness of the sought 

angles values according to [11]. 

An additional conformal mapping is also determined by the Schwarz-Christoffel integral [10]: 
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The introduction of the new variable ω=u

2
 allows us to obtain the solution of the given integral:  
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From the correspondence of the points B1↔ 0 according to the technique outlined above, there is a constant С3.  
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The constant С2 is defined similarly to the constant C in the first stage, namely, by traversal of the point ω = 1, we get the 

increment 
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Since the increment of the argument changes from π to 0 upon traversal of the above point, the increment of function ξ 

corresponds to the expression: 
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which allows us to obtain equality: 
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The final function conformally mapping the half-plane  to the strip V Im0  has the form:  
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Using (7) and (9), we obtain a system of equations: 













arcth
V

Ln
h

СZ

2

1

1
2






















                     

(10) 

From (10) we find  
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(11) 

By separating the real and imaginary parts of equation (11), the parametric equations of lines of equal potential and field lines 

of force are found. After separation, we obtain a system of equations describing the coordinates of the electric field distribution 

in the electrode system of a gas-discharge device: 
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(12) 

Substituting the parameters h, V, D into the expressions (5), (6) and system (12) and changing the values of the variables v 

and u with the necessary step, we can determine the number of the field lines and equipotential distribution (fig.4 and fig.5).  

Changing the voltage at the electrodes does not lead to a change in the field configuration, but it affects the energy of charged 

particles. Thus, the equations system (12) allows to obtain the electrode system configuration to form the required electric field 

by varying the parameters h, V, D. 
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Fig.4. Field lines and equipotentials distribution in the electrode system of the gas-discharge device obtained by the equations system (12): a – h = 2.7 mm,  

D = 1 mm, V = 1200 V; b – h = 2.7 mm, D = 3 mm, V = 1200 V; c – h = 2.7 mm, D = 5 mm, V = 1200 V. 

3. Analysis of the field lines and equipotentials distribution 

The initial coordinate (x = x0, y = y0 = 0) of the rectilinear segment of the field line can be determined with the aid of the 

system (12), giving the values u = u0 and v0 = 0. Then, searching further all the values of v = v1-vn for which the coordinate x = x0 

is constant, and the y varies in the limits y1-yn. Further on, comparing the obtained maximum value of yn with the mean free path 

of the electron kλе (k = 1,2,3) and the potential at the given point with the ionization energy of the working gas atom (molecule) 

Ei, we verify the fulfillment of the condition for the emergence of an high-voltage discharge γQ ≥ 1 [ 8] is, where γ is the number 

of electrons knocked by one ion from the cathode (γ-process), Q is the number of positive ions formed by the electron on the 

trajectory of its motion due to inelastic collisions with atoms and molecules of the working gas (α-process). The energy 

c 

a 

b 



Mathematical Modeling / M.A. Markushin, V.A. Kolpakov, S.V. Krichevskiy 

3rd International conference “Information Technology and Nanotechnology 2017”     98 
 

accumulated by the electron on the mean free path must be higher than the ionization energy of the working gas atom, and the 

energy of the positive ion bombarding the cathode must be sufficient for the emission of electrons necessary for sustaining the 

self-dependent discharge. Analogously, changing the values u = u1-un for v0 = 0, the corresponding x = x1-xn are determined. 

Further on, searching further values of v = v1-vn for each x, we find y = y1-yn = 0-kλе. In other words, by repeating the 

comparison process, we can find all field lines with initial coordinates 
e

xx ,...,0
, on the rectilinear segments of which the 

ionization process takes place (α-process), and, accordingly, the length of the cathode region
e

xx 2  where the electron 

emission from the cathode (γ-process) takes place [13].  

 

 
Fig.5. Field lines and equipotentials distribution in the electrode system of the gas-discharge device obtained by the equations system (12): a – h = 1 mm,  

D = 3 mm, V = 1200 V; b – h = 2.7 mm, D = 3 mm, V = 1200 V; c – h = 4 mm, D = 3 mm, V = 1200 V. 

a 

b 

c 
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In order to compare the maximum values of yn with kλe, it is necessary to find the mean free path of an electron. Using the 

expression λe = 1/(Ni) [14], we obtain the value 0.203 cm, which makes it possible to determine  318x  μm. The 

calculated value of x  correlated well with the experimental data of [9], namely, the size of the region on the cathode surface 

with intense sputtering by positive ions is 300 μm (fig. 6). 

 
Fig 6. The profile of the etching pit on the surface of the cathode formed by positive ions. 

This value is comparable with the size of the region x  on which the rectilinear segments of field lines correspond to the value 

kλе and the condition for the emergence of an high-voltage discharge is observed. 

4. Conclusions 

The parametric equations system presented in this paper makes it possible to simulate the of the field lines and equipotentials 

distribution in the electrode system of the off-electrode plasma generator and to monitor the dependence of this distribution on 

the design parameters of the system: the anode-cathode distance, the hole diameter in the anode, and also on the applied voltage 

at the electrodes. In addition, estimates are made in this paper: the length of the rectilinear segments of the field lines on which 

the condition is satisfied, the size of the cathode spot x  within which the γ process is realized. The discrepancy between the 

calculated value and the experimental value does not exceed 6%, which indicates that the model corresponds to the actual 

physical processes occurring in the electrode system of a high-voltage gas discharge. Therefore, it becomes possible to optimize 

the devices design forming the off-electrode plasma without costly experimental investigations. 
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Abstract 

Nowadays, we see a steady growth in the use of service-oriented cloud applications in modern business. However, there are some issues 

related to the placement of service-oriented cloud applications in the software-defined infrastructure of the virtual data center. The goal of 

optimization is to control the service-oriented cloud applications within data centers. The advantage of modern infrastructure virtualization is 

the possibility to use software-defined networks and software-defined data storages. However, the existing optimization of algorithmic 

solutions does not take into account the specifics of working with multiple class service-oriented cloud applications types. 

The paper describes the models which describe the basic structures of service-oriented cloud applications including: a level distribution model 

of the software-defined infrastructure with the technology of cloud applications containerization, a generalized model of a service-oriented 

cloud application, a model of virtualization of service-oriented cloud applications based on containers. Besides, we developed the efficient 

algorithm for optimizing the technology of containerization of cloud applications and services in the virtual data center (VDC) infrastructure. 

We propose an efficient algorithm for placing applications in the infrastructure of a VDC The optimization of the placement of service-

oriented cloud applications based on the VM template and containers with VDC disabilities infrastructure is reduced to packing in containers. 

Besides, we generalize the well-known heuristic and deterministic Karmakar-Karp’s algorithms. 

During the experimental studies, we have found that the use of our algorithm enables to decrease the response time of cloud applications and 

services and, therefore, to increase the productivity of user requests processing and to reduce the number of refusals. 

Keywords: software-defined network; virtual data center; cloud applications and services; IT infrastructure; virtualization 

1. Introduction 

The technology of cloud computing is based on the virtualization of the individual components that make up the data center 

infrastructure. The approaches to the organization of the virtualization layer are divided according to the levels of application of 

this technology. Typically, the following types of virtualization are distinguished: operating system, software, memory, data 

storage, databases and network [1, 6]. The most active development level is the virtualization of the operating system. It allows 

you to create a virtual environment for running multiple instances of user space within the same operating system used to run 

service-oriented cloud applications within the network environment [24]. 

Nowadays, cloud applications are a fairly complex multi-level mechanism that interacts with various objects of the network 

infrastructure of the virtual data center in the course of its work [3, 5]. To deploy them, you need to use an integrated approach 

that can provide the performance with the least resource consumption. One of the approaches to virtualization, which allows 

implementing this approach, is containerization technology. A container is an object that provides the user with access to 

necessary libraries and contains the required set of software for launching the development environment, a ready application or 

service. Besides, the advantage of using virtualization based on containers for placing applications and services in the network 

environment of the virtual data center is an easy solution, which enables to reduce costs and increase the productivity of cloud-

based service-oriented applications. The control system based on Docker the most effective technology of containerization [4]. 

The advantage of this technology is its reliability, the availability of open source code and a convenient API for sharing in a 

networked virtual data center environment. A significant drawback of containers is the inability to provide the proper level of 

data flows isolation, as well as the lack of support for migration between compute nodes in real time [7-9]. 

A key difference between virtual machine virtualization and virtualization is the use of a hypervisor that emulates the 

hardware of a physical computing node. Within each virtual machine, full-fledged operating system functions based on one or 

several cloud applications or services can be deployed. All this leads to significant overhead in terms of resource consumption in 

a virtual data center [2]. 

In this study, we propose a solution that enables to solve the problem of container migration and to optimize the overhead 

costs for computing resources for the virtual data center infrastructure. The developed solution is based on hybrid virtualization, 

which is a combination of two approaches to the deployment of cloud applications and services in the software-defined 

infrastructure of a virtual data center: a container and based on virtual machines. 

With the resources of virtualization technology development, the number of layers that form infrastructure decisions and are 

used in the cloud computing technology is steadily increasing. Nowadays, we can find up to six levels of the software-defined 

infrastructure of the virtual data center used for the deployment of modern cloud platforms.  

The paper is organized as follows. Section 2 is devoted to a level distribution model of the software-defined infrastructure 

with the technology of containerization of service-oriented cloud applications. Section 3 describes a generalized model of a 

service-oriented cloud application. Section 4 deals with the model of the virtualization of service-oriented cloud applications 

based on containers. Section 5 describes an optimization algorithm for the launching and deployment of applications and 

services in the virtual data center infrastructure using different methods of placement. Section 6 provides the experimental 

results of our investigation. Section 7 is devoted to the traditional approaches to route traffic based on load-balancing and the 
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solutions of this problem proposed by world scientists. Conclusion section includes a summary of our investigation and the 

overview of our future work. 

Let us describe a model of the virtual data center structure based on the technology of containerized service-oriented cloud 

applications. 

2. The level distribution model of the software-defined infrastructure with the technology of containerization of service-

oriented cloud applications 

Let us introduce the level model of the software-defined infrastructure of the virtual data center, which supports the 

containerization method of applications and services placement in the cloud system. The first level is the hardware component 

of any data center, which includes computing nodes (Nodes), filing systems (Storages) and physical network units (NetObj). Let 

us introduce it as a set of solutions: 

etObj}torages, N={Nodes, SPhysLayer .   (1) 

The next level represents the software-defined layer. This layer consists of the same number of objects as the first level but 

the main difference is that all the infrastructure elements are dynamic, easily transformed and adjusted within the limits of the 

physical database network environment. The second level can be presented as the following set of connections: 

Network}torages,SDDNodes,SDSSDLayer={S ,   (2) 

where SDNodesare software-defined computing units; SDStorages are software-defined storages; SDNetwork  is a software-

defined network. 

Above the layer of the software-defined infrastructure, there is a level of the specific objects virtualization. The main objects 

are computing nodes (VirtNodes), virtual data storages and the elements of the software-defined network used in the work of the 

cloud platform and consolidated in VirtNetwork multitude. 

Network}ages, Virt, VirtStor{VirtNodesVirtLayer=   (3) 

In the software-defined infrastructure, computing nodes and data storages are more often presented as virtual machines that 

discharge the set of given functions.  

To control such multi-layer infrastructure, a separate orchestration layer is needed (the forth level). It contains a number of 

functions as well as computing nodes and program systems to execute them. The main functions are to orchestrate the 

virtualization objects (virtual machines and data storages) (ONodes, OStorages) and the software-defined network (ONetwork). 

Lately, experimental Network function virtualization is also added to them. 

 ONetwork}OStorages,{ ONodes, OrchLayer= .  (4) 

The next level (service level) represents the services used in the working process (either the very cloud platform, or 

applications distributed there, for example, DBMS, Hadoop, Nginx and others). 

}ce, …, Serviceer ={ServiServiceLay n1 .   (5) 

All the multitude of ServiceLayer cloud services that work in the virtual data center infrastructure can be divided into two 

disjoint subsets Layer = ServiceServDocServVM ker . The first set (Serv VM) involves services that use virtualization based 

on other machines. In the second set (ServDocker), there are services based on containers under Docker control.  

The top level includes cloud applications that are exploited by users for flexible scalability providing (AppLayer). 

}, …, App{AppAppLayer = m1 .   (6) 

Like at the previous level, cloud applications Appi can be placed in containers and form the AppVM set. Or they can form the 

AppDocker set using containerization. At the same time, r = AppLayeAppDocAppVM  ker .  

Thus, the set of objects of the software-defined infrastructure can be divided into two groups by the methods of placing. 

Virtual objects that use a container placing method can be referred to the first group. Let us describe them in this way: 

}, AppDoc={ServDocDoc kerkerker    (7) 

In the second group, there are services and applications that use virtual machines as a placing platform: 

, AppVM}VM={ServVM    (8) 

Before we talk about the ways of placing service-oriented cloud applications in the virtual data center, we need to determine 

their structure, basic parameters, and key characteristics of their operation that affect the efficiency of their use. For this purpose, 

we have developed a generalized model of a service-oriented cloud application. 

3. A generalized model of a service-oriented cloud application 

The specific feature of the service-oriented cloud applications is the approach, where users have access to them and to their 

services; however, they do not know anything about their actual location. In most cases, users only know the address of the 

aggregation node and the application name. The cloud system automatically selects the optimal virtual machine for the request, 

on which it is to be processed. 

The generalized model of the service-oriented cloud application is a multilayer structure, described in a form of graphs to 

characterize the connections of individual elements. The model can be represented in the form of three basic layers, detailing the 

connections of the specific objects of virtual cloud infrastructure: applications, related services and provided resources. 

The cloud application is a weighted directed acyclic graph of data dependencies: 

),,( VGCloudAppl=    (9) 
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Its vertices G are tasks that get information from the sources and process it in accordance with the user requests; its directed 

edges V between corresponding vertices are a link between tasks in a schedule plan. The schedule plan is defined as a procedure 

which is prepared to follow the user's request (SchemeTask). 

Each vertex 𝑔 ∈ 𝐺 is characterized by the following tuple: 

),,,,(Re SchemeTaskUtimeNApplsg     (10) 

where Res are the resource requirements; NAppl is the number of application instances; Utime is the estimated time for of the 

users’ request execution; SchemeTask is a communication scheme of data transmission between sources and computing nodes. 

Each directed edge 𝑣 ∈ 𝑉 connects the application with the required data source. It is characterized by the following tuple: 

),,,,,,,( QdataVdataFdataMdataTdatavuv     (11) 

where u and v are linked vertices; Tdata is the type of transmitted data; Mdata is the access method to the data source; Fdata is 

the physical type of the accessed object (a file in the storage system, a local file, distributed database, data services and so on); 

Vdata is the traffic volume estimated by the accessed data (in Mb), Qdata is the requirements for the QoS (quality of services). 

The model is original because it enables to calculate the consolidated assessment of its work with data sources for each 

application. It allows predicting the performance of the whole cloud system. 

As mentioned earlier, a cloud service is one of the key slices in the generalized model of a cloud application. The cloud 

service is an autonomous data source for the application, for which it acts as a consolidated data handler. Generally, the cloud 

service is highly specialized and designed to perform a limited set of functions. The advantage of connecting a cloud application 

to the service is the isolated data processing, in contrast to direct access to the raw data, when a cloud application does not use a 

service. The usage of services reduces the execution time for user requests. The cloud service is described as a directed graph of 

data dependencies. The difference lies in the fact that from the user’s viewpoint, the cloud service is a closed system. 

The cloud service can be formalized as a tuple: 

),,,,( FormatOUTFormatINNameServAgrIPCloudServ   (12) 

where AgrIP is the address of aggregation computing node; NameServ is the service name; FormatIN is the format of input data; 

FormatOUT is the format of output data. 

The aggregator of a service selects the optimal virtual machine; it is executed on this machine. In addition, all its applications 

are distributed between predefined virtual machines or physical servers. Their new instances are scaled dynamically depending 

on the number of incoming requests from cloud applications, users or other services. 

To describe the placement of cloud applications and services in the data center infrastructure, we have also implemented the 

model of a cloud resource. A cloud resource is an object of a data center, which describes the behavior and characteristics of the 

individual infrastructure elements, depending on its current state and parameters. The objects of data center are disk arrays 

including detached storage devices, virtual machines, software-defined storages, various databases (SQL/NoSQL) and others. In 

addition, each cloud service or application imposes requirements on the number of computing cores, RAM and disk sizes, and 

the presence of special libraries on physical or virtual nodes used to launch their executing environments. 

Each cloud resource can be formalized as follows: 

),,,,,,,Re(Re LibHmemRmemCoreStateParamsTsCloud    (13) 

where TRes is the type of resource; Param is the set of parameters; State is the state of resource; Core is the number of 

computing cores; Rmem is the size of RAM; Hmem is the size of a disk; Lib are for the libraries requirements. 

The distinctive feature of the model suggested implies analyzing cloud resources from the user viewpoint and from the 

viewpoint of a software-defined infrastructure of the virtual data center. The model is innovative, since it simultaneously 

describes the application data placements and the state of the virtual environment, taking into account the network topology. 

We have developed the model of the software-defined storage, which details the resource model of the virtual data center. It 

is represented in the form of a directed multigraph; its vertices are the virtual data center elements, which are responsible for 

application data placement (e.g. virtual disk arrays, DBMS and so on): 

 ,)(),(),(),(,, tstWtRtVolPMaxVStg stg

kikikiki

stg

kikiki    (14) 

where NMaxVki   is the maximum storage capacity in Mb; j
stg
kij

stg
ki pP }{  is the set of network ports; }0{)( NtVolki  is 

the available storage capacity in Mb; )(tRki and )(tW ki  are read and write speeds; }"","{")( offlineonlinets
stg
ki  is state of 

software-defined storage. 

The data storage system for applications is like a layer cake. It uses the principles of self-organization of resources. The basis 

of self-organization of data storages is an adaptive model of dynamic reconfiguration when resources are changing. The model 

allows optimizing the organizational structure of the cloud platform based on algorithms for searching optimal control nodes and 

allocating control groups. Our control model assumes two control levels for nodes and resources. 

When a software-defined storage is created on each virtual computing node, the software module for exchanging state data 

between devices is executed. This exchange is carried out within a group of nodes by a single storage method. The least loaded 

node in the group is selected as the control node. This approach reduces the risk of the control node degradation. 

If the control node is failed, the remaining group of virtual machines has all the information about each other, which allows 

choosing a new control node automatically. Each control node also carries out cooperation with control nodes from other groups 

to maintain up-to-date information on the state of the entire system. 

Thus, the system of software-defined storages is constructed as a hierarchy that includes three basic levels: the level of local 

access, the level of the controlled group, and the level of data exchange within the whole system. In our model, the description 

of cloud applications consists of task descriptions and data source descriptions specifying directions and methods of data 

transfer as well as required resources. 
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The data obtained allows us to proceed to a description of the model of virtualization service-oriented cloud applications on 

the basis of containers. 

4. A model of the virtualization of a service-oriented cloud applications based on containers 

Let us describe the formalized structure and communications of cloud applications and services to describe the model of 

virtualization using the method of containerization. 

Every cloud application can be described as a set of components, which are the following union of sets: 

PMServiceStgDataQu=  Lib Appi     (15) 

where Lib is a set of operating system libraries used in the application; Qu is a set of queues formed at the requests of the users 

accessing the application; StgData is set of storage systems used for placing data for cloud applications; Service is a set of 

services that uses cloud applications in the course of their work; PM is set of methods for placing cloud applications in th 

software-defined infrastructure of the data center. 

In this study, we consider three methods of placing cloud applications. The first method is based on using virtual machines – 

Pvm. The next method involves the use of containers placed on physical compute nodes – Pd. The last method uses a hybrid 

approach based on containerization inside a virtual machine – Pdvm. 

A service-oriented application (Appi) placed in a software-defined infrastructure of data center is a set of instances running in 

the cloud platform VappAppi. Thus, at each moment of time, the cloud application may be represented as a dynamic weighted 

directed graph: 

)(vapp), t), Iapp(ep, FlowApp(Vapp, Eap(t) App iai    (16) 

where Vapp is a set of nodes that represent instances of cloud applications placed in the software-defined infrastructure of the 

data center; Eapp is the maximum total number of network connections forming the graph of the arc in the process of balancing 

the requests between instances Vapp; FlowApp(ea,t) is the function that determines the number of transmitted data on the arc 

ea Eapp at time t  0. If FlowApp (ea,t)  0 , no arc ea at time t; Iapp(vapp)i is a set of the characteristics of an instance of the 

cloud applications vappVapp. 

In turn, each cloud service in the software-defined infrastructure of the data center can be described by the following set of 

parameters: 

at}, PM, FormmeServ, Ma{AgrIP, Na Servicei    (17) 

AgrIP is the address of computing node for requests aggregation to cloud service; NameServ is a name of the cloud service 

placed in the infrastructure of the virtual data center; Ma is a set of supported methods of access to the service; PM is a set of 

methods for placing cloud service in the software-defined infrastructure of the data center; Format is the data format. 

Cloud service is a set of instances running in the virtual data center infrastructure. Thus, it can be represented as a dynamic 

weighted directed graph: 

) v(vserv) , t), IserServ(eserv, Flow (Vserv, E(t)Service isi    (18) 

where Vserv is a set of vertices, which are the running instances of the cloud service; 

Eserv is the most complete set of arcs (network connections) allowed between multiple cloud applications vertices 

(application-level) and service instances vservVserv and deployed in a virtual data center; FlowServ(es,t) is afunction that 

determines the number of transmitted data on the arc es Eserv at time t  0. If FlowServ (es,t)  0 , no arc es at time t; 

Iserv(vserv) is a set of the characteristics of an instance of the cloud service vservVserv. 

Every instance of a running cloud application vappVapp or a cloud service vservVserv has the vectors: 

iiiiii , p(t), Δt(t), u(t), m = nIapp(vapp) ;   (19) 

iiiiii , p(t), Δt(t), u(t), m = n)(vservIserv    (20) 

where ni(t) is the number of requests flows that are processed for one instance at the moment of time t; 

mi(t) is the volume of consumed memory for one instance of application for placing on the computing node at the time t; 

ui(t) is the average load cores on the computing node for one instance of application at the time t; 

Δt is the average time of response to the incoming flow of requests for the instance; 

pPM is a method of placing an instance in the virtual data center infrastructure. 

The developed model describes the mapping of the service-oriented cloud applications in the virtual data center infrastructure 

using different methods of placement.  

Let us describe the flow of user requests coming to the service-oriented cloud applications by the following functional: 

pLayer, Q)Fur=(U, Ap    (21) 

where U is a set of users; }, …, App{AppAppLayer = m1  is a set of service-oriented cloud applications; Q is a set of user 

requests.  

To ensure the efficient use of the resources of the virtual data center and the required quality of service to users, we formulate 

the optimization problem. The flow of user requests should be distributed efficiently between the running instances of the 

service-oriented cloud applications. 

VappQt :)(Fur    (22) 

At the same time, the copies of applications and services should be optimally placed in the virtual data center infrastructure. 

PMVappt :)(Appi    (23) 

It was found that the consumption of basic resources of the virtual data center using different methods of the placement of a 

set of service-oriented cloud applications has a different weight. To take into account this feature, we introduce the model of 

optimizing the weighting factors k1, k2, k3 for each type of placement. Then, the function of resource consumption will be: 
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1

   (25) 

Rappi and Rservi –is a  basic weight of resource-intensive applications and services, respectively. 

We use the expression “optimal placement” to denote the minimum number of the instances of running applications and 

services. This ensures minimal consumption in the virtual data center resources. Besides, this approach supports the response 

time within the allowable value for serving maximum number of users per unit time. This can be formalized as follows: 

min
N

1i

 
 

M

mj
i

j
i Rvappvapp  

min
N

1i

 
 

M

mj
i

j
i Rvservvserv ,   (26) 

maxFur
D

1i
i 

  
where Di 1  is a number of applications received in the interval of time. 

This will minimize the number of concurrent computing devices in the virtual data center infrastructure and maximize 

processing user requests at a given time interval ΔT. 

To achieve these requirements, we should observe a number of functional limitations. 

The time of response to user's request is limited and must not exceed the permissible value. The following restrictions apply 

to architecture of applications. The response time of the request queue must be less than the maximum response time to a 

request to the application. Otherwise, the request not will be serviced. Another limitation is the request time of cloud 

applications and service response time to a request data for application from storage or services. 
max

respresp TuTu     (27) 

max
respresp TuTservTappTqu     (28) 

5. The algorithm of optimizing the launch and deployment of applications and services in the virtual data center 

infrastructure using different placement methods 

The models presented allow us to choose the most suitable methods of placing the instance of cloud applications and services 

in the virtual data center infrastructure based on the current load and the incoming flow of requests. The main task of the 

distribution of cloud applications and services is to choice the number of instances in time interval, which is formulated as 

making a plan. When accessing to the service-oriented cloud applications, it is especially important to prepare a plan. The load 

on the compute nodes may vary greatly over relatively short time intervals and depend on the method of placement of the virtual 

data center infrastructure. To solve the optimization problem, we developed an algorithm to monitor the virtual data center 

infrastructure and schedule and launch applications and services. It is based on a biased random-key genetic algorithm 

(BRKGA). However, in comparison with the BRKGA, the algorithm uses the heuristic analysis of request flows and their 

classification depending on the application placed in the virtual data center. 

The enlarged algorithm has the following steps.  

Step 1. Evaluate the incoming flow of requests to cloud applications. Group the requests by type of application. Rank the 

type of application by the number of requests. 

Step 2. Count the number of running instances of each cloud application and determine the amount of used cloud services. 

Determine the load on the physical computing nodes. Rank the cloud applications and services on the load generated by the 

virtual data center infrastructure. 

Step 3. Based on the data obtained in step 1 and 2, compare the data and determine the applications and services that require 

scaling.  

Step 4. For applications and services that are not involved in the processing, to implement release of the resources . Add the 

minimum number of instances of using containers. 

Step 5. Find the applications and services that require scaling and which creating the maximum load on the infrastructure to 

evaluate the method of placement. 

Step 6. Distribute the most loaded applications and services using a hybrid method of placing (containers deployed in a 

virtual machine).  

Step 7. Translate less loaded applications and services, which require scaling, into operation in the virtual machine. 

Step 8.  Move virtual machines to the least loaded nodes. 

The approach used in the proposed algorithm of controlling service-oriented applications takes into account the way of 

accommodation and organizes the work of the virtual data center. It also takes into account the incoming flow of user requests 

while adjusting the number of running instances of applications and services. 
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6. Experimental part 

The aim of the experimental research is to define the effectiveness the algorithm for placing service-oriented cloud 

applications in the virtual data center infrastructure. 

To evaluate the performance of applications, we have used the flows of different intensity. In the first case, flows create 

minimum load capacity (to evaluate response time and delays, which make data center infrastructure) (experiment 1). In the 

second case, we have created workload applications placed in the data center virtual infrastructure, traditional for each 

application. Thus, we can to evaluate the application response time (experiment 2). In the third case (experiment 3), we have 

applied the developed algorithm for load balancing between the instances of applications and services. We have defined the 

consumption of resources by each of the running instances; therefore, we can predict the required resources for a third 

computing experiment. 
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Fig. 1.  The result of computing experiment. 

The research has shown that the static placement of containers on the physical nodes is not effective because it does not allow 

redistributing the load quickly. In addition, the movement of the container to another computing unit leads to a loss of the 

current connections. The placement of applications based on virtual machines due to the flexibility of load balancing showed 

better results; however, the load on computing nodes has increased considerably due to the additional overhead associated with 

the use of virtual machines. In this research, the most effective placement was the use of containers inside the virtual machines. 

It is possible to increase the density of the placement of applications and managed services and software within the data center, 

Besides, we can place containers as well as data services and network applications in close proximity to each other. Thus, we 

reduce the time of response to users' requests by applications and increase the efficiency of the system. 

7. Discussion 

Traditional approaches to route traffic based on load-balancing are reactive. They use simple classical algorithms for 

distributed computing tasks First Fit or Best Fit. Such algorithms as [10–13] First Come First Served Scan, Most Processors 

First Served Scan, and Shortest Job First Scan are popular too. Their main disadvantage is poor utilization of a computer system 

due to a large number of windows in the task launch schedule and problem with “hanging up” when their service is postponed 

indefinitely due to tasks of higher priority. The solution proposed by D. Lifka from Argonne National Laboratory is usually 

applied as an alternative method of load distribution between nodes. It is based on the aggressive variant of Backfill algorithm 

[10, 11, 13] and has two conflicting goals – a more efficient use of computing resources by filling the empty windows schedule 

and prevention of problems with “hanging up” due to redundancy mechanism. D. Feytelson and A. Weil offered a conservative 

variant of Backfill algorithm [11]. Further, various modifications have been created by B. Lawson and E. Smyrni [13], D. 

Perkovic and P. Keleher [14], S. Srinivasan [15]. The main drawback of these algorithms is the time lag during calculation, 

which is not acceptable for critical services at the time of failure.  

In addition to the traditional reactive fault-tolerant technology, such as replication and redundancy to ensure reliability of 

networked storage cloud platforms, a group of scientists from Nankai University proposed an approach based on the Markov 

model, which provides secure storage of data without excessive redundancy [16]. However, a significant drawback of this model 

is the lack of classification and analysis of the types and sources of data to be placed in their consumption. Nevertheless, the 

model demonstrates a proactive approach that gives certain advantages to achieve the desired resiliency of cloud storage. 

Reliability and availability of applications and services play an important role in the assessment of its cloud platform 

performance. A major shortcoming of existing software reliability solutions in the data center infrastructure is the use of 

traditional data flow routing methods. In this work, we offer to use the software-defined network technology to adjust the 

network to the current load of the applications and services that are hosted in a cloud platform before they start using pre-

computed and installation routes of transmission (in case of known oriented acyclic graph task dependencies and 

communication schemes). The principles of a software-defined network first emerged in research laboratories at Stanford and 

Berkeley, and are currently being developed by the Open Network Foundation consortium, GENI project, the European project 

OFELIA [17] and the Russian University Consortium for the Development of Software-Defined Network Technology with 

Orenburg State University as its member. 
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Centralized decision on the organization of data center heterogeneous infrastructure proposed in the papers has some 

drawbacks including reliability support, cost of obtaining a complete and current network conditions, low scalability [18, 19]. 

We assume that the development of a fully decentralized solution is the best option; however, in this case, there is a problem of 

interaction between the controllers of autonomous systems. We are going to address this issue within a framework of our 

research using SDX technology, which will be extended to exchange not only information about the network, but also 

distributed sections and condition of cloud services and applications. 

The algorithms for routing data flows in a software-defined network in case of track selection published in scientific sources 

do not take into account the need to ensure the QoS parameters for the previously installed and routed data flows [21, 22]. We 

are going to do it within a framework of the developed methods of adaptive network communications routing. 

The existing QoS algorithms to provide a software-defined network are also quite inefficient. The paper [20] describes an 

approach to dynamic routing of multimedia flows transmission that provide a guaranteed maximum delay via the LARAC 

algorithm (Lagrangian Relaxation Based Aggregated) [22]. However, the authors consider only the cases of single delays on 

each network connection and do not take into account the minimum guaranteed bandwidth. A similar approach is described in 

the paper [21]; the authors pose and solve the optimization problem for the transfer of multimedia traffic without losses on 

alternative routes, leaving the shortcuts for common data. 

The researchers from Stanford have offered an algorithm for adaptive control of QoS Shortest Span First, which enables to 

calculate the optimal priorities for each flow mathematically, to minimize crosstalk influence of flows on delay, to manage 

priorities dynamically depending on the current situation, and to lay the flow of data transmission through specific port queues 

[23]. 

We are going to formulate optimization problems for laying routes with QoS constraints and load balancing within a 

framework of adaptive routing methods of network communications cloud services and applications developed in this research. 

In their solution, we may use heuristics similar to the Shortest Span First algorithm. Besides, we will account for the distributed 

nature of a cloud platform. 

The analysis of scientific sources on the topic of the study has shown that: 

a) so far, there are no effective algorithmic solutions for planning virtual machines, cloud services, application-oriented 

accounting topology of the computer system, and communication tasks schemes; 

b) the existing solutions for managing distributed scientific computing on multi-cloud platforms plan computing tasks 

without subsequent adjustment of network to their communication schemes and use traditional routing methods; 

c) the existing methods of data flow routing can be enhanced by taking into account the QoS requirements and distributed 

nature of a heterogeneous cloud platform. 

This demonstrates the novelty of the solutions offered by the project. 

Thus, the development of new methods and algorithms to improve the efficiency of cloud computing with the use of 

heterogeneous cloud platforms is a crucial task. 

8. Conclusion 

We propose an efficient algorithm for placing applications and services in the infrastructure of a virtual data center. The the 

optimization of placing service-oriented cloud applications based on the VM template and containers with disabilities 

infrastructure of the virtual data center is reduced to packing in containers We also generalize the well-known heuristic and 

deterministic Karmakar-Karp’s algorithms. We have developed an efficient algorithm to placing VM by neural network 

optimization. If we compare the exact algorithm with the developed algorithm, we will find that its approximate solutions do not 

differ much from the exact solutions. 

Thus, the use of the algorithm provides a 12-15% profit compared to conventional methods. This is extremely effective in 

case of high intensity of requests. 
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The elaboration of numerical simulation error light pulse propagation in a 
waveguide of circular cross-section  

A.A. Degtuarev1, A.V. Kukleva1 
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Abstract 

We considered the problem of estimating the error in the solution of the wave equation recorded using infinite series Fourier-Bessel. The 
algorithm that adjusts the number of elements in a partial sum of infinite series, based on the assessment of the series balance. The application 
of the algorithm made it possible, without loss of accuracy, to substantially reduce the number of summable elements of the series in the 
numerical simulation of the light pulse propagation in a circular cross-section. 

Keywords: wave equation; Fourier-Bessel series; evaluation of the residual series; numerical simulations; pulse of light; computational 
experiment; redundancy of partial sum components 

 

1. Introduction 

During the development of an application program for the numerical simulation of a physical process, it is important to 
investigate the actual error of the method used on special test cases. As test cases typically use such examples that can be 
resolved by an alternative method with high sufficiently precision, allowing to calculate the error of numerical method [1, 2]. 

This work is devoted to study the error of test value problem for the wave equation describing the propagation process of the 
light pulse in a waveguide in circular cross section. To elaboration the error estimate, we used remainder of the Fourier-Bessel. 
To check the quality of the balance assessment in the series we used the technique of computational experiment, which allows 
determine the degree of redundancy among several elements needed to sum to achieve the necessary precision [3]. 

In solving problems from numerical simulation propagation of a light pulse in a medium, various mathematical descriptions 
of the pulse [4-6]. In this paper, we considered two options describe different degrees of smoothness pulse function. 

 
2.  Mathematical model of light pulse propagation in a waveguide of circular cross-section  

To describe the process of light pulse propagation we will consider the following boundary value problem: 
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where E  is a  dielectric field intensity, c  is a wave propagation speed in vacuum, n is a refractive index material of the 
waveguide, R  and L is the radius and length of the waveguide, T is the duration of the dissemination process, ( , )r t  is the 
function describing the pulse shape. 

It is assumed when r R  an ideally conducting shell bound the waveguide, and the medium is not perturbed at the initial 
instant of time.  

Here are the following two variants of kinetic moment:  

   1( , ) sin ,r t r t t               2 *
2 ( , ) sin sin ,r t r t t t      
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 ,  *t is the pulse duration at the entrance of the waveguide,    is the length 

of disturbing wave in vacuum, j  a positive integer. 1( , )r t a piecewise smooth function at variable t , because derivative has 

function jump in 0t  ,  *t t . Function  2 ( , )r t  has the smoothness of a second-order variable t . 
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3.  Exact solution of boundary value problem  

Application of the separation variables method [5] allows getting solution of boundary-value problem for the wave equation, 
it can be thought of as infinite series Fourier-Bessel. For example, when describing an impulse function 1( , )r t  and using 

   0 1r J r   the solution would be: 
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When writing these formulas, we use the following notation: 
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Graph of the cross section of a pulse by a plane 1r m in the process of its propagation in the waveguide has shown in fig.1.  

 
Fig. 1. Modeling the distribution piecewise smooth impulse in wave conductor, separation 1 .r m  
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In the last formulas, we used the following notations: 
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1  is a root of an equation  0 0J R  .  

The process of propagating a piecewise-smooth pulse has shown in figure 2. 
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Fig.2. Modeling of smooth pulse in wave conductor, separation 1 .r m  

4. Series truncation error control 

A computer program simulating the spread of pulse truncation of the infinite series implied above. 
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where    N  is the positive monotonically decreasing function if N   , this assessment can be used to control the 

truncation error. To do this, we need only find ( )N  , is the least value N , satisfy the inequality  N    , and for 
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In this case, the actual error of the calculated value of a function E  at the selected point does not exceed the required level   
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In the case of piecewise smooth impulse, that described function  1( , )r t , assessed takes the following form: 
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as for the case of smooth pulse, that described function  2 ( , )r t , assessed takes the following form: 

 
 

2 2 2

22 3

0.16
, , .

2 1
N

n L
E r z t

c N







 

It should be noted that recorded higher truncation error estimates infinite series are uniform for all independent variables. 
 

5. The method of refinement of the number of summable elements of a series using a computational experiment  

Proposed evaluation are not ideal because they are using strict inequalities, and also they are uniform for all independent 
variables. That is why using of estimates results in adding more elements than is necessary to achieve the required accuracy. In 
this case, it is advisable to apply a technique, which reduces the degree of redundancy terms in the partial sum, and in so doing 
guarantees the achievement of required accuracy [3]. 

Let N positive integer, satisfies the inequality  1N N  , where 1  , number  1N   found by the rule described in 

paragraph 4. Then for partial amount NE  the actual error will satisfy the inequality: 

     1 1
.fact N NN NN E E E E E E          
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Changing N  within the boundaries  1 1N N   , find lowest value  2N   , when running the inequality 

 1 2 ,NNE E     where 2 1.      

For this choice 2  and equity of the previous inequality, the actual error 2( ( ))fact N   do not exceed value  .  

Thus, to reduce the number of summands in the partial amount, we must: 
1) Specify the number of 1   and then find the value 1( )N  , that the smallest value N , satisfy the inequality 1( )N   . 

2) Changing a variable N  from the value  1N   downward, find the smallest of its value that satisfies the inequality  

1( ) 2N NE E   . The resulting value is  2N  . 

3) Changing value with sample spacing 1  and 2  so, to  1 2 ,     run the steps  1) and 2) again. 

4) Of all the values  2N  , obtained in step 3), select the smallest. 

As a result of the use of this algorithm, it can be expected that the number of summable elements  2N   in the partial sum 

will be reduced significantly as compared with the number of  N   while maintaining safeguards for accuracy, i.e.  

  2fact N   . In tables 1 and 2 are the results of computational experiments, aimed at reducing the number of 

summands in partial amounts. The calculations have been carried out with the following parameters: 

1 ,m   1,n   7 ,L m  5 ,R m  143 10 / ,с m s  1 ,r m 1 ,z m  
tc

t m
n
 .  

Asked value   in increments of the maximum value of the amplitude of the wave. 

Table 1. The dependence of the summands number  N   and  2N   of coordinate t   

with different values  for piecewise smooth impulse. 
  10-1 10-2 10-3 10-4 10-5 

 N   
131 1019 9844 98079 980434 

,t m   2N   

0.9 13 48 231 3116 9906 
0.999 37 306 1241 6774 26632 

0.99999 37 312 3072 35599 126836 

1 37 312 3075 37713 377122 
1.00001 37 312 3072 35599 126836 

  10-1 10-2 10-3 10-4 10-5 

1.001 37 306 1241 6774 26633 

1.1 16 68 320 3119 9906 
1.7 19 34 124 1286 4086 
2.5 15 32 96 928 984 

4 13 25 66 612 643 
5.1 16 30 75 649 1436 
5.9 17 28 324 3116 3258 

5.999 47 355 1262 6422 9906 
5.99999 47 466 4672 35599 26632 

6 47 467 4672 37713 126836 

6.00001 47 465 4671 35599 377122 
6.001 47 383 1461 6423 126836 

6.1 17 30 360 3119 26634 

Table 2. The dependence of the summands number  N   and  2N   of coordinate t   

with different values  for smooth pulse. 

  10-2 10-3 10-4 10-5 10-6 

 N   
21 36 113 357 1128 

,t m   2N   

0.9 15 18 28 62 132 

0.999 15 18 28 61 136 
0.99999 14 17 28 62 126 

1 15 18 27 67 141 

1.000001 10 21 37 91 186 
1.001 10 22 42 101 211 

1.1 15 17 33 61 132 

1.7 10 17 37 81 181 
2.5 13 15 26 67 146 

4 15 22 46 101 216 
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From the table it can be seen that the number of summands, using uniform assessments for the respective series truncation 
allows you to get only the rough partial sums of lengths. These values are repeatedly exceed the values obtained from the 
application of the above algorithm. As can be seen from table 1, to calculate the tension of the electric field in the foreground 
and background areas of wave fronts requires a much larger number of terms, for example, in the range 1.7 5.1m t m    

order enough 4086 parts to achieve precision  10-5, while in the range 0.9 1.1m t m    we want 377122 parts.This increase 

in the number of summands is a consequence of the weak function breaks 1( , )r t , significantly slowing down the convergence 

of series. For the case of smooth pulse, function description 2 ( , )r t  the uneven distribution of values  2N   for different t  
turns out to be negligible. 

 
6. Conclusion 

Developed and implemented programmatically algorithm provides adjustment of the partial sums length of infinite series, 
obtained in the course of solving boundary value problem for the wave equation. For practical application of the algorithm, it is 
of fundamental importance to first obtain an upper estimate for the remainder of the Fourier series that determines the solution of 
the boundary value problem.  

The application of developed algorithm for specific series that describe the distribution of momentum in circular waveguide 
section allowed multiple times (from 3 up to 1500 times and more for Piecewise-smooth momentum and from 2 to 5 times for 
the case of smooth pulse) to reduce length of the partial sums of the series.  
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Abstract 

The Fast Fourier Transform was applied to spatial spectrum modeling of a one-dimensional fractal (Cantor set), a two-dimensional fractal 
(Sierpinski carpet), and a three-dimensional fractal (Menger sponge). A spectrum is developed for different levels. The spatial spectrum was 
also obtained and modeled for various filling parameters. The ParaView software package was used for 3D modeling. 

Keywords: cantor set; Sierpinski carpet; Sierpinski carpet; fast Fourier transform; 3D modeling 

1. Introduction 

Many natural phenomena have distinctive features, which are often associated with fractal structures. Visually, fractals 
represent a geometric figure, replication of which is exactly the same at every scale [1]. This ability is called self-similarity. 
Fractals are interesting because of widespread presence in natural formations [1-3]. In this case, natural fractals are called 
"statistical", and artificial "exact". Statistical fractals can be observed in various polymers, biological structures, electrical 
circuits, galactic clusters and fluctuations in exchange prices [4]. Exact fractals are generated from mathematical approach [5]. 
Can these precise mathematical abstractions be found in physical reality? Yes, it is optical fractals [3]. This concept includes 
"diffractals" (diffraction pattern on fractal lattice) [6, 7], eigen modes of unstable resonators [8], distributions in nonlinear optics 
[3, 9]. 

Particularly interesting can be the coincidence of certain properties of "accurate" and "statistical" fractals [10], such as 
aerosols, smoke, moire [11-13], which is very important applied to optical signal transmission through a heterogeneous or 
random medium [14-17]. Examination of diffraction on fractal lattice [6, 7, 18-20] can solve other important problems - the 
formation of periodically self-reproducing fields [21-26], the creation of multi focus [27-30] or specified longitudinal 
distributions [31-33], and in achromatic depicting systems [34-37]. 

One of the most important characteristics of fractals is the spatial spectrum [38-41], which are also important in the analysis 
of crystal structures [42-44]. Taking into account possible multidimensionality of fractals, the calculation of the spatial spectrum 
can lead to problems associated with computational complexity, which depends on the technical capabilities of modern 
computers. The solution to the problem can be the usage of the fast calculation algorithm. Within this paper, the fast 
transformation is used to develop the spatial spectrum of multidimensional fractals with different characteristics. 

2. The calculation of the spatial spectrum of multidimensional fractals 

The first stage of the modeling is the implementation of a one-dimensional case. We take a unit segment  0 0,1E  . The next 

segment is formed according to the rule    1 0, ,1E a b  , where a  and b  are the fractal parameters specified in the range of 

 0,1 , whereby a b  and 1a b  . We continue until reaching the desired order of the fractal. The intersection of all segments 

will be a simulated fractal. 

1

,
n

i
i

E E


   (1) 

where n  is the order of the fractal. 

If the parameters are set to 
1

3
a   and 

2

3
b  , then we get the Cantor set. 

For programming is used a vector consisting of units, which is successively filled with zeros, according to input parameters 
and order. 

To simulation for two-dimensional case, we used a similar implementation with some corrections. We took the unit square 

   0 0,1 0,1E    and the next one will take form of          1 1 1 2 20, ,1 0, ,1E a b a b    , where 1a , 2a , 1b  and 2b  are fractal 

parameters specified in the range of  0,1 , whereby 1 1a b , 2 2a b  and 1 1 1a b  , 2 2 1a b  . The simulated fractal can be 

found by the previously applied for the one-dimensional case formula (1). If we set the parameters 1

1

3
a  , 2

1

3
a  , 1

2

3
b   and 

2

2

3
b   we get a fractal called the Sierpinski carpet (Fig. 1). 
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Fig. 1. Fractal (Sierpinsky carpet). 

The three-dimensional case is implemented reciprocally to the two-dimensional case. The unit cubes      0 0,1 0,1 0,1E     

and               1 1 1 2 2 3 30, ,1 0, ,1 0, ,1E a b a b a b       was taken, whereby 1a , 2a , 3a , 1b , 2b  and 3b  are fractal 

parameters specified in the range of  0,1 , whereby 1 1a b , 2 2a b , 3 3a b  and 1 1 1a b  , 2 2 1a b  , 3 3 1a b  . If we set 

the parameters 1

1

3
a  , 2

1

3
a  , 3

1

3
a  , 1

2

3
b  , 2

2

3
b   and 3

2

3
b   we get a three-dimensional fractal called Menger sponge 

(Fig. 2 a), the boundary section of which is a Sierpinsky carpet. 

If we set the parameters 1

1

3
a  , 2

3

8
a  , 3

1

3
a  , 1

2

3
b  , 2

5

8
b   and 3

2

3
b   we get a scalable three-dimensional fractal (Fig. 

3 a). 

а) b)  
Fig. 2. а) Three-dimensional fractal (Menger sponge), b) the spatial spectrum of a three-dimensional fractal. 

 

a) b)  
 

Fig. 3. а) Three-dimensional scalable fractal (Menger sponge), b) the spatial spectrum of a three-dimensional scalable fractal. 
The Fast Fourier Transform was used to generate the spatial spectrum.  

   ( ) ( ) ( ) ( ) exp 2 ,
n

n

R

F f f i d   u x u x xu x   (2) 

whereby ( )f x  is the input function specified as a vector, which is a binary representation of the fractal, 

( )F u  is the output function, 

[ ]     is the Fourier transform operator. 
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The spatial spectrum was obtained from a two-dimensional fractal structure (Sierpinski carpet). The results for the different 
number of iterations and scale are presented in Table 1. 

Table 1.Variability of the spectrum in relations to the number of iterations and scale. 
Number 

of 
iterations 

Fractal Spectrum Fractal Spectrum 

2 

    

3 

    

4 

    

5 

    

As can be seen from the Table 1, with the number of iteration increasing, the spatial spectrum from the fractal structure 
becomes more complex and the energy at higher frequencies increases. However, the pattern of the spectrum maintains a regular 
structure, which is also characteristic of crystalline structures [42-44]. 

3. Conclusion 

As a result of the work, the spatial spectrum was calculated and visualized from a two-dimensional (Sierpinski carpet) and a 
three-dimensional (Menger sponge) fractal structure using the Fast Fourier Transform algorithm. 
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Study of a singularly perturbed tuberculosis model 

E. Tropkina1, E. Shchepakina1 
1Samara National Research University, 34 Moskovskoe Shosse, 443086, Samara, Russia 

Abstract 

A detailed analysis of the dynamic model of the tuberculosis epidemic was conducted. It is shown that the dynamic model contains several 
time scales and can be represented in a singularly perturbed form. With help of the integral manifolds theory and the reduction principle, the 
reduction of the modeling system was justified and carried out. This approach allow us to replace the original system by another system of a 
lower order on an integral manifold whose dimension is equal to that of the slow subsystem and which, at the same time, preserves the 
essential properties of the original system. The conditions for the stabilization of the epidemiology based on the selection of necessary 
treatment and preventive measures are determined. 

Keywords: singular perturbations; integral manifold; order reduction; stability; epidemiology; tuberculosis 

1. Introduction 

It is well known that tuberculosis is a deadly disease, the fight against which is still relevant today. In 1882, Robert Koch, 
along with the discovery of the tubercle bacillus, found that this disease is transmitted by aerogenic means [1]. Consequently, 
people who frequently contact individuals with an active form of tuberculosis (the infectious stage of the disease) have a much 
higher risk of infection. Majority of infected people remain latent carriers throughout their life. The average duration of the 
latent period (the period of latent infection) ranges from several months to dozens of years. However, the risk of progression to 
the active form of tuberculosis increases dramatically in the presence of concomitant infections that weaken the immune system. 
In the absence of treatment for tuberculosis of respiratory organs, mortality is about 50%. 

Currently, about 3 million people die from tuberculosis every year worldwide [2]. But in most cases, tuberculosis is curable. 
The current methods of treating this disease require long-term courses of treatment (from six months to several years), the 
violation of which often leads to the return of the disease and the development of drug resistance. 

Treatment of drug-resistant tuberculosis is much more dangerous for the patient, less successful and more costly than 
treatment of the disease caused by common strains of the pathogen. All this shows the necessity of developing a new approach 
of identifying and treating patients with tuberculosis, as well as timely and effective treatment. 

One of the most effective methods for solving such problems is the construction and study of a mathematical model 
describing the processes of infection spread in the population, the development of the disease and the impact of anti-tuberculosis 
measures. Based on this study we can determine effective measures to combat this dangerous phenomenon. 

In the present work, a detailed analysis of the dynamic model of the tuberculosis epidemic based on the cluster approach has 
been carried out. The presence of several time scales made it possible to apply the geometric theory of singular perturbations for 
its qualitative study. This approach made it possible to determine the conditions for the stabilization of epidemiological 
conditions based on the selection of the necessary treatment and preventive measures. 

2. Cluster model of the tuberculosis epidemic  

Mycobacterium drops of tuberculosis get into the air when coughing or sneezing infected people. Tuberculosis bacillus, 
spreading by such drops, lives in the air for a short period of time (about two hours) and, therefore, it is believed that casual 
contact with persons with active tuberculosis (infected individuals) rarely lead to the spread of the disease, and that most relapses 
are the result of prolonged and close contacts with primary carriers of infection. Latently infected individuals become infectious 
after some, usually long, time period. This period of transition to an active form of infection is called latent. Latent periods vary 
from several months to dozens of years. Most infected individuals never go to the active form of tuberculosis. On the other hand, 
the average length of the infection period is relatively short (several months). This indicator is decreasing in countries with 
affordable treatment. 

A common scheme for analyzing the spread of the tuberculosis epidemic is based on the division of the population into 
certain classes. Consider the basic mathematical model of the spread of tuberculosis [2]: 
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Model (1) was derived under assumption that the total population is divided into four epidemiological classes: susceptible (S), 
i.e., uninfected, but susceptible to infection individuals, those in whose body the pathogens of tuberculosis have not yet 
penetrated; carriers of latent infection (E), i.e., individuals in whose body tuberculosis pathogens are present, in equilibrium with 
the immune system, such individuals are characterized by the absence of any external manifestations of the disease; infected 
individuals (I) with clinical manifestations of tuberculosis caused by sufficiently extensive tissue damage as a result of the 
activity of mycobacteria in their organisms; recovery individuals (R) who have completed treatment and recovered from the 

disease. The parameter   reflects the influx of young people into the model population The parameters 1 2 3,  ,      are the 

transmission rates of tuberculosis infection for the respective classes;   is natural mortality rate; k  is the tuberculosis 

progression rate; d  is the tuberculosis induced mortality rate; 1 2,  r r  denote the treatment rates for latent class and infectious 

class, respectively; RIESN   is the total population size. The mixing of classes in this model is homogeneous, that is, 
there are no assumed differences between individuals while tuberculosis transmission depends on the rate of infection.  

The basic reproduction number, one of the most important characteristics in mathematical biology, defined as the average 
number of secondary cases produced by typical infected individuals, mainly in a susceptible population, is described by 

1
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where 0Q  is the number of secondary latent infected individuals produced by a typical infected individual during the mean 
infectious period 1 ,  1/ ( )f k k r    shows the probability of survival during the transition from the latent to the active 
infectious stage. 

It is assumed that only individuals who have frequent and prolonged interactions with infected people have a high risk of 
tuberculosis infection. Newly infected individuals activate clusters (groups of individuals who come into regular and close 
contact with people in an active form of tuberculosis), increasing the risk of tuberculosis infection for susceptible individuals of 
each cluster [2].  

Let us make a number of variables changes. We set a constant n be the average size of the cluster; the risk of infection with 
tuberculosis in the cluster will be determined by the parameter  . Further, the population of uninfected people in the cluster 
will be given by 1( ) ( ),N t n I t   where 1N  includes two subpopulations, namely, susceptible 1S  and latent infected 1E , i.e., 

1 1 1( ) ( ) ( ) ( ).N t n I t S t E t      

The population of persons who do not belong to the cluster at the time t is denoted as 2 .N .This population consists only of 
the sensitive  2S  and the latent infected  2E  individuals. The subpopulations of the sick are not included in this model for the 
sake of simplicity. We assume that 2 2 2( / )n k E S N   individuals go to the class 1S  per unit of time, while the individuals 

2 2 2( / )n k E E N   go to the class 1E  per unit time. In addition, since infected individuals are cured or die (with a speed I  ), 
that I   is the rate at which clusters become inactive (or die). We suppose that 1 /n I S N    individuals returns to the class 

2S  and 1 /n I E N    returns to the class 2E  for the unit of time, respectively. Assuming a low level of distribution of 
individuals with an active form of tuberculosis, we consider the case 1 2 ,N N  hence we can neglect the birth rate in the 
population.  

The above assumptions lead (1) to the following basic cluster model [2]: 
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The basic reproduction number for system (2) is:  

0 0 .
( ) ( )

c n k
Q f

k


  


    
 

    

Hence, 0 / ( ).Q n      is the expected number of infections produced by one infected individual in his cluster. Only a 
part / ( )f k k    among the infected individuals will survive during the latent period.  

3. Dimensionless model  

Disease and dynamics of populations have characteristic time scales. Dynamics of influenza in humans is "super fast" at the 
individual and community levels in comparison with the dynamics of the carriers of infection (people). This is because the 



Mathematical Modeling / E. Tropkina, E. Shchepakina 

3rd International conference “Information Technology and Nanotechnology 2017”    119 

average life expectancy of an infected person is approximately 4000-8000 times the average duration of an influenza infection 
and, therefore, the largest outbreaks of influenza occur in local communities before any significant demographic change can 
occur (several months). Consequently, when studying the dynamics of the flu epidemic, two typical time scales are often used: 
the time scale of the disease and the life span of the carrier of the infection [3]. 

Tuberculosis is usually described as a slow disease due to its long and varied distribution of the latent period and due to the 
short and relatively narrow distribution of its infectious period [1]. Most latently infected with tuberculosis do not become 
actively infected, i.e., there is no transition of latent form to active. Some become actively infected during a five-year period, 
while others become active only after a longer period of time (perhaps decades). On the other hand, infected individuals remain 
so for relatively short periods of time, in part because of the use of antibiotics (an average of six months). Since secondary 
infections are formed from infected individuals, individuals with an active form of tuberculosis have a relatively short period for 
possible infection of other people. Consequently, the infection of tuberculosis-susceptible individuals occurs on the same time 
scale as the recovery of persons with active tuberculosis. The disease progresses, moving from the latent stage to the active one. 
This occurs on a time scale that is of the same order as the average lifespan of the carrier of the infection (human). 

Tuberculosis can be acquired at random (individual level), that is, as a result of accidental contacts, or through members of an 
epidemiologically active cluster that includes at least one actively infected person. The choice of these levels of distribution is 
not accidental, it is associated with the observed statistical data of the spread of tuberculosis. Since in the original system there is 
no clear separation into fast and slow variables, but the process speeds have different orders, it is necessary to bring the system 
(2) to a dimensionless form. To do this, we introduce the following dimensionless variables and parameters: 
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where   is a small positive parameter. With new variables system (2) has a form: 
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where 1y , 2y  and 3y  are the fast variables, while 1x  and 2x  are the slow variables; 1x  corresponds to a population of sensitive 

individuals not belonging to the cluster; 2x  is a population of latently infected individuals not belonging to the cluster; 1y  
reflects a population of susceptible people in the cluster; 2y  is a latently infected population; 3y  is the population of infected 

individuals belonging to the cluster. The generated system [4, 5] for (3) is: 
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The last three equations in (4) determine the zeroth order approximation of the slow manifold (the slow surface) of system 

(3). From these equations we have the expressions for 1y , 2y  and 3y : 
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Since the Jacobi matrix of the fast subsystem of system (3): 

1 1 1

1 2 3

2 2 2

1 2 3

3 3 3

1 2 3

1 0 0

(1 ) 0

0 0 (1 )

g g g

y y y

g g g
D m m

y y y
m

g g g

y y y

   
                                

      

has the negative eigenvalues, then the slow surface (5) is stable [4, 5], hence, we can replace the original system (3) by the 
reduced one. The reduced system is the projection of the original system on the slow surface (5) with preservation of the 
essential qualitative features of the dynamics of the complete system (see, for example, [6-17]).  

The reduced system has the form  

1 1 2
1 0

1 2

2 1 2
0 2

1 2

(1 ) ,

(1 ) ,

dx x x
B x Q

d x x

dx x x
Q B x

d x x






     

       

   (6) 

where 0 ( )Q n m n        is a number of secondary infections produced by one infected individual in a population each 
member of which is susceptible.  

System (6) is a homogeneous mixed model in which the infection spread parameter is a function of the parameters: 

0 ( ).Q n      Recall that the basic reproduction number is defined as 0 0 ( ).c Q k k     It is easy to see that 0
c  is the 

threshold parameter for the dynamic model (6).  

4. Analysis 

System (6) has two equilibriums 1P  and 2P : 
2

0
1 2

0 0

(1, 0), , .
1 (1 )( 1)

B B BQB
P P

Q B Q

  
 

   
    

Our goal is to find such conditions on the parameters of the system, reflecting the methods of treatment and preventive 
measures, in which the infected and latent infected populations are stabilized at the minimum value. From a mathematical point 

of view, this means that the equilibrium of the system is globally asymptotically stable, and their coordinates 1 ,x 2x  should be 

as small as possible. 

It should be noted that the coordinates of the point 1P  correspond to the following situation in real life: all persons are 

susceptible to tuberculosis, but not infected (either in active or latent form). In other words, this is the most favorable situation 
from the point of view of epidemiology. Therefore, if this point is globally asymptotically stable, then this will be the most 
favorable outcome. 

The Jacobi matrix of the system (6) 
2 2
2 1

0 02 2
1 2 1 2

2 2
2 1

0 02 2
1 2 1 2

( ) ( )

(1 )
( ) ( )

x x
B Q Q

x x x x
J

x x
Q B Q

x x x x

 
     

    
        

   (7) 

at the point 1(1,0)P  is 

1

0

0

.
0 (1 )P

B Q
J

B Q

  
     

    

with the eigenvalues 1 2 0,  1 .В В Q        Thus, according to the reduction principle, the condition 0 1Q В   is the 

criteria for the globally asymptotic stability of the point 1P . This condition can be written in terms of the main reproductive 

number as 0 1.c     
The Jacobi matrix (7) at the equilibrium point 2P  has the form 
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2

2 2 2
0 0

0 0

2
0 0

0 0

( 2) ( 1) (1 )

.
(1 ) (1 )(1 )

P

В В Q Q В

Q Q
J

В Q B В Q

Q Q

     
  
         
 

       

For the asymptotic stability of the equilibrium 2P , it is necessary and sufficient that the trace of this matrix be negative and 

the determinant positive, i.e., 

 
2 2

0 0 0

2 2 2 2
0 0 0 0

( 2) ( 1) (1 )( 1 ) 0,

( 2) ( 1) (1 )( 1 ) (1 ) ( 1 ) 0.

В В Q Q B Q В

В В Q Q B Q В В Q В

         


           
      

The last system can be written as 

 
 

0 0

0 0 0

1 0,

(1 )( 1 ) 1 0.

Q Q

В Q В Q Q

 


    
 

Taking into account the physical meaning of the parameters, this condition is equivalent to the inequality 0 1 .Q B   Thus, we 

have the following statement. 
Theorem. If 0 1c   a disease-free equilibrium 1 (1, 0)P  (i.e., the point determining the absence of infection in the population) 

is globally asymptotically stable. If 0 1,c   that point 1 (1, 0)P  is unstable and the equilibrium 

2
0

2
0 0

,
1 (1 )( 1)

B B BQB
P

Q B Q

  
 

   
   

is globally asymptotically stable. 
It should be noted that in [1] this statement was obtained on the basis of the Hoppenshtadt theorem. 
Although the singular point 2P  corresponds to the situation when the infected individuals in the population are present, but 

for typical values of the parameters, the ratio of the quantity of latently infected individuals to the amount of susceptible 
individuals is insignificant. Hence, the situation when this point is asymptotically stable is not so bad from the point of view of 
the real situation. In other words, the latently infected individuals will exist but their quantity will not be so high, that is, the 
epidemic threshold will not be reached. 

5. Correctness of model reduction  

The solutions of the original and reduced systems were plotted with the help of Wolfram Mathematica 10.3 and NetBeans 
8.0.1. Figures 1-4 show the graphs for systems (3) and (6) with the following parameters values:  

51 / 60, 2, 10 , 20, 1.n            

 
Fig. 1. The solutions of system (3) with ε=0.00053. 

Using a program written in the Java language in the NetBeans 8.0.1 environment, the errors in the deviation of the plots of the 
solutions to the complete and reduced systems were determined. For the three cases considered, the errors between the graphs of 
the solutions of the original and reduced systems are 0.00010, 0.00012 and 0.00015, respectively. In Figure 5 one can see the 
solutions of the original and reduced systems. The figure clearly demonstrates the almost complete coincidence of the solutions 
plots, which confirms the correctness of the reduction performed. Thus, the conclusions drawn about the qualitative behavior of 
the solutions to the reduced system can be transferred to the original model (3). 
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Fig. 2. The solutions of system (3) with ε=0.00204. 

 
Fig. 3. The solutions of system (3) with ε=0.00476. 

 
Fig. 4. The solutions of system (6). 

6. Conclusion 

In the present work, the tuberculosis model has been investigated via methods of qualitative analysis. It has been shown that 
the model has several time scales, so it can be represented as a singularly perturbed system of ODEs. The reduction of the 
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system has been carried out, as a result of which, the original system of five differential equations was replaced by its projection 
on the slow integral manifold. It should be noted that, due to the stability of the slow integral manifold, this reduction is correct, 
and the reduced system of two differential equations preserves the essential properties of the original model. The conditions 
under which the system has the globally asymptotically stable equilibrium have been found. This result means that under the 
appropriate selection of treatment and preventive measures, the spread of the tuberculosis epidemic can be completely 
suppressed. 

 

Fig. 5. The solutions 
1 2( ), ( )x t x t  of systems (3) and (6) with ε=0.00053. 
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Abstract 

The article describes the results of forecasting models generation of quality and reliability indicators of the electronic means. In the learning 

process variants of normalizing and centering of controlled parameters are described. Much attention is given to the methods of the Theory 

of Pattern Recognition and extrapolation methods. This paper gives information about the advanced technique of the models generation and 

individual forecasting of electronic means for the space equipment. The verification of derived models is investigated in detail. Special 

emphasis is paid to the analysis of the models efficiency.  

Keywords: forecasting model; electronic means; verification; learning; informative parameters; analysis 

1. Introduction 

A realization of increasing requirements to the quality and reliability of the radio-electronic means and electronic 

components (EC) is ensured by the improvement of their design, manufacturing technology, controlling methods and testing. In 

addition, some hidden defects are not detected by the existing system of technological control and testing methods. The 

decisive influence on the reliability of hidden defects determines the development of works on the investigation of mechanisms 

and the causes of failures. However, a special interest is caused by using methods and means of flaw detection and 

physicochemical analysis. 

Despite the effectiveness of work in this direction, the complexity and high cost of their implementation caused the 

necessity to search for and develop methods and means to identify hidden defects of the EC, which correspond to the pace of 

modern batch production. In addition, about 30% of defects and failures of EC cannot be controlled by these methods and 

means [1]. 

Thus, methods of testing and forecasting reliability and other quality indicators based on the informative parameters are 

being developed [2-8], which are reposed on the assumption of the existence of a stochastic connection between reliability and 

initial values of the informative parameters set of the product. The choice of the informative parameters set has a decisive 

influence on the validity of testing and forecasting. Ensuring the presence of informative parameters in the initial set is assigned 

to the researcher and in most cases is a very difficult task. 

Ensuring the quality and reliability of space electronics requires a wide implementation of new methods of diagnostic 

nondestructive testing (NDT) [9-15]. For their development, it is necessary to establish the dependencies of the main reliability 

indicators on the physical properties and parameters of the devices, on the physicochemical processes occurring in them, and 

on the physical nature of the failures mechanisms [16]. 

One of the promising directions in the development of effective and economically acceptable methods for assessing the 

quality and reliability is to forecast their future state. 

Forecasting failures of the devices can be carried out at various stages of their life cycle (control, testing, application, 

operation). The individual forecasting (IF) provides the greatest accuracy. Its meaning is to estimate the potential reliability of 

each instance using the forecasting model and information about the value of the informative parameter or results of monitoring 

the instances [17]. A structural IF model is required to generate an operator (mathematical model), an algorithm, an individual 

forecasting technique, and a hardware quality management. Such a model is generated in the form of an enlarged technological 

scheme with a description of the functions performed by the component parts [18]. 

A new structural forecasting model was proposed to increase the accuracy of the IF. It includes the following interrelated 

steps:  

- analysis of the IF methods;  

- physical and technical analysis of the failures;  

- preliminary selection of the informative parameters and selection of the forecasting parameters;  

- development of the investigation test technique;  

- learning experiment;  

- final selection of the informative parameters;  

- selection of the IF method;  

- algorithm development;  

- program development;  

- evaluation of the software product quality;  

- development of the forecast model (the IF operator);  

- evaluation of the IF operator models quality;  

- development of working technique;  

- verification of the model;  
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- attestation of the technique;  

- operational forecasting;  

- optimization of the model;  

- refinement of the IF model;  

- clarifying learning experiment;  

- development or selection of new informative parameters;  

- definition of levels;  

- development of the recommendations;  

- technological process (TP);  

- parameter checkout of the radio-electronic means;  

- change of the design and technology option;  

- refinement of the technique;  

- verification of the updated technique;  

- heuristic forecasting or a rejection. 

2. Development of the IF operators based on the regression models 

The IF task including the value estimation of the forecasting parameter with a large number of the informative parameters 

was solved using the regression models. A problem statement was reduced to the determination of the operator Hx. 

When the linear model of the connection between �̃� and 𝑥𝑖 is adopted the estimation of the forecasting parameter value of 

the j
th

 element is defined by [19]: 

    𝑦∗(𝑗)(𝑡𝑓) = 𝐻𝑥 [{𝑥𝑖
(𝑗)

}] = 𝐵0 + 𝐵1𝑥1
(𝑗)

+ 𝐵2𝑥2
(𝑗)

+ ⋯ + 𝐵𝑖𝑥𝑖
(𝑗)

+ ⋯ + 𝐵𝑘𝑥𝑘
(𝑗)

,                  (1) 

where 𝑥𝑖
(𝑗) 

– the value of the i
th

 attribute of the j
th

 element; Bi – constant coefficients. 

To find the coefficients Bi in a linear regression model, it is more convenient to turn the initial data to the centered and 

normalized values �̃�𝑖𝑐 , which were determined by: 

�̃�𝑖𝑐 =
�̃�𝑖 − 𝑀∗[�̃�𝑖]

𝐷∗1/2[�̃�𝑖]
. 

М
*
[xi] and D

*
[xi] are the estimates of the expected value and standard deviation of the random variable �̃�𝑖 calculated from 

the learning experiment data: 

𝑀∗[�̃�𝑖] =
1

𝑛
∑ 𝑥𝑖

(𝑗)
;

𝑛

𝑗=1

 

𝐷∗1/2[�̃�𝑖] = √
1

𝑛 − 1
∑(𝑥𝑖

(𝑗)
− 𝑀∗[�̃�𝑖])2

𝑛

𝑗=1

. 

The idea of representing the connection between the forecasting parameter and informative parameters in the form of a 

regression model is as follows [20]. 

The coefficients bi always can be found for any centered and normalized values �̃�𝑖𝑐  and x̃i𝑐  while the equation (2) has 

meaning regardless of the distribution law of random variables. 

�̃�𝑐 = 𝑏1�̃�1𝑐 + 𝑏2�̃�2𝑐 + ⋯ + 𝑏𝑘�̃�𝑘𝑐 + ∆�̃�,                                    (2) 

In this equation 𝑏𝑖 are the constant coefficients of the regression model with centered and normalized values of the random 

variables; ∆�̃� – a forecasting error. 

If the values of the coefficients 𝑏𝑖 are found, the estimation of the forecasting parameter value can be determined from the 

expression (2). The coefficients 𝑏𝑖 must be such that the error variance 𝐷[∆�̃�] is minimal, and the expected value of the error 

𝑀[∆�̃�] equals zero, i. e. 

𝐷[∆�̃�] → 𝑚𝑖𝑛, 𝑀[∆�̃�] = 0. 

If the error variance does not exceed the allowable value, the forecasting operator can be recommended to estimate the 

value of the forecasting parameter of new instances. In this case, having measured the values of its characteristics for the m
th

 

instance and substituting them into expression (1), we obtain the estimate: 

𝑦∗(𝑚)(𝑡𝑓) = 𝐵0 + 𝐵1𝑥1
(𝑚)

+ 𝐵2𝑥2
(𝑚)

+ ⋯ + 𝐵𝑘𝑥𝑘
(𝑚)

. 

The estimation of the forecasting error will be more accurate than the larger sample size is used in learning experiment. In 

this case the estimates of the expectation value, the standard deviation and the correlation coefficient will be found more 

accurately. For CMOS chips and stabilitrons the forecasting operators were obtained (Table 1). 

Table 1. The forecasting models of study samples. 

Number of sample Forecasting model (IF operator) 

Sample №44 
∆𝐼𝑙𝑐

𝐼𝑙𝑐

= −29,53 + 29,11𝑡𝑝
+ − 51,07𝑈𝑠 

Sample №45 ∆𝑈𝑠 = −46,94 + 42,04𝐾𝑇 + 0,096𝑅𝑑 
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Fig. 1. The dependence of the probabilistic characteristics on the threshold P of the regression function of the CMOS chips. 

∆𝐼𝑙𝑐/𝐼𝑙𝑐  – a leakage current drift, 𝑡𝑝
+ – a rise time of the signal,  𝑈𝑠 – a supply voltage, ∆𝑈𝑠 – a stabilized voltage drift, 𝐾𝑇 – 

a temperature coefficient of stabilization, 𝑅𝑑 – a differential resistance. 

Figure 1 shows the influence of the threshold P on the forecasting efficiency of the CMOS chips. 

The analysis of this model have shown that the forecasting operator for the CMOS chips provides the optimal value of the 

forecasting indicators at the threshold P = 35. In this case the risk of the incorrect decision Рinc.d equals 0,22; Consumer’s risk 

(β-Risk) Рcons. equals 0,18; Producer’s risk (α-Risk) Рprod. equals 0,13. The minimum value of the Рcons. equals 0 when P = 

0…16, Рinc.d = 0,6…0,42; Рprod. = 0,63…0,54. The minimum value of the Рprod.  equals 0 when P = 80…90, Рinc.d = 0,3; Рcons. = 

0,32…0,33. 

Figure 2 shows the influence of the threshold P on the forecasting efficiency of the stabilitrons. 

Fig. 2. The dependence of the probabilistic characteristics on the threshold P of the regression function of the stabilitrons. 

The analysis of this model have shown that the forecasting operator for the stabilitrons provides the optimal value of the 

forecasting indicators at the threshold P = 16. In this case the risk of the incorrect decision Рinc.d equals 0,15; Consumer’s risk 

(β-Risk) Рcons. equals 0,14; Producer’s risk (α-Risk) Рprod. equals 0,14. The minimum value of the Рcons.  equals 0 when P = 

0…8, Рinc.d = 0,54…0,26; Рprod. = 0,55…0,37. The minimum value of the Рprod.  equals 0 when P = 24…90, Рinc.d = 0,22…0,44; 

Рcons. = 0,29…0,44. 

3. The models verification 

The method of discriminant functions was used for the models verification. 

In general terms the problem formulation of such forecasting reduces to find the operator Hxcl. It is desirable to have the 

simplest model, when the hyperplane is a surface that divides the space into two regions.  

The equation of the (k-1)-dimensional hyperplane in the k-dimensional feature space has the form: 

𝑔(𝑥1, 𝑥2, … , 𝑥𝑘) = 𝐵1𝑥1 + 𝐵2𝑥2 + ⋯ + 𝐵𝑘𝑥𝑘 = 𝑃𝑑 , 

where 𝑷𝒅, 𝑩𝟏, 𝑩𝟐, … , 𝑩𝒌 – constant coefficients that define the position of the hyperplane in the k-dimensional space. 

Then the discriminant function takes the form: 

𝑔(𝑥1, 𝑥2, … , 𝑥𝑘) = 𝐵1�̃�1 + 𝐵2�̃�2 + ⋯ + 𝐵𝑘�̃�𝑘 . 

In this function the dimension of the coefficients 𝐵𝑖  is inverse to the dimension of the corresponding characteristics �̃�𝑖. 
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It was required to find those values of the coefficients 𝑃𝑑 and 𝐵𝑖 , which in the best way (in the sense of a misclassifications 

minimum) would specify the position of this hyperplane in the feature space. Since the sample size is limited the estimates 𝛽𝑖 

were determined. 

The following approach was used to find the estimates of the coefficients 𝛽𝑖. According to the learning experiment, the 

actual class is known, to which each of n copies belongs – 𝐾𝑠
(𝑗)

. It is possible to find the estimates of conditional expected 

value and conditional variance of each i
th

 attribute 𝑥𝑖: 

𝑀∗[�̃�𝑖/𝐾1] =
1

𝑛1

∑ 𝑥𝑖
(𝑗)

,

𝑛1

𝑗=1
𝑗∈𝐾1

 

𝐷∗[�̃�𝑖/𝐾1] =
1

𝑛1 − 1
∑ {𝑥𝑖

(𝑗)
− 𝐷[�̃�𝑖/𝐾1]}2

𝑛1

𝑗=1
𝑗∈𝐾1

, 

𝑀∗[�̃�𝑖/𝐾2] =
1

𝑛2

∑ 𝑥𝑖
(𝑗)

,

𝑛2

𝑗=1
𝑗∈𝐾2

 

𝐷∗[�̃�𝑖/𝐾2] =
1

𝑛2 − 1
∑ {𝑥𝑖

(𝑗)
− 𝐷[�̃�𝑖/𝐾2]}2

𝑛2

𝑗=1
𝑗∈𝐾2

. 

𝑛1 and 𝑛2 – number of the instances, which belong to the class 𝐾1 and 𝐾2, respectively, so that 𝑛1 + 𝑛2 = 𝑛. 

Using theorems on the numerical characteristics of random variables, the estimates of the conditional expected values of 

random variable were determined as: 

𝐺 = 𝑔(�̃�1, �̃�2, … , �̃�𝑘). 
If the instance belongs to the class 𝐾1: 

𝑀∗[𝐺/𝐾1] = ∑ 𝛽𝑖𝑀
∗𝑘

𝑖=1 [�̃�𝑖/𝐾1]                                             (3) 
and to the class 𝐾2: 

 𝑀∗[𝐺/𝐾2] = ∑ 𝛽𝑖𝑀∗𝑘
𝑖=1 [�̃�𝑖/𝐾2].                                            (4) 

If the attributes are not correlated the corresponding estimates of conditional variances are equal: 

𝐷∗[𝐺/𝐾1] = ∑ 𝛽𝑖
2𝐷∗𝑘

𝑖=1 [�̃�𝑖/𝐾1];                                         (5) 

𝐷∗[𝐺/𝐾2] = ∑ 𝛽𝑖
2𝐷∗𝑘

𝑖=1 [�̃�𝑖/𝐾2];                                         (6) 

If the classes are well separated, then 𝑀∗[𝐺/𝐾1] and 𝑀∗[𝐺/𝐾2] will differ significantly, i.e. 𝐷∗[𝐺/𝐾1] and 𝐷∗[𝐺/𝐾2] are 

small. Therefore, as an optimization criterion for finding estimates of the coefficients 𝛽𝑖, we used an expression of the form: 

𝑀∗[𝐺/𝐾1]−𝑀∗[𝐺/𝐾2]

√𝐷∗[𝐺/𝐾1]+𝐷∗[𝐺/𝐾2]
→ extr.                                         (7) 

After substituting in the expression (7) the estimates of the conditional expected values and conditional variances of the 

random variable G, determined by the expressions (3) - (6), we obtain the function: 

𝑉(𝛽1, … , 𝛽𝑘) = |
∑ 𝛽𝑖𝑀∗[�̃�𝑖/𝐾1]𝑘

𝑖=1 −∑ 𝛽𝑖𝑀∗[�̃�𝑖/𝐾2]𝑘
𝑖=1

√∑ 𝛽𝑖
2𝐷∗[�̃�𝑖/𝐾1]𝑘

𝑖=1 −∑ 𝛽𝑖
2𝐷∗[�̃�𝑖/𝐾2]𝑘

𝑖=1

|.                          (8) 

Taking partial derivatives 𝜕𝑉/𝜕𝛽𝑖 and equating them to zero, we obtain a system of k algebraic equations with k unknown 

coefficients 𝛽1, 𝛽2,..., 𝛽𝑘 for finding optimal estimates 𝛽𝑖 𝑜𝑝𝑡. The obtained coefficients 𝛽𝑖 𝑜𝑝𝑡 will determine the best slope of 

the hyperplane in the feature space. 

Then we find the threshold value 𝑃𝑑 for the discriminant function 𝑔(𝑥1, 𝑥2, … , 𝑥𝑘), which specifies the best position of the 

separating hyperplane. Obviously, the following condition must be satisfied: 

 𝑀∗[𝐺/𝐾1] > 𝑃𝑑 > 𝑀∗[𝐺/𝐾2] 
or 

𝑀∗[𝐺/𝐾1] < 𝑃𝑑 < 𝑀∗[𝐺/𝐾2]. 

When the threshold is changed, the risk of the incorrect decisions will change. The value of the threshold was found by 

several recalculations of the probability of incorrect decisions from the data of the learning experiment for various 𝑃𝑑 and by 

choosing one of them at which the risk of incorrect decisions turned out to be the least. 

If the obtained risk does not exceed the permissible value, the previously found operator can be used forecast the class of 

new instances (which not participating in the learning experiment). For this, the values of the attributes 𝑥𝑖
(𝑚) of the new m

th
 

instance are measured and the discriminant function has the form: 

𝐺(𝑚) = 𝑔(𝑥1
(𝑚), 𝑥2

(𝑚), … , 𝑥𝑘
(𝑚)) = ∑ 𝛽𝑖𝑥𝑖

(𝑚)

𝑘

𝑖=1

. 
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If 𝑀∗[𝐺/𝐾1] > 𝑀∗[𝐺/𝐾2] and 𝐺(𝑚) ≥ 𝑃𝑑, then a decision is to relegate the m
th

 instance to the class 𝐾1, 𝐺(𝑚) < 𝑃𝑑 , then a 

decision is to relegate it to the class 𝐾2. 

The method of discriminant functions made it possible to obtain the forecasting operators (Table 2): 

Table 2. The forecasting models of study samples. 

Number of sample Forecasting model (IF operator) 

Sample №44 𝑃𝑑 =
∆𝐼𝑙𝑐

𝐼𝑙𝑐

+ 0,76𝑡𝑝
+ + 0,5𝑈𝑠 

Sample №45 𝑃𝑑 = ∆𝑈𝑠 + 0,75𝐾𝑇 + 0,28𝑅𝑑 

Figure 3 and 4 show the dependencies of the probabilistic characteristics on the discriminant function threshold 𝑃𝑑for the 

CMOS chips and stabilitrons. 

Fig. 3. The influence of the threshold 𝑃𝑑 on the performance characteristics of the IF operator for the CMOS chips. 

Fig. 4. The influence of the threshold 𝑃𝑑 on the performance characteristics of the IF operator for the stabilitrons. 

The optimal values of the forecasting indicators for the CMOS chips are at the threshold 𝑃𝑑 = 44. In this case the risk of the 

incorrect decision Рinc.d = 0,17; Consumer’s risk (β-Risk) Рcons. = 0,27; Producer’s risk (α-Risk) Рprod. = 0,13. The minimum 

value of the Рcons.  equals 0,27 when 𝑃𝑑 = 44. The minimum value of the Рprod.  equals 0 when 𝑃𝑑 = 57; Рinc.d = 0,21; Рcons. = 

0,37. 

The optimal values of the forecasting indicators for the stabilitrons are at the threshold 𝑃𝑑 = 16. In this case the risk of the 

incorrect decision Рinc.d = 0,18; Consumer’s risk (β-Risk) Рcons. = 0,25; Producer’s risk (α-Risk) Рprod. = 0,13. The minimum 

value of the Рcons.  equals 0,25 when 𝑃𝑑 = 16. The minimum value of the Рprod.  equals 0 when 𝑃𝑑 ≥ 36; Рinc.d = 0,52; Рcons. = 

0,57. 

4. Conclusion 

The method of regression models was chosen for the forecasting models generation of the spacecraft electronic means. The 

CMOS chips and the stabilitrons were used as the electronic means. The forecasting models allow to provide the IF with the 

probability of correct decisions Pcor.d = 0,78 for the chips and Pcor.d = 0,85 for the stabilitrons. The method of discriminant 

functions was used to verify obtained models. They gave close to the initial models probabilities of the incorrect decisions: for 

the chips Рinc.d = 0,22 and 0,17; for the stabilitrons Рinc.d = 0,15 and 0,18. 
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Consequently, these models can be used at the stage of operational forecasting. 
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Abstract 

The article examines the problem of the efficient allocation of resources in conditions of incomplete information concerning the parameters of 

agents’ utility functions. Through business game the results are modeled and compared in conditions of incomplete information concerning the 

agents’ utility functions.We experimentally prove the inexpediency of information distortion of the agents’ effectiveness when using a non-

manipulative distribution mechanism in a multi-step game. 

Keywords: game theory; reflexive games; incomplete information; information structure; information management; distribution mechanisms; 

behavior models; utility functions; nontransferable utility; fuzzy logic 

1. Introduction 

The problem of effective resource allocation occurs in various applied problems [4]. If the resource value is limited and the 

participants interests do not coincide, a conflict situation arises. Interaction of participants in this case can be considered as a 

game. The description of several agents interaction includes the following parameters: 

• the multitude of agents; 

• agent preferences (he/she is assumed that each agent is interested in maximizing his profits); 

• set of permissible actions; 

• awareness of agents (at the time of making decisions about the chosen action); 

• the order of functioning (the sequence of actions). 

These parameters set the game. The game purpose is to define the multitude of active agents’ actions. It means finding an 

equilibrium situation. 

Decision-making models, behavior models, the equilibrium concept have been studied in game theory for more than 100 

years. The review of the results is given, for example, in [3]. 

Basically, it is assumed that participants have the same information about the parameters of the game. A class of reflexive 

games in which agent awareness is not a common knowledge and agents make decisions according to their perceptions of 

opponents' preferences. Their permissible actionsare described in [8]. 

Obviously, in the situation of incomplete information, participants' behavior patterns. Indeed, if the agent assumes that his 

rivals are "strong" players, he/she will stick to one behavior pattern; If he/she thinks that opponents are "weak" players, then the 

behavior pattern can change.  

The process and result of the agent's thinking about the values of uncertain parameters, and what about these competitors 

think about these parameters, are called information reflection [8]. The players' perception hierarchy is represented by the form 

of information structuretree. The research and analysis of the game information structure allows to determine the conditions for 

the information equilibrium, as well as to set the information management task–to create the information structure creation that 

implements the equilibrium situation that is most beneficial to the Resources Allocation Center. 

This paper is devoted to the investigation of the appropriateness of information distortion about the agents’ effectivenessin 

different behavior models in the situation of incomplete awareness of the participants about the parameters of the game. 

It is assumed that the game participants can distort information about their target functions parameters, posing as "strong" or 

"weak" players. A hypothesis that the information distortion about the values effectiveness, with the possibility of requests 

further distortion, does not have a significant effect on the limited resource distribution between the players, is confirmed 

experimentally. 

The study was carried out using an original Fuzzy Logic Model (FLM) [6] and the Best Response Model (BRM) [1]. 

2. Basic concepts and parameters 

Let us consider the problem of distributing the resource R between n players. R be a distributable resource; N is the number of 

players; 

𝑢(𝑥𝑖) = 𝑏𝑥𝑖 − 𝑎𝑖𝑥𝑖
2, 𝑎 > 0, 𝑏 > 0 is the utility function of the i-th player. 

Obviously, the player will get the maximum profit at the point 𝒙𝒊
∗ =

𝒃

𝟐𝒂𝒊
. 

In the case ∑ 𝑥𝑖
∗𝑛

𝑖=1 > 𝑅, the conflict situation develops and players are forced to fight for the resource. 

If 𝑆(𝑥1, 𝑥2, … 𝑥𝑛) =  ∑ (𝑏𝑥𝑖 − 𝑎𝑖𝑥𝑖
2)𝑛

𝑖=1  is the players total profit and there exists a restriction ∑ 𝑥𝑖 = 𝑅𝑛
𝑖=1 , then it is easy to 

show that 𝑆(𝑥1, 𝑥2, … 𝑥𝑛) reaches a maximum at the point (𝑥1
0, 𝑥2

0, … 𝑥𝑛
0), where 

𝒙𝒊
𝟎 =

𝒂𝟏𝒂𝟐…𝒂𝒊−𝟏𝒂𝒊+𝟏…𝒂𝒏

∑ 𝒂𝒊𝒂𝒋𝒊≠𝒋
, 𝒊 = 𝟏, 𝒏̅̅ ̅̅ ̅, 𝒋 = 𝟏, 𝒏̅̅ ̅̅ ̅. 
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If 𝒙𝒊
∗ ≠ 𝒙𝒊

𝟎 then the i-th player will be interested in increasing his profit. 

As a mathematical model of the described interest conflict situation, we will use the business game for resource allocation R 

between n players with a reverse priority mechanism. At each step of the game the participant makes an request si to the 

resource. The request is satisfied by the Resource Allocation Center in the volume 

𝑥(𝑠𝑖) =

𝐴𝑖
𝑠𝑖

∑
𝐴𝑗

𝑠𝑗

𝑛
𝑗=1

𝑅, 𝑖 = 1, 𝑛̅̅ ̅̅̅,  where 𝐴𝑖 = 𝑢(𝑥𝑖
∗). 

The winning is determined by the player's profit from the resource obtained in the last step. 

It should be note that the resource distribution is based on the knowledge of the values 𝐴𝑖 = 𝑢(𝑥𝑖
∗)  of each of the 

participants. In a sense, Ai can be interpreted as the utility limit of the i-th player. Let us suppose that the true values of Ai are not 

known to the Center (the cost factor ai is known only to the player) and for the distribution of the resource the players 

themselves inform the Center of the value Ai. In this case, the player has the opportunity to exaggerate, downplay the limit of its 

usefulness or to convey its true meaning. Also, at each step, players report the value of the required resource, which is adjusted 

by the players in order to obtain the desired amount. 

How will the distribution of the resource change in conditions of incomplete information of the Center about the usefulness of 

the players? Is it possible in such conditions to maximize the profit of an individual player and the total utility of the players? Is 

it profitable for participants to hide the true meaning of the limit of their usefulness? 

 

Purpose of the study 

The purpose of this study is to compare the participants profit size in a business game on the resource distribution in different 

information levels of the players parameters conditions. 

We tasks: 

- to conduct a computational experiment in incomplete information conditions about the needs of players in resources, using 

different participants' behavior models; 

- to conduct a computational experiment in incomplete information conditions about the players target functions and their 

resource needs, using different participants' behavior models; 

- to conduct a comparative analysis of the results. 

3. Description of the experiment 

For carrying out the computing experiment two models will be used: 

- Best Response Model (BRM); 

- Fuzzy Logic Model  (FLM). 

The BRM [7] assumes that at the k+1 step of the game, the bid value si
k +1 

 must be such that x(si
k +1

) = xi
*
. If the remaining 

players do not change their bids, then the volume of the requestcan be calculated from the condition 

𝑥(𝑠𝑖
𝑘+1) =

𝐴𝑖

𝑠𝑖
𝑘+1

∑
𝐴𝑗

𝑠𝑗
𝑘 −

𝐴𝑖

𝑠𝑖
𝑘+1

𝑛
𝑗=1

𝑅 = 𝑥𝑖
∗, 

then 

𝑠𝑖
𝑘+1 =

𝐴𝑖

𝑥𝑖
∗

∑
𝐴𝑗

𝑠𝑗
𝑘

𝑛
𝑗=1 −

𝐴𝑖

𝑠𝑖
𝑘

(𝑅 − 𝑥𝑖
∗) 

The FLM [6] uses the following input data: 

𝛼𝑖 =
𝑥(𝑠𝑖)

𝑥𝑖
∗  

αi is the degree of satisfaction of the request; 

N is the proportion of players with αi ≥ 1. 

The rules base, which gives an assessment of the attractiveness of the player's actions, consists of the possible actions: 

- to increase the request, 

- to lower the request, 

- not to change the request. 

The rules base has the form: 

R1. If the degree of the request satisfaction αi is small and the players share N is low, then the declining of the request 

attractiveness is great. 

R2. If the degree of the request satisfaction αi is small and the players proportion N is high, then the attractiveness not to 

change the request is great. 

R3. If the degree of the requests satisfaction αi  is close to 1 and the players share N is low, then the declining of the request 

attractiveness is great. 

R4. If the degree of the requests satisfaction αi  is close to 1 and the share of players N is high, then the attractiveness of the 

bid increase is great. 
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R5. If the degree of the request satisfaction αi  is large and the players share N is low, then the attractiveness not to change the 

request is great. 

R6. If the degree of the requests satisfaction αi  is large and the share of players N is high, then the attractiveness of the bid 

increase is great. 

As a result of FLM, the evaluation λ[0,1] of the attractiveness of player actions is given. The player may increase the bid 

(P↑), lower the bid (P↓) or not to change the request (P0). 

Special software was developedfor the experiment in the program environment O-Tree [9]. 

In the course of study, various combinations of the input parameters considered in Table 1 were considered. In each 

experiment, a series of 10 stepswas conducted. 

Table 1. Experiments input parameters combinations. 

№ experiment Utility function 

𝑢(𝑥𝑖) = 𝑏𝑥𝑖 − 𝑎𝑖𝑥𝑖
2 

Deficiency of resorce 

|𝑅 − ∑ 𝑥𝑖
∗

𝑛

𝑖=1

| 

Relative location of 𝑥𝑖
∗ Behavior model 

1 the same small the same BRM 

2 the same large the same BRM 

3 different small narrow spread BRM 

4 different small wide spread BRM 

5 different large narrow spread BRM 

6 different large wide spread BRM 

7 the same small the same FLM 

8 the same large the same FLM 

9 different small narrow spread FLM 

10 different small wide spread FLM 

11 different large narrow spread FLM 

12 different large wide spread FLM 

The form of utility function determines whether the player should maximize the amount of the resource he receives, or 

optimize it. 

Deficiency of resource impliesvarious tensions in the game and level request distortion. 

Relative location of 𝑥𝑖
∗ means that the optimal resource values in different functions have the same deviation from equal 

distribution. In this caseplayers have the same chance to be winner. 

Behavior model means that players use special rules for their actions. 

4. Results and Discussion 

 

 

 

 

 

 

 

 

Fig. 1.  Agents report the exact value of their effectiveness. 

 

 

 

 

 

 

 

 

 

Fig. 2.  The first agent overestimates the importance of its effectiveness. 
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The dynamics of resource allocation is presented on Figures 1, 2, 3.   

Here x1 is the value ofthe resource allocated to the first player, x2 is the value of the resourceallocated to the second player, 

x1 is the value of  the resource allocated to the third player. 

 

 

 

 

 

 

 

 

 

Fig. 3.  The first agent underestimates the importance of its effectiveness. 

In all cases, the deviation of the obtained resource from the optimal individual indicator is approximately the same. 

Table 2 shows the relative deviations of the resource obtained by agents in cases of reliable reporting of information on 

effectiveness, overestimation of the first agent effectiveness, underestimation of the first agent effectiveness in the first step. 

Table 2. The relative deviations of the resource obtained by agents in the first step. 

 

 

 

 

 

№ 1. In the first step all players provide reliable information about their own effectiveness and the amount of the required 

resource. In the next steps distorting the value of the resource request is distorted in accordance with the chosen behavior model. 

№ 2. In the first step the player 1 overstates the information on its own efficiency by 20%, other players provide reliable 

information about their own effectiveness and all players report reliable information about the amount of the required resource. 

In the next steps distorting the value of the resource request in accordance with the chosen behavior model. 

№ 3. In the first step the player 1 understates information about its own efficiency by 20%other players provide reliable 

information about their own effectiveness and all players report reliable information about the amount of the required resource. 

In the next steps distorting the value of the resource request in accordance with the chosen behavior model. 

Table 3 shows the resources relative deviations obtained by agents in cases of reliable reporting of information on 

effectiveness, overestimation of the first agent effectiveness, underestimation of the first agent effectiveness in the tenth step. 

Table 3.The relative deviations of the resource obtained by agents in the tenth step. 

  №1 №2 №3 

х1 0,12 0,12 0,12 

х2 0,16 0,16 0,16 

х3 0,17 0,17 0,16 

The results of the calculations presented in the tables 2, 3. The information distortion about efficiency leads to a significant 

change in the distribution results in the first step. As we can see from the results of the calculations presented in the Table 3, the 

information distortion about efficiency does not lead to a change in the distribution results in the tenth step. 

Figure 4 presents the averaged values of the relative deviations from the optimal resource values in games with BRM (exact 

information about the effectiveness of players, distorted information about the effectiveness of players).  

 

 

 

 

 

 

 

 

 

Fig. 4.  The resource distribution. 

a is the players provide reliable information about the maximum of their profits; 

b is the players overestimate the value of their maximum profit; 

c is the players underestimate the value of their maximum profit; 

d is the players distort information about the maximum of their profits. 

  №1 №2 №3 

х1 0,33 0,25 0,43 

х2 0,07 0,12 0,00 

х3 -0,07 0,00 -0,15 
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P1 is the first player, P2 is the second player, P1 is the third player. 

Figure 5 shows the averaged values of the total utility of participants in games with BRM and FLM (exact information about 

the effectiveness of players, distorted information about the effectiveness of players) 

 

 

 

 

 

 

 

 

 

Fig. 5.  The averaged values of the total utility. 

Table 4 presents numerical data on the resource distribution among participants, the magnitude of individual and total profits. 

Table 4.The resource distribution among participants. 

  The value of the resource distribution Profit of player 

Player a b c d a b c d 

Р1 453,57 455,4782 460,1372 455,9209 289962,8 288575,2 285095,7 288250,2 

Р2 355,1272 353,4823 349,4531 353,096 79677,78 82215,97 88318,84 82808,03 

Р3 191,3028 191,0396 190,4097 190,9831 89831,48 90110,22 90772,57 90169,83 

Total profit 459472 460901,4 464187,1 461228,1 

You can see that difference between total profit in the different experiments consists less of than 1%. We consider this 

deviation to be insignificant. 

5. Conclusion 

The article discusses the effectiveness of distorting information about the agents’ effectiveness in incomplete information 

conditions in the limited resource distribution problem. 

Experiments were performed by robots with various input parameters combinations. A comparative analysis of the games 

results with reliable and inaccurate information about the players effectiveness was carried out. The agents’ profit and the system 

total profit are calculated. 

The conducted experiments showed that a single distortion of information about the effectiveness of players, with constant 

distortion of players 'requests, does not affect the distribution of players' profits. 
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Abstract 

The paper considers the problem of online monitoring the condition of cutting tools to avoid its unexpected failure. To approach this problem 

we proposed a model of milling process based on Morlet decomposition of vibroacoustic signals. In addition, using the wavelets scalogram, 

we imposed a new condition that helps to improve early wear detection of the cutting tool. The findings of this research reveal the advantages 

of the proposed model compared to the previously reported models that rely on Haar wavelets and Short-time Fourier transform.  

Keywords: milling process; acoustic emission; wear detection; Morlet wavelet decomposition 

1. Introduction 

The increasing demands for the characteristics of modern gas turbine engines make it necessary to improve the accuracy and 

reliability of their manufacture. This improvement permits to increase the durability of critically important components such as 

rotating turbine discs. The processing characteristics sharply deteriorate at high mechanical strength at high temperatures as well 

as low thermal conductivity of Ti / Ni-based alloys [1-5]. Cutting off parts from nickel-base heat-resistant alloys (for example, 

Inconel 718, Udimed 720) leads to both a rapid wear of the cutting tool and tool surface [1, 11-16], which can be generally 

called surface anomalies. These surface anomalies are the result of the bad processing characteristics of nickel-base alloys and 

the trend of rapid tool wear at cutting regardless of the types of machining operations [11, 12, 14-22]. Aircraft engine 

manufacturers are developing a monitoring system to detect anomalies in the processing and to react against it [34]. 

The procedure behind most monitoring systems consists of the following steps. First, it is a need to measure parameters 

second, these parameters need to be analyzed by means of specific methods such as wavelet decomposition, Shot-time Fourier 

transform (STFT) and etc. One of the efficient methods of spectral analysis is the wavelet transformation (decomposition), the 

advantage of which is the possibility to analyze non-stationary signals. The wavelets frequently used in practice are described in 

[8, 34, 37]. 

The main purpose of this study is to develop a model of milling process based on Morlet decomposition of vibroacoustic 

signals and, thus, to propose tool wear condition. This condition is of use in solving the problem of identifying both non-

stationary modes and early tool wear. 

2. Problem statement 

STFT assumes the stationarity of signals during a given time interval [19-22]. It can be expressed by 
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where  tf  is a given signal,  th  is a Hanning window [28],  is a time delay. 

The main drawback of STFT is the assumption of stationarity (permanence) of the signal on the time interval of the window. 

This issue increase errors in the analysis for such dynamic processes as milling process. 

Wigner [29, 30] and later Cohen [21] improved the classical Fourier transform (Т-F). Results of the Wigner distribution can 

comprise a cross-interference, because of signal is multicomponent. 

Cohen [21] introduced the general class of distribution function in Т-F as 
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where  mf *
is the complex conjugate value,   ,  is a kernel function,  is a distribution parameter (in frequency domain). 

Choi and Williams [31] made an improvement on Wigner distribution (WD). The Choi-Williams distribution (CWD) is 
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If   is large, CWD approaches to “plan” Wigner distribution. As   reduces, cross interference decreases [32]. 

Zhao–Atlas–Marks distribution (ZAMD) [33] reduces the cross interference comprised in multicomponent signals. ZAMD is 

useful in modeling of small spectral peaks and analyze non-stationary multicomponent signals [32]. ZAMD has a kernel 

represented by (4), q  is permanent. 
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As a result, power spectral density is defined by 
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Formant analysis [33] is used to analyze a vibroacoustic signals because these signals have multi-frequency components 

connected with different anomalies while cutting [35, 6]. 

The efficiency of time-frequency methods is presented in Fig. 1 [7]. 

 
Fig. 1. Comparative efficiency of the STFT, CWD, ZAMD methods and formant-analysis [31]. 

One of the first and simplest wavelets is the discreet Haar wavelet: 
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The informative parameter characterizing the cutting tool (CT) wear is the dispersion of the detail coefficients of the Haar 

wavelet decomposition of AE signal. This parameter is insensitive to changes in processing modes [31]. The minimum duration 

of the analyzed sample is 0.1 s. Wear identification of cutting tool is carried out according to the energy value of the j-th detail 

factors. For Haar wavelet decomposition, it is advisable to take 3 <j <6. The forecast of CT wear in real time is in correction of 

the base model estimation from the results of current measurements of the AE signal parameters by an additive component 

obtained on the basis of extrapolation of the residual function. The study [35] proposes the adaptation of the suggested method 

for molding conditions by automatic window selection of a fragment of the AE signal which falls on the cutter tooth. 

The main drawback of the Haar wavelet is the asymmetric and non-smooth, consequently, an infinite alternation of "petals" 

arises in the frequency domain due to sharp boundaries in the time domain. The complex Morlet wavelet does not suffer from 

these drawbacks. 

3. A model of milling process based on Morlet wavelets decomposition of vibroacoustic signals 

Wavelet transformation coefficients can be defined as [10, 36, 37]: 
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where  tf  is a random process,  t is a chosen wavelet, 0a is a scale parameter, 0b is a shift parameter. 

Morlet wavelet is given by 
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where j is the imaginary unit, parameter 2k  [37] controls the time-frequency resolution. 

The graphical results of wavelet transformation can be calculated by 

  2
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where 1,,0  aNi , 1,,0  bNj , aN  is a counting scale, bN  is a counting shift. 

The scalogramms are obtained from (9) as 
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We propose to use the equation (11) to calculate area under curve of scalogramms: 
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where   is a frequency of quantization interval, y is a scalogramm, N is a counting rate of scalogramms. 

We use a new identification criterion (12) to analyze processing parameters. This criterion is a cross-factor 
CF  of the 

spectral energy density in the frequency bands  max  of every local maximum of scalogramms. We built the 

scalogramms in the frequency intervals  . 
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To identify wear the following equations were considered: 
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where 0t  is the time of tool work without wear out, dt  is the time of tool work with wear out. 

In accordance with equations (11-13), the calculation of the wear identification coefficient can be made by: 
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4. Results 

4.1. Experiments design 

The phenomena explained by the dislocation theory, of deformation distortions of the crystal lattice, friction, the formation 

and extension of cracks, phase transformations leads to AE. In metal cutting, the processes arised at an interaction between the 

part and tool are the most important sources of AE [23]. 

We register acoustic emission and power cutting of milling by the lateral and end surfaces of the milling tool. The main 

system element for measuring power cutting is the piezo-multicomponent dynamometer Kistler – Type 9257B (Switzerland) 

This dynamometer was installed at the base of the machining center Micron UCP 800. We use the LTR22 analog to frequency 

converter to record vibroacoustic signals with the microphone sensor (OCTAFON-110). 

The connection scheme of the experimental setup for data collection is shown in Fig. 3. 

 
Fig. 2. Scheme of AE parameter measurement: 1 - sample, 2 – milling cutter, 3 – microphone- vibration meter, 4 – PC with software ПК, 5 – crane system 

LTR22, 6 – dynamometric table built up on the machine platen. 

We used the four-tooth carbide monolithic milling tool by Seco JHP 780120E2R15Q0Z4-M64 with a diameter of 12 mm. In 

the experiments, we used new milling tools and tools with worn teeth, Fig. 4. 

 
Fig. 3. Milling cutters for carrying out the research. 
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The machining process with variable allowance was simulated to analyze the influence of the cutting depth on the acoustic 

emission parameters and the stability of the wear identification technique. The processed sample of steel 45 was a blank part 

with a stepwise increase in allowance during milling (Fig. 4). A special groove on the surface of the blank part is designed to 

simulate intermittent cutting. 

 
Fig. 4. Experimental sample. 

The cutting conditions for the experiments are given in Table 1. 

Table 1. Technological cutting parameters for material Steel 45. 

Cutting speed 50 m/min 

№ exp. F, mm/tooth Ap, mm Aе, mm 

1 

0,05 2 

0,2 

2 0,3 

3 0,4 

4.2. Experiment results 

а) c)  

b) d)  

e) f)  

Fig.5. Wavelet spectrum of analyzed signals. 
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We use six different AE signals to analyze the cutting process with a multi-tooth tool. The signals denoted by the numbers 1, 

2, 3 and 28, 29, 30 correspond to the regimes of Table 1 and are obtained by examining the new tool (a, b, c) and the worn tool 

(r, d, e). Fig. 5 shows the wavelet spectrum calculated by (9), where the X-axis of the wavelet spectrum graph represents the 

time in seconds, and the Y-axis represents the frequency in rad/s. The larger the value of the spectrum is, the lighter the pattern 

is. 

Fig. 6 shows the scalogramms of the analyzed signals, which were obtained on the basis of the wavelet spectrum by (10). 

 
Fig.6. Scalogramms of analyzed signals. 

The blue color shows the scalogramms of the signals corresponding to the state of the new tool, and the red one shows the 

worn tool. 

The analysis of scalogramm of acoustic signal shows that it is possible to distinguish 3 characteristic maxima localized in the 

following frequency bands (in rad/s): 750550  low , 15001200  mid , 21001950  hi . 

The values of local maximum were calculated by (11). Results are shown in Table 2. 

Table 2. The area of local maximum of scalogramms. 

Frequency bands of local 

maximum max , rad/s 

 0max
ts  - new tool  dts

max - worn tool 

Mode 1 Mode 2 Mode 3 Mode 1 Mode 2 Mode 3 

550-750 0,06213 0,0823 0,13359 0,17766 0,62313 0,44226 

1200-1500 0,44037 0,31129 0,54264 0,32205 0,09416 0,44105 

1950-2100 0,10634 0,09448 0,12908 0,31057 0,09919 0,351 

Total area of 

scalogramms s  
0,62765 0,65945 0,77467 0,88101 0,80046 1,32121 

The wear coefficient 
maxk  for 3 modes are given in table 3. 

Table 3. Wear coefficient values. 

Frequency bands of local 

maximum, rad/s 
Mode 1 Mode 2 Mode 3 

low  550-750 0,491 0,160 0,515 

mid  1200-1500 1,919 4,013 1,626 

hi  1950-2100 0,481 1,156 0,486 

The results of analysis are presented in Table 3. These results make it possible to see the characteristic feature: in the low-

frequency region (550-750 rad/s), as the tool wear, 
maxk  decreases, and in the area of conditionally medium frequencies region 

(1200-1500 rad/s) – increases. 

The revealed regularity helps to formulate the condition for the appearance of a critical wear value when machining with a 

multi-tooth tool: 
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where midlow kk ,  are the limit values of the wear identification coefficient for the low and medium frequency range, respectively.  

In other words, as the cutting tool wear, the spectral density of the energy of the Morlet wavelet image in the low-frequency 

region low  increases (
maxk  decreases), and in the medium frequencies region mid  decreases (

maxk  increases).  

5. Conclusion  

A model of milling process based on Morlet decomposition of vibroacoustic signals were proposed. Analyzing of the wavelet 

scalogramms of the signal at various processing modes, we received stable frequency bands of local maxima: 550-750 rad/s, 
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1200-1500 rad/s and 1950-2100 rad/s. Authors obtained trends to change the spectral energy density at the tool wear for the first 

and second frequency bands. The cross-factor 
maxCF  can serve a numerical characteristic of change of this trend. The cross-

factor determined by the dependence (10) and equal to the ratio of the average spectral density of the signal energy in the 

frequency bands of the local maximum of the scalogramm to the average spectral energy density throughout the frequency 

region of the scalogramm resolution. To identify the wear we proposed a new coefficient 
maxk  that equal to the ratio of the 

cross-factors of acoustic emission signals for a new and wear tool, respectively. The coefficient of the wear identification 

increases where the dimensional wear increases in low-frequency region. These coefficient decreases in medium frequencies 

region. The experimentally determined regularity of the change a new condition that helps to improve early wear detection of 

the cutting tool made it possible to formalize the tool wear model with criterial constraints on the dependence. 
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Abstract 

The creep crack problems in damaged materials under mixed mode loading (Mode I and Mode II loading) in the framework of creep-damage 
coupled formulation are considered. The class of the self-similar solutions to the plane creep crack problems in a damaged medium under 
mixed-mode loading is given. With the similarity variable and the self-similar representation of the solution for a power-law creeping material 
and the Kachanov- Rabotnov power-law damage evolution equation the near crack-tip stresses, creep strain rates and continuity distributions 
for plane stress and plane strain conditions are obtained. The similarity solutions are based on the hypothesis of the existence of the completely 
damaged zone near the crack tip. It is shown that the asymptotic analysis of the near crack-tip fields gives rise to the nonlinear eigenvalue 
problems. The technique permitting to find all the eigenvalues numerically is proposed and numerical solutions of the nonlinear eigenvalue 
problems arising from the mixed-mode crack problems in a power-law medium under plane stress conditions are obtained. Using the approach 
developed the eigenvalues different from the eigenvalues corresponding to the Hutchinson-Rice-Rosengren (HRR) problem are found. The 
angular distributions of the stress and the continuity fields are selected as the crack tip fields of interest. Having obtained the eigenspectra and 
eigensolutions the geometry of the completely damaged zone in the vicinity of the crack tip is found for all values of the mixity parameter. 

Keywords: damage parameter; continuity parameter; stress-strain fields near the crack tip; mixed-mode loading; asymptotic solution; similarity 
variable, self-similar solution; creep-damage coupling; nonlinear eigenvalue problems; eigenvalue spectrum 

1. Introduction 

Important advances in creep damage models for crack growth analysis have been made in the last two decades as scientists 
and engineers strive to imbue continuum-based models with more realistic details at microstructure damage mechanisms in the 
creep process [1-16]. Such damage models can be also found in [17-20]. Knowledge of stress, strain and displacement fields in 
the vicinity of the crack tip under mixed-mode loading conditions is important for the justification of fracture mechanics criteria 
and has attracted considerable attention nowadays [2-16]. Asymptotic analysis of the mechanical fields in front of stationary and 
propagating cracks facilitate the understanding of the mechanical and physical state in front of crack tips and they enable 
prediction of crack growth and failure. Furthermore, together with the stress, strain and displacement fields in the vicinity of the 
crack tip the damage distribution around the crack tip is a question of special attention [4,6,9,19,20]. Damage field around a 
crack tip essentially affects the surrounding stress field, and hence governs the crack extension behavior in the material. This 
effect of the damage field is an important problem either in the discussion of stability and convergence in crack extension 
analysis. So far mainly crack problems for the pure opening mode I at symmetrical loading have been thoroughly treated [6], 
[14]. The corresponding fracture criteria have been obtained on the assumption that the crack continues to extend along its 
original line (two-dimensional case) or plane (three-dimensional case) in a straightforward manner on the ligament. Nowadays 
the analysis of mixed-mode loading of cracked structures in nonlinear materials is of particular interest. In engineering practice, 
there are plenty of examples and reasons leading to mixed-mode loading of cracked structures when mode I is superimposed by 
mode II and/or III, the symmetry (or antisymmetry) is violated and the situation is related to mixed-mode loading [7]. The type 
of loading on a structure (tension, shear, bending, torsion) can also change during service. For a crack this results in an alteration 
of opening mode I, II and III which is why the study of mixed-mode loads is of particular importance [7-9,14,24]. In linear 
fracture mechanics the principle of superposition allows to obtain solutions for mixed mode I/II crack problems whereas in 
nonlinear fracture mechanics many questions are still open [9-22]. Analysis of the near crack-tip fields in power-law hardening 
(or power-law creeping) damaged materials under mixed-mode loading results in new nonlinear eigenvalue problems in which 
the whole spectrum of the eigenvalues and orders of stress singularity have to be determined [20-23]. For instance, in [21] 
asymptotic stress, strain, and displacement distributions in the vicinity of the mixed-mode crack for the stress-state sensitive 
elastic materials are considered and a nontrivial solution with the eigenvalue s = 1 in the displacement series is found explicitly. 
Investigation of the asymptotic behaviour of the stress, strain, and displacements in the vicinity of a mixed-mode crack in the 
stress-state sensitive materials leads to conclusion that the traditional approaches, such as the superposition of the solutions as 
well as the assumptions for the symmetrical or antisymmetrical stress distributions can not be used. Therefore, in order to obtain 
the crack tip fields it is necessary to solve a new eigenvalue problem which in general case can be nonlinear. Nevertheless, in 
this work, a nontrivial solution with s = 1 in the displacement series is found explicitly that demonstrates such specific features 
as the volume change under the condition of the remote shear loading and so on. It is shown [21] that the stronger the material 
stress-state-sensitivity is the stronger the resulting stress, strain and displacement fields deviate from the linear elastic ones. In 
[22] the stress field in the closest vicinity of a sharp material inclusion tip is characterized by 1 or 2 singular exponents. The 
exponents are calculated as an eigenvalue problem. The stress description by only one or two terms is not sufficient and leads to 
misleading results. 

The objective of this study is to analyze the crack-tip fields in a damaged material under mixed-mode loading conditions and 
to consider the meso-mechanical effect of damage on the stress-strain state near the crack tip. The method proposed has been 
applied to nonlinear eigenvalue problems arising from the problem of the determining the near crack-tip fields in the damaged 
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materials. In continuum damage mechanics [2,6,7,10,12,13,16], the damage state at an arbitrary point in the material is 
represented by a properly defined integrity (continuity) variable ( , )r  . The integrity parameter reaches its critical value at 
fracture. According to this notion, a crack in a fracture process can be modeled with the concept of a completely damaged zone 
in the vicinity of the crack tip. Namely a crack can be represented by a region where the integrity state has attained to its critical 
state cr  , i.e., by the completely damaged zone (CDZ) [6]. Then the development of the crack and its preceding damage can 
be elucidated by analyzing the local states of stress, strain and damage. The CDZ may be interpreted as the zone of critical 
decrease in the effective area due to damage development. Inside the completely damaged zone the damage involved reaches its 
critical value (for instance, the damage parameter reaches unity) and a complete fracture failure occurs. In view of material 
damage stresses are relaxed to vanishing [6,9,24,25]. Therefore, one can assume that the stress components in the CDZ equal 
zero. Outside the zone damage alters the stress distribution substantially compared to the corresponding non-damaging material. 
Well outside the CDZ the continuity parameter is equal to 1. Asymptotic remote boundary conditions are the asymptotic 
approaching the HRR solution. Dimensional analysis of the system formulated shows that the damage mechanics equations must 
have similarity solutions [9,24]. The present paper extends works [19,20,23,24,26] and constructs the asymptotic stress and 
continuity fields for stationary mixed-mode crack in damaged media under creep conditions. 

2. Mixed mode crack problem: mathematical statement of the problem and fundamental equations 

Static mixed mode crack problems under plane stress and plane strain conditions  under creep regime are considered. The 
equilibrium equations and compatibility condition in the polar coordinate system can, respectively, be written as  

, , ,0, 2 0,rr r r rr r r rr r                     (1) 

   , , , ,,
2 r rr rr r rrr

r r r r         .    (2) 

The constitutive equations are described by the power law stress-strain rate relations incorporating the damage state parameter 
1    and the creep strain rate is defined as follows 

  1
3 / / (2 )

n

ij e ijs       (3) 

where / 3ij ij kk ijs      are the deviatoric stress tensor components; ,B n  are material constants which control secondary 

creep behavior and can be determined from a log-log plot of the creep strain rate vs the applied stress;   is an integrity 

(continuity) parameter ( 1   indicates no damage and 0   corresponds to complete damage); ij  are the strain components 

which for the plane stress and plane strain conditions take the form:  

         1 1 12 / 2 , 2 / 2 , 3 / 2 ,n n n n n n
rr e rr e rr r e rB B B                           (4) 

         1 1 13 / 4 , 3 / 4 , 3 / 2 .n n n n n n
rr e rr e rr r e rB B B                           (5) 

The von-Mises equivalent stress is expressed by 2 2 23e rr rr r            and   2 23 / 2 ( ) 4e rr r         for 

plane stress and plane strain conditions respectively. The constitutive model (3) is the phenomenological model of Kachanov 
and Rabotnov widely employed in creep damage theory and in damage analysis of high temperature structures [1, 6, 18, 26, 27]. 
The material parameters pertinent to equations (2) for copper, the aluminium alloy, ferritic steels obtained from creep curves are 
given by Riedel in [18]. By noting that the creep damage is brought about by the development of microscopic voids in creep 
process, L.M. Kachanov represented the damage state by a scalar integrity variable  0 1    where 1  and 0   

signify the initial undamaged state and the final completely damaged state (or final fractured state), respectively [6,12,13,26]. 
L.M. Kachanov [27] described the damage development by means of an evolution equation 

 / /
m

eqvd dt A    ,    (6) 

where A  and m  are material constants which control tertiary creep behavior, 1 ,eqv e kk       1  is the maximum 

principal stress, kk  is the hydrostatic stress;   is the material constant, which describes the effect of the multi-axial stress state 

behavior of material and ranges from 0   (equivalent stress dominant) to 1   (maximum principal stress dominant). The 
accurate prediction of  value plays an important role in the application of the multi-axial Kachanov-Rabotnov damage model. 
The solution of Eqs. (1) – (5) should satisfy the traditional traction free boundary conditions on the crack surfaces  

   , 0, , 0.r r r                (7) 

The mixed-mode loading can be characterized in terms of the mixity parameter pM  [5,7,24] which is defined as  

 
 0

, 02
arctan lim

, 0
p

r
r

r
M

r




 
  

 
    

.    (8) 

The mixity parameter pM equals 0 for pure mode II; 1 for pure mode I, and 0 1pM   for different mixities of modes I and 
II. Thus, for combine-mode fracture the mixity parameter pM  completely specifies the near-crack-tip fields for a given value of 
the creep exponent.  
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3. Asymptotic solution  

One can assume that the completely damaged zone in the vicinity of the crack tip evolves during the deformation of the 
cracked body. The asymptotic solution for the stress-strain fields and the continuity field can be found outside the completely 
damaged zone. As the continuity parameter reaches at infinity the value corresponding to the undamaged materials it is possible 
to realize the approach described below.  

3.1. Similarity solution 

Dimensional analysis of the system formulated shows that the damage mechanics equations must have similarity solutions of 
the form [18] 

  1/ ˆˆ( , , ) ( , ), ( , , ) ( , )
m

ij ijr t At R r t R             (9) 

where   ( 1) / /n m
nR r At BI C    is the similarity variable. It should be noted that the remote boundary conditions can be 

formulated in a more general form   ),(
~

,, nrCtr ij
s

ij   , where the stress singularity exponent s  is unknown and has to 

be determined as a part of solution, C  is the amplitude of the stress field at infinity defined by the specimen configuration and 
loading conditions. For the power-law creep constitutive relations, the power-law damage evolution equation and the more 

general remote boundary conditions the self-similar variable   CAtrR sm ~)/(1  can be introduced. After introducing the self-

similar variable the equilibrium equations, the constitutive equations, the compatibility condition retain their forms, whereas the 
damage evolution equation becomes 

 ˆ ˆˆ m

R eR , = -sm /       (10) 

(the superscript ˆ is further omitted). By postulating the Airy stress function  ,R   expressed in the polar coordinate system, 

the stress components state are expressed as: ,RR  , 2, / , /RR R R R    ,  , / ,R RR    .  

The asymptotic solution outside the completely damaged zone  R    is sought in the form 

   1

0 0

, ( ), , 1 ( ).j j

j j
j j

R R f r R g      
 



 

        (11) 

In view of (11) the asymptotic presentation of the stress tensor components has the form 

  1 ( ) ( ) ( ) ( )

0

, ( ), ( ) ( 1) ( ) ( ), ( ) ( 1) ( ), ( ) ( 1) ( ).k k k k k
ij ij RR k k k R k k k k k

k

R R f f f f
                  






            (12) 

It can be shown that the asymptotic series expansion of the strain rate tensor components can be written as: 

  0( 1)( ) ( )

0

, ( ).n+km k
ij ij

k

R R    






      (13) 

3.2. Structure of the asymptotic solution. The leading term of the asymptotic governing equations 

First consider the leading terms of the asymptotic expansions (11): 0 1
0( , ) ( )R r f   , 1   where 0  is indeterminate 

exponent and 0 ( )f   is an indeterminate function of the polar angle, respectively. In view of the asymptotic presentation for the 

Airy stress potential (11) the asymptotic stress field at the crack tip is derived as follows 0 1( , ) ( )ij ijR R    , where 0 1   

denotes the exponent representing the singularity of the stress field, and will be called the stress singularity exponent hereafter. 

According to Eq. 13 the asymptotic strain field as R   takes the form 0 (0)( 1)( , ) ( ).n
ij ijR BR      The compatibility 

condition (Eq. 2) results in the nonlinear forth-order ordinary differential equation (ODE) for the function 0 ( )f  : 
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          0,

(14) 

where the following notations are adopted 
22 2 2 2

0 0 0 0 0(1 ) 4ef f f f        ,  1 0 04 ( 1) 1C n   
,
,  2 0 0( 1) ( 1) 1C n n      

for plane strain conditions; 
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where the following notations are adopted 
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for plane stress conditions respectively. The boundary conditions follow from the traction-free boundary conditions: 

   0 00, 0.f f               (16) 

Hence the governing equations (1) – (6) are transformed into nonlinear eigenvalue problems of ordinary differential equations 
(ODE) with respect to the circumferential coordinate around the crack tip. Thus it is necessary to find the nontrivial solutions of 
(14) and (15) satisfying the boundary conditions (16).  

4. Nonlinear eigenvalue problems. Numerical results. Eigenspectra of nonlinear eigenvalue problems 

The method is further developed in the present work to analyze nonlinear eigenvalue problems of ODE for equations (14) and 
(15). The stress singularity orders 0  and the associated eigenfunctions  0f   for plane strain and plane stress conditions are 

obtained. In general, most of the existing methods have their own merits and are complementary, depending on the nature of the 
problems to be solved. To solve the two-point boundary value problems an efficient method to deal with eigenvalue problems of 
ODE is apparently needed. In this paper the eigenvalues of the nonlinear eigenvalue problems are obtained by the technique 
developed in [24]. The algorithm is intended for mixed mode loading when the eigenvalue is not known and should be 
determined as a part of the solution. The mail idea is to find eigenvalues different from the classical eigenvalue corresponding to 
the HRR problem 0 / ( 1)n n   . To find new eigenvalues an additional requirement following from physical or mathematical 

considerations is need. The new condition of continuity of the radial stress on the line extending the crack is used. The numerical 
results are given in Tables 1-4 for plane strain conditions and in Tables 5-8 for plane stress conditions respectively. 

Table 1. Eigenvalues of the nonlinear eigenvalue problem for 2n   (plane strain conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.309869 -0.006883 -0.409577 0.746037 -0.292556 

0.9 -0.309310 -0.007461 -0.344635 0.777310 -0.313217 

0.8 -0.306884 -0.009687 -0.210585 0.786405 -0.327997 

0.7 -0.302045 -0.015423 -0.089789 0.757415 -0.321367 

0.6 -0.290875 -0.033625 0.019798 0.702499 -0.298084 

0.5 -0.282566 -0.036275 0.108960 0.650499 -0.275722 

0.4 -0.274875 -0.024113 0.186358 0.590347 -0.249031 

0.3 -0.271672 -0.007071 0.260397 0.543846 -0.230473 

0.2 -0.272741 0.007771 0.337598 0.500515 -0.215603 

0.1 -0.275936 0.012592 0.442771 0.459684 -0.203360 

0.05 -0.277383 0.008378 0.518376 0.437743 -0.196991 

Table 2. Eigenvalues of the nonlinear eigenvalue problem for 3n   (plane strain conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.261580 0.165263 -0.783132 0.911946 -0.694200 

0.9 -0.260520 0.160476 -0.817484 0.813416 -0.617651 

0.8 -0.256052 0.144177 -0.838728 0.589120 -0.442762 

0.7 -0.248870 0.126642 -0.831073 0.372380 -0.272113 

0.6 -0.240700 0.109252 -0.814365 0.161493 -0.090100 

0.5 -0.230512 0.082163 -0.787752 -0.101438 0.113079 

0.4 -0.226700 0.083062 -0.782363 -0.155373 0.125205 

0.3 -0.227669 0.095646 -0.801477 -0.213141 0.161948 

0.2 -0.235040 0.104379 -0.822132 -0.280236 0.210731 

0.1 -0.250783 0.093861 -0.837159 -0.369869 0.280496 

0.05 -0.262025 0.067491 -0.805601 -0.431242 0.329927 
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Table 3. Eigenvalues of the nonlinear eigenvalue problem for 4n   (plane strain conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.235100 0.236297 -0.928023 1.014212 -0.898791 

0.9 -0.234510 0.234943 -0.965785 0.912209 -0.808333 

0.8 -0.227530 0.212686 -0.974785 0.667675 -0.587889 

0.7 -0.220460 0.191738 -0.955971 0.440489 -0.384975 

0.6 -0.214380 0.171747 -0.928916 0.232746 -0.200054 

0.5 -0.206813 0.139765 -0.888099 -0.072201 0.0926523 

0.4 -0.204496 0.132479 -0.867790 -0.132744 0.116858 

0.3 -0.206710 0.142094 -0.879023 -0.198359 0.172059 

0.2 -0.215000 0.149162 -0.898657 -0.275789 0.240456 

0.1 -0.233547 0.133510 -0.937100 -0.380728 0.337187 

0.05 -0.249140 0.101767 -0.947125 -0.457725 0.410773 

Table 4. Eigenvalues of the nonlinear eigenvalue problem for 5n   (plane strain conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.221500 0.285827 -1.027835 1.074981 -1.024605 

0.9 -0.218248 0.276260 -1.055626 0.958976 -0.911524 

0.8 -0.210625 0.252063 -1.058479 0.706036 -0.6667539 

0.7 -0.204759 0.230065 -1.034373 0.474972 -0.446257 

0.6 -0.200055 0.208164 -1.00100 0.266302 -0.248949 

0.5 -0.194290 0.175457 -0.954079 -0.053984 0.0932645 

0.4 -0.192320 0.160817 -0.921897 -0.120061 0.112156 

0.3 -0.194812 0.168460 -0.927342 -0.190532 0.177562 

0.2 -0.202342 0.173107 -0.940975 -0.274124 0.257060 

0.1 -0.221158 0.155956 -0.989844 -0.387606 0.369339 

0.05 -0.237872 0.121203 -1.040272 -0.473791 0.457832 

Table 5. Eigenvalues of the nonlinear eigenvalue problem for 2n   (plane stress conditions).  
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.302240 -0.178386 -0.327269 0.3355941 0.227941 

0.9 -0.300320 -0.178070 -0.366381 0.2575700 0.292668 

0.8 -0.286090 -0.192771 -0.407730 -0.088471 0.769239 

0.7 -0.267890 -0.215107 -0.429407 -0.202419 0.293261 

0.6 -0.260930 -0.209033 -0.466896 -0.244312 0.207239 

0.5 -0252332 -0.193741 -0.519713 -0.270032 0.157534 

0.4 -0.243698 -0.168133 -0.584743 -0.285889 0.120618 

0.3 -0.237019 -0.136613 -0.661107 -0.302160 0.092347 

0.2 -0.232479 -0.096929 -0.721807 -0.315939 0.067278 

0.1 -0.229872 -0.051085 -0.763118 -0.331096 0.044413 

0.05 -0.229234 -0.026058 -0.773639 -0.338664 0.033298 

 
Table 6. Eigenvalues of the nonlinear eigenvalue problem for 4n   (plane stress conditions).  
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.25900 0.046297 -0.554192 0.728468 -0.356792 

0.9 -0.25560 0.044068 -0.588519 0.643051 -0.313277 

0.8 -0.24450 0.038444 -0.620481 0.448631 -0.213325 

0.7 -0.23350 0.033607 -0.630460 0.251112 -0.103504 

0.6 -0.22020 0.012148 -0.623434 -0.120807 0.152059 

0.5 -0.21079 0.009305 -0.626547 -0.170003 0.103454 

0.4 -0.20527 0.023364 -0.636587 -0.207179 0.106370 

0.3 -0.20303 0.043891 -0.663582 -0.248072 0.119894 

0.2 -0.20573 0.063168 -0.697544 -0.292794 0.138533 

0.1 -0.21570 0.069677 -0.750661 -0.349948 0.165542 

0.05 -0.22414 0.056261 -0.777450 -0.387722 0.184522 
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Table 7. Eigenvalues of the nonlinear eigenvalue problem for 6n   (plane stress conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.23620 0.092284 -0.640557 0.802232 -0.504505 

0.9 -0.23000 0.088445 -0.672059 0.707014 -0.442238 

0.8 -0.21800 0.084838 -0.700964 0.505557 -0.312884 

0.7 -0.20880 0.082946 -0.707758 0.314326 -0.192580 

0.6 -0.19930 0.069616 -0.698358 -0.075083 0.311685 

0.5 -0.19078 0.059067 -0.688624 -0.137724 0.088869 

0.4 -0.18870 0.071683 -0.691122 -0.179959 0.109436 

0.3 -0.19332 0.091028 -0.713498 -0.227876 0.138206 

0.2 -0.20619 0.106166 -0.748785 -0.282897 0.173351 

0.1 -0.23041 0.104842 -0.833112 -0.356879 0.223327 

0.05 -0.24985 0.084782 -0.912969 -0.410296 0.261073 

Table 8. Eigenvalues of the nonlinear eigenvalue problem for 8n   (plane stress conditions). 
Mixity parameter 0  0 (0)f   0 (0)f   0 ( )f    0 ( )f  

 
0.95 -0.224000 0.113333 -0.684626 0.831308 -0.572658 

0.9 -0.216700 0.109593 -0.715353 0.732220 -0.501304 

0.8 -0.205400 0.107456 -0.743801 0.528789 -0.358568 

0.7 -0.197400 0.107175 -0.749584 0.337838 -0.227508 

0.6 -0.189810 0.098453 -0.740423 0.126048 -0.079175 

0.5 -0.181760 0.082367 -0.723195 -0.123024 0.083357 

0.4 -0.182300 0.093150 -0.723228 -0.167982 0.111747 

0.3 -0.191700 0.110578 -0.746282 -0.219157 0.146879 

0.2 -0.209870 0.122860 -0.785793 -0.278818 0.189787 

0.1 -0.238320 0.118773 -0.892595 -0.359530 0.250648 

0.05 -0.261703 0.97069 -1.035152 -0.419102 0.297851 

5. Results and Discussion. Shape of the completely damaged zone in the vicinity of the crack tip 

Having obtained the angular distributions of the stress, strain and continuity fields one can determine the geometry of the 
completely damaged zone modeled in the vicinity of the crack tip and given by multi-parameter expansion for the continuity:  
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   (17) 

One can compare the boundaries of the CDZ given by the two-term, three-term, four-term, five-term and six-term asymptotic 
expansions of the integrity (continuity) parameter (Eq. 17). It is turned out that if the asymptotic remote boundary condition is 
postulated as the condition of the asymptotic approaching the HRR-field then the shapes of the CDZ given by the two-term 
asymptotic expansion and three-term asymptotic expansions differ essentially from each other. The new stress asymptotic 
behavior results in the contours of the CDZ which converge to the limit contour shown in Figs. 1-7. The new far field stress 
asymptotic can be interpreted as the intermediate stress asymptotics valid for times and distances at which effects of the initial 
and boundary conditions on the stress and damage distributions are lost. The geometry of the completely damage zone for 
different values of the mixity parameter is shown in Figs. 1-5 where 1,2,3,4,5k   is designed the boundary of the CDZ built by 
the use of the 1k   - term asymptotic expansion of continuity. The red line shows the boundary of the CDZ obtained by the two-
term asymptotic expansion of the integrity parameter whereas the blue line shows the boundary of the CDZ obtained by the 
three-term asymptotic expansion of the integrity parameter. The green line shows the boundary of the CDZ obtained by the four-
term asymptotic expansion of the integrity parameter. From Figs. 1-7 it can be seen that the boundary of the CDZ determined by 
the use of the 1k   -term asymptotic expansion of continuity is very close to the boundary built by the k -term asymptotic 
expansion of the continuity parameter whereas the HRR stress field results in the boundary of the CDZ given by the two-term 
expansion which differs substantially from the boundary of the CDZ given by the three-term asymptotic expansion of the 
integrity parameter by the form and dimensions. 
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Fig.1. Geometry of the completely damaged zone in the vicinity of the crack tip for 0pM   and 0.05pM  . 

Fig. 2. The geometry of the totally damaged zone near the crack tip under mixed mode loading for  0.1pM   and 0.2pM  . 

Fig.3. Geometry of the completely damaged zone in the vicinity of the crack tip under mixed mode loading for  0pM   and 0.05pM   (plane strain 
conditions). 
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Fig.4. Geometry of the completely damaged zone in the vicinity of the crack tip. 

 

Fig. 5. Geometry of the completely damaged zone in the vicinity of the crack tip under mixed mode loading for or 0.9pM   and 1pM   (plane strain 
conditions). 

Fig. 6. Geometry of the completely damaged zone in the vicinity of the crack tip under mixed mode loading for 0.3pM   and 0.5pM  . 

6. Conclusion 

Asymptotic crack-tip fields in damaged materials are developed for a stationary plane stress and plane strain crack under 
mixed mode loading conditions in a full range of the mixity parameter varying from the value corresponding to pure Mode I 
loading to pure Mode II loading. The asymptotic solutions are obtained by the use of the similarity variable and the similarity 
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presentation of the solution. On the basis of the self-similar representation of the solution the near crack-tip stress, creep strain 
rate and continuity distributions are given. It is shown that meso-mechanical effect of damage accumulation near the crack tip 
results in new intermediate stress field asymptotic behavior and requires the solution of nonlinear eigenvalue problems. To attain 
eigensolutions a numerical scheme is worked out and the results obtained provide the additional eigenvalues of the HRR 
problem. By the use of the method proposed the whole set of eigenvalues for the mode crack in a power law material under 
mixed mode loading can be determined. The self-similar solutions are based on the idea of the existence of the completely 
damaged zone near the crack tip. The stress and creep strain rate angular functions are constructed. The higher order terms of the 
asymptotic expansions of stresses, creep strain rates and continuity parameter allowing to obtain the contours of the completely 
damaged zone in the vicinity of the crack tip are derived and investigated. The extent of the area in the vicinity of the crack tip 
where the material undergoes damage for the specimen under tensile loading is studied in [29 33]. The results obtained in the 

present paper are in good agreement with the results of [29-33]. 

Fig. 7. Geometry of the completely damaged zone near the crack tip under mixed mode loading for 0.7pM   and 0.9pM  . 
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Abstract 

The paper is devoted to the study of the dynamic model of the autocatalytic combustion reaction in an inert medium with partial heat removal 

from the reaction phase to the environment. We pay particular attention to modelling of the critical regime, which is a kind of a watershed 

between the slow burning regimes and explosion modes. New algorithm for computing a critical value of the control parameter is presented. 

Keywords: filtration combustion; thermal explosion; critical phenomena; singular perturbations; integral manifolds; canards 

1. Introduction 

In last few years there was an increase in researches concerning multiphase combustions systems. The results of the studies 

are widely used in the problems of safety of gas emissions, explosive dust clouds, mixture detonations, transportation and use of 

combustible and explosive substances. 

In the present paper we consider a mathematical model of autocatalytic combustion reaction in a multiphase medium. The 

multiphase nature of the process arises from the existence of inert phase alongside with the reactant phase. The inert medium 

could correspond, for example, to a dusty medium or a porous matrix. We paid particular attention to the modelling of the 

critical regime that is kind of a watershed between the slow burning regimes and thermal explosions. 

The main goal of the mathematical theory of thermal explosion [1-4] is to study the dynamics of the combustion process for a 

given dimensions of the reactor, thermophysical and kinetic characteristics, heat transfer coefficient. These characteristics 

correspond to parameters of the differential system, which is a mathematical model of the process. Under certain conditions of 

values of these parameters, the reaction proceeds for as long as possible without transition into the explosion or the slow burning 

mode. We call such regime a critical one. 

The goal of the present work is to determine the values of the parameters that correspond to the critical regime. In order to 

find the values we consistently applied analytical and numerical methods. The main result of the paper is the derivation of the 

algorithm used in calculation of a value of the control parameter of the system that corresponds to the critical regime. The 

critical value of the control parameter is a solution of an algebra-differential system. 

2. Model 

We consider combustion model of a rarefied gas mixture in an inert porous, or in a dusty, medium. We assume that the 

temperature distribution and phase-to-phase heat exchange are uniform. The chemical conversion kinetics are represented by a 

one-stage, irreversible reaction. The dimensionless model in this case has the form [5-7]: 

𝛾
𝑑𝜃

𝑑𝜏
= 𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
) − 𝛼(𝜃 − 𝜃𝑐) − 𝛿𝜃,   (1) 

𝛾𝑐
𝑑𝜃𝑐

𝑑𝜏
= 𝛼(𝜃 − 𝜃𝑐),   (2) 

𝑑𝜂

𝑑𝜏
= 𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
),   (3) 

with initial condotions 

𝜂(0) = 𝜂0/(1 + 𝜂0) = �̅�0,  𝜃(0) = 𝜃𝑐(0) = 0.   (4) 

Here 𝜃 and 𝜃с are the dimensionless temperatures of the reactant phase and of the inert phase, respectively; 𝜂 is the depth of 

conversion; 𝜏 denotes the dimensionless time; 𝜂0 is the parameter for autocatalyticity (this kinetic parameter characterizes the 

degree of self-acceleration of the reaction: the lower the value, the more marked the autocatalytic reaction will be). The terms 

−𝛿𝜃  and −𝛼(𝜃 − 𝜃𝑐)  reflect the external heat dissipation and phase-to-phase heat exchange. The parameters 𝛾  and 𝛾𝑐 

characterize the physical features of the reactant phase and of the inert phase, respectively. System (1)-(3) is singularly perturbed 

since 𝛽 and 𝛾 are the small for typical combustible gas mixture [1-3].  

Depending on the relation between values of the parameters, the chemical reaction either moves to a slow regime with decay 

of the reaction, or into a regime of self-acceleration which leads to an explosion. So, if we change the value of one parameter, 

with fixed values of the other parameters, we can change the type of chemical reaction. Let us consider 𝛼 as a control parameter. 

For some value of 𝛼 (we call it critical) the reaction is maintained and gives rise to a rather sharp transition from slow motions to 

explosive ones. The transition region from slow regimes to explosive ones exists due to the continuous dependence of the system 
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(1)-(3) on the parameter 𝛼. To find the critical value of the parameter 𝛼, it is possible to use special asymptotic formulae [4, 7, 

8]. That approach was used in [5-7, 9] for system (1)-(3), in [10-19] for other laser and chemical systems, and in [20-24] for 

some biological problems. In the next section the main results concerning this approach obtained for system (1)-(3) are given. 

The realizability conditions for the critical regime were obtained in the form of a system of non-linear algebra-differential 

equations, but the problem of calculating the critical value of the control parameter with the help of this system had not been 

solved. The paper is devoted to develop an algorithm for calculating the critical parameter value. The readers can find details of 

this algorithm in Sections 4 and 5. 

3. Modelling of the critical regime 

We will consider the case 𝜂0 = 0 for the sake of simplicity, taking into account that for case 𝜂0 ≠ 0 the correction to the 

initial conditions can be found with help of fast integral manifolds [4]. 

The slow surface 𝑆 of system (1)-(3) is described by the equation (see Figure 1): 

𝜂 (1 − 𝜂)exp (
𝜃

1+𝛽𝜃
) − 𝛼(𝜃 − 𝜃𝑐) − 𝛿𝜃 = 0.   

 

Fig. 1. The slow surface of system (1)-(3). 

This surface is a zero-order (𝛾 =0) approximation of a slow integral manifold of the system [4, 7, 8]. Recall, that the slow 

integral manifold of a singularly perturbed system is defined as an invariant surface of slow motions, i.e., the flow on it has the 

order O(1) as 𝛾 →0. Far from the slow surface, the fast variables of the system vary very rapidly, with a speed of order O(1/𝛾) as 

γ→0. 

The intersection of the slow surface with the surface of irregular points (see Figure 2), given by the expression 

𝜂 (1 − 𝜂)exp (
𝜃

1+𝛽𝜃
)

1

(1+𝛽𝜃)2 − 𝛼 − 𝛿 = 0   

determines a breakdown curve. The breakdown curve separates the stable (𝑆𝑠) and unstable (𝑆𝑢) subsets of the slow surface S, 

see Figure 3. System (1)-(3) has an stable integral manifold (𝑆𝑠) and an unstable integral manifold (𝑆𝑢) 
 
near 𝑆𝑠  and 𝑆𝑢 , 

respectively.  

When 𝛼 > 𝛼∗ the trajectories of the system starting at the initial point move along the stable branch 𝑆𝑠 and the temperature 

𝜃 does not reach relatively large values (see Figure 4). These trajectories correspond to the slow burning regimes. 

When 𝛼 < 𝛼∗ the system's trajectories, having reached the breakdown curve along 𝑆𝑠 at the tempo of the slow variable, jump 

into the explosive regime (see Figure 5). 

Due to the continuous dependence of the right-hand side of (1)-(3) on the parameter 𝛼 there are some intermediate trajectories 

in the region between those shown above. For some value 𝛼 = 𝛼∗ we can glue the stable and unstable slow integral manifolds at 

a point of the breakdown curve to get a canard [7, 8, 25, 26], i.e., the system’s trajectory which at first move along the stable 

slow integral manifold and then continue for a while along the unstable slow integral manifold, see Figure 6. 

The canard describes the critical regime that separates the domain of slow burning modes and the domain of thermal 

explosion. A deviation from the value of 𝛼∗ leads to the destruction of the gluing of stable and unstable slow integral manifolds 

with a subsequent reaction’s transition either to the slow regime (when the trajectory of the system unfolds along a stable 

manifold from the breakdown curve) or into the thermal explosion mode (when the trajectory, reaching the breakdown curve, 

jumps from the slow manifold and rapidly runs away from it). 
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Fig. 2. The surface of irregular points.  

 

Fig. 3. The intersection of the slow surface of system (1)-(3) with the surface of irregular points. On the intersection (the breakdown line) the stability of the 

slow manifold changes. The upper and lower sheets of the slow surface are stable, the part enclosed between the surface of irregular points is unstable. 

  

Fig. 4. The trajectory (left) and the 𝜃-component (right) in the case of a slow birning regime:  
𝛼 = 3, 𝛽 = 0.1, 𝛾 = 0.001, 𝛾𝑐 = 0.7, �̅�0 = 0.02, 𝛿 = 0.02.  

  

Fig. 5. trajectory (left) and the 𝜃-component (right) in the case of thermal explosion:  
𝛼 = 0.7, 𝛽 = 0.1, 𝛾 = 0.001, 𝛾𝑐 = 0.7, �̅�0 = 0.02, 𝛿 = 0.02.  
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Fig. 6. The canard and the 𝜃-component (right) in the case of critical regime: 𝛼 = 0.949, 𝛽 = 0.1, 𝛾 = 0.001, 𝛾𝑐 = 0.7, �̅�0 = 0.02, 𝛿 = 0.02.  

To calculate the critical value of the parameter 𝛼 = 𝛼∗ and the asymptotic expressions for the corresponding canard 

𝛼∗ = 𝛼0 + 𝛾𝛼1 + 𝑜(𝛾),   

𝜃(𝜂, 𝛾) = 𝜑0(𝜂) + 𝛾𝜑1(𝜂) + 𝑜(𝛾),  (5) 

𝜃𝑐(𝜂, 𝛾) = 𝜓0(𝜂) + 𝛾𝜓1(𝜂) + 𝑜(𝛾),   

we use the usual method of eliminating an independent variable. In this case, the system (1)-(3) takes the form  

𝛾
𝑑𝜃

𝑑𝜂
𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
) = 𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
) − 𝛼(𝜃 − 𝜃𝑐) − 𝛿𝜃,  

𝛾𝑐
𝑑𝜃𝑐

𝑑𝜂
𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
) = 𝛼(𝜃 − 𝜃𝑐).   

We substitute (5) into these equations to get 

𝛾(𝜑0
′ + 𝛾𝜑1

′ )𝜂 (1 − 𝜂)exp (
𝜑0

1+𝛽𝜑0
) [1 + 𝛾

𝜑1

(1+𝛽𝜑0)2] = exp (
𝜑0

1+𝛽𝜑0
) [1 + 𝛾

𝜑1

(1+𝛽𝜑0)2]   

 −(𝛼0 + 𝛾𝛼1)(𝜑0 − 𝜓0 + 𝛾(𝜑1 − 𝜓1)) − 𝛿(𝜑0 + 𝛾𝜓1) + 𝑜(𝛾), (6) 

𝛾𝑐(𝜑0
′ + 𝛾𝜑1

′ )𝜂 (1 − 𝜂)exp (
𝜑0

1+𝛽𝜑0
) [1 + 𝛾

𝜑1

(1+𝛽𝜑0)2]   

 = (𝛼0 + 𝛾𝛼1)(𝜑0 − 𝜓0 + 𝛾(𝜑1 − 𝜓1)) + 𝑜(𝛾). (7) 

Setting 𝛾 = 0 in (6) and (7), we obtain 

𝜂 (1 − 𝜂)exp (
𝜑0

1+𝛽𝜑0
) − 𝛼0(𝜑0 − 𝜓0) − 𝛿𝜑0 = 0,  (8) 

𝛾𝑐𝜑0
′ 𝜂 (1 − 𝜂)exp (

𝜑0

1+𝛽𝜑0
) = 𝛼0(𝜑0 − 𝜓0).  (9) 

From the equation of the breakdown curve, taking into account (5), we have 

𝜂∗ (1 − 𝜂∗)exp (
𝜑0

∗

1+𝛽𝜑0
∗)

1

(1+𝛽𝜑0
∗ )2 − (𝛼0 + 𝛿) = 0,  (10) 

where (𝜂∗, 𝜑∗, 𝜓∗) is the gluing point of the slow integral manifolds. 

After double differentiation (8) with respect to 𝜂, with taking into account (10), we get one more condition at the gluing point: 

(1 − 2𝜂∗) exp (
𝜑0

∗

1+𝛽𝜑0
∗) + 𝛼0𝜓0

′∗ = 0,   𝜓0
′∗ = 𝜓0

′ (𝜂∗). (11) 

Thus, the expressions (8)-(11) give us the zeroth order approximations of the critical value of the control parameter and the 

canard. 

Further, in order to find the first order approximations, we equate the coefficients of 𝛾 in the first degree in the system (6), 

(7). As a result, we get: 

𝜑0𝜂 (1 − 𝜂)exp (
𝜑0

1+𝛽𝜑0
) = [𝜂 (1 − 𝜂)exp (

𝜑0

1+𝛽𝜑0
)

𝜑1

(1+𝛽𝜑0)2 − (𝛼0 + 𝛿)] 𝜑1 + 𝛼0𝜓1 − 𝛼1(𝜑0 − 𝜓0), (12) 
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𝜂 (1 − 𝜂)exp (
𝜑0

1+𝛽𝜑0
) [𝜑0

′ + 𝛾𝑐𝜓1
′ +

𝜑1(𝛾𝑐𝜓0
′ −1)

(1+𝛽𝜑0)2 ] = −𝛿𝜑1. (13) 

𝛼1 =
1

𝜑0
∗ −𝜓0

∗ [𝛼0𝜓1
′∗ − 𝜑0

′∗𝜂∗ (1 − 𝜂∗)exp (
𝜑0

∗

1+𝛽𝜑0
∗)].  (14) 

Here 𝜑0
′∗ = 𝜑0

′ (𝜂∗). 
The expressions (12)-(14) determine the first order approximations of the critical value of the control parameter and the 

canard. It should be noted that to calculate the values of 𝛼0 and 𝛼1 from (8)-(14) it is necessary to apply numerical methods. The 

development of the algorithm for finding the critical value of the control parameter is our next goal.  

4. The gluing point 

In order to verify the correctness of the algorithm, developed in the present paper, we can use some specific case when an 

analytical solution of (8)-(14) is available and compare it to the one yielded by our method. For this goal we now consider the 

case 𝛿 =0 which corresponds the absence of external heat dissipation.  

In the case 𝛿 =0 system (1)-(3) possesses a first integral 

𝜂 −𝛾𝜃 − 𝛾𝑐 𝜃𝑐  = 0. 

With the help of this first integral, we can reduce the order of system (1)-(3) by eliminating the variable 𝜃𝑐. As a result we obtain 

a plane system: 

𝛾
𝑑𝜃

𝑑𝜏
= 𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
) − 𝛼(1 + 𝛾/𝛾𝑐)𝜃 + 𝛼/𝛾𝑐(𝜂 − �̅�0),  

𝑑𝜂

𝑑𝜏
= 𝜂 (1 − 𝜂)exp (

𝜃

1+𝛽𝜃
). 

Here we have to deal with the slow curve rather than then slow surface [5-7, 9]. The coordinates of the gluing point of the 

integral manifolds for some value 𝛼 = 𝛼0 can be found from the self-intersection conditions of the slow curve, which in our 

case have the form  

𝜂∗(1 − 𝜂∗) exp (
𝜃∗

1+𝛽𝜃∗) − 𝛼𝜃∗ +
𝛼

𝛾𝑐
𝜂∗ = 0,  (15) 

(1 − 2𝜂∗)exp (
𝜃∗

1+𝛽𝜃∗) +
𝛼

𝛾𝑐
= 0,  (16) 

𝜂∗(1 − 𝜂∗) exp (
𝜃∗

1+𝛽𝜃∗)
1

(1+𝛽𝜃∗)2 − 𝛼 = 0.  (17) 

From (15) and (17) we get  

𝜂∗ = 𝛾𝑐𝜃∗ − (1 + 𝛽𝜃∗)2𝛾𝑐.  (18) 

Using (15) and (16), we obtain 

(1 − 2𝜂∗)(𝜃∗ − 𝛾с
−1𝜂∗) + 𝛾с

−1𝜂∗(1 − 𝜂∗) = 0.   

From here it follows that 

𝛾𝑐(1 + 𝛽𝜃∗)4 = 𝛾𝑐𝜃∗2 − 𝜃∗.  (19) 

Equations (18) and (19) give us the values 𝜃∗ and 𝜂∗. Further, from equation (16) we obtain  

𝛼0 = 𝛾𝑐(2𝜂∗ − 1) exp (
𝜃∗

1+𝛽𝜃∗).   

Using the smallness of the parameter 𝛽 , from (19) we can analytically find the value 𝜃∗  in the form of an asymptotic 

expansion with respect to the parameter 𝛽: 𝜃∗ = 𝜃00
∗ + 𝛽𝜃01

∗ + o(𝛽).  Similar expansions can also be written for 𝛼0 and 𝜂∗. In 

the case 𝛽 = 0 we have: 

𝜃00
∗ =

1

2
(𝛾с

−1 + √4 + 𝛾с
−2),    

𝜂00
∗ = 𝛾𝑐(𝜃00

∗ − 1),   

𝛼00 =
exp (𝜃00

∗ )

2+√4+𝛾с
−2

.   
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5. Algorithm for calculating the critical value of the control parameter 

Let us describe an algorithm for solving the system of nonlinear algebra-differential equations (8)–(11) with initial conditions 

that we obtained from (4)–(5): 

𝜂(0) =
𝜂0

1+𝜂0
= �̅�0,  𝜑0(0) = 𝜑0.   

We consider numerical solution of the system. Using (8) we get: 

𝜓0 = 𝜑0 (1 +
𝛿

𝛼0
) −

𝜂(1−𝜂)

𝛼0
exp (

𝜑0

1+𝛽𝜑0
) . 

Taking the derivative yields: 

𝜓0
′ =

1

𝛼0
[𝜑0

′ (𝛼0 + 𝛿) + (1 − 2η)exp (
𝜑0

1+𝛽𝜑0
) − 𝜂(1 − 𝜂) exp (

𝜑0

1+𝛽𝜑0
)

𝜑0
′

(1+𝛽𝜑0)2] . 

Now, let us substitute 𝜓0 and 𝜓0
′  into (9): 

𝜑0
′ = (

𝛼0

𝛾𝑐
−

𝛼0𝛿𝜑0

𝛾𝑐𝜂(1−𝜂) exp(
𝜑0

1+𝛽𝜑0
)

+
(1−2𝜂)

𝜂(1−𝜂)
exp (

𝜑0

1+𝛽𝜑0
)) / (𝛼0 + 𝛿 −

𝜂(1−𝜂) exp(
𝜑0

1+𝛽𝜑0
)

(1+𝛽𝜑0)2 ) .  

We get a first order ordinary differential equation with respect to 𝜑0 = 𝜑0(𝜂), where 𝜂 is a variable and 𝛼0 is a constant. 

For any given value of 𝛼0  we can solve the equation using Runge-Kutta fourth-order method. This method has a good 

precision and, in spite of its laboriousness, is widely used to obtain a numerical solution for ordinary differential equations. 

Moreover, we can further benefit from this method by using an adaptive stepsize.  

Next, in order to the coordinates of the gluing point we find 𝜂∗ and 𝜑0
∗  from (10) and (11): 

𝜂∗(1 − 𝜂∗) exp (
𝜑0

∗

1+𝛽𝜑0
∗)

1

(1+𝛽𝜑0
∗ )2 − (𝛼0 + 𝛿) = 0 , 

(1 − 2𝜂∗) exp (
𝜑0

∗

1+𝛽𝜑0
∗) + 𝛼0

𝜂∗(1−𝜂∗) exp(
𝜑0

∗

1+𝛽𝜑0
∗)−𝛿𝜑0

∗

𝛾𝑐𝜂∗(1−𝜂∗) exp(
𝜑0

∗

1+𝛽𝜑0
∗)

= 0. 

We can also solve this nonlinear system numerically using any of existing iterative methods. Let us note that sometimes it is 

possible to solve such systems by applying the elimination and back substitution method. However, in vast majority of cases 

iterative methods are used. Next, we substitute the solution 𝜂∗ into (8) to obtain 𝜑0
∗∗. Minimizing the difference between 𝜑0

∗  and 

𝜑0
∗∗, we can find 𝛼0 with arbitrary precision. 

Analogously, we get 𝛼1 from (12)-(14) as we already computed 𝛼0. 

The algorithm was implemented using Java. To verify the correctness of the algorithm we considered a special case (𝛽 = 0, 

𝛾 =  0, 𝛿 = 0), that allows us to solve the system analytically. Then we compared the analytical solution with the numerical 

solution yielded by the algorithm. The results for 𝛼0 are presented in Table 1. 

Table 1. The comparison between analytical and numerical solutions for 𝛼0for various values of 𝛾𝑐. 

 

𝛾𝑐 

𝛼0 

Analytical solution Numerical solution 

0.6 1.837200 1.837291 

0.7 1.566012 1.566038 

0.8 1.393921 1.393923 

0.9 1.275978 1.275919 

1.1 1.125980 1.125923 

1.2 1.075605 1.075623 

1.3 1.035258 1.035253 

6. Conclusion 

We have studied the mathematical model of filtration combustion of combustible gas in an autocatalytic reaction case. We 

have shown that the critical phenomena of the model can be described by the canard. The critical regime is a kind of watershed 

between the safe processes and thermal explosion regimes. We have established that it is possible to control the mode and, 
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therefore, the combustion process by adjusting the parameter characterizing the heat removal from the reaction phase to the 

external environment. 

We have developed a new algorithm that allows to compute the critical value of the control parameter by combining 

analytical methods of the geometric theory of singular perturbations and numerical methods. The presented algorithm can be 

used in other similar problems for studying critical phenomena in dynamic systems and calculating critical values of control 

parameters. 
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Mathematical modeling radio tomographic ionospheric parameters 
reconstruction via nanosatellites constellation for conditions of incomplete 

source data 

O.V. Phylonin1, P.N. Nikolaev1 
1Samara National Research University, 34 Moskovskoe Shosse, 443086, Samara, Russia 

Abstract 

The results of mathematical simulation of the formation of initial projection data for the problems of radio-tomography of the ionosphere using 
navigation satellites GPS and constellation of low earth orbit nanosatellites are presented. It is shown that for ring carriers (spherical layers), in 
the incompleteness of chordal data, the problems of reconstructing the electron density can be reduced to problems of low-angle tomography 
and the use of high-speed FBP algorithms. 

Keywords: radio-tomography of the ionosphere; total electron content; nanosatellites; navigation satellites; FBP 

1. Introduction 

One of the promising areas of application of small satellites, including nanosatellites (NS), is their use for solving problems of 
radio-tomography, lidar-tomography of the ionosphere, analysis of the composition of cosmic radiation, etc. The radio-
tomography of the ionosphere (IRT) makes it possible to study various ionospheric structures, namely: 

 ionization dips, in particular the total electron content (TEC); 
 wave and quasiwave structure;  
 traveling ionospheric disturbances (TIDs): "blobs", "patches", "bubbles", "ionization tongue"; 
 ionospheric "traces" of the corpuscular ionization, etc. 

Studies of the structure of the ionosphere are important both for a theoretical understanding of the physics of processes 
occurring in it, and for many practical problems, since the ionosphere as a medium for the propagation of radio waves 
significantly affects the operation of various navigation, location and communication systems. The existing radar facilities and 
ionosondes allow only local diagnostics of the ionosphere. The creation of a fairly dense network of traditional ionosphere 
probes [1] is very difficult and expensive. 

At the same time, existing satellite constellation such as: 
 low earth orbit (LEO) constellation - Russian "cicada" American "Transit"; 
 high earth orbit (HEO) constellation GPS/GLONASS; 
 network of ground-based receivers, 

make it possible to sounded the ionosphere in different directions and to apply tomographic methods for reconstructing the 
ionosphere parameters. 

In other words, IRT techniques allow to reconstruct the spatial structure of the electron density of the ionospheric plasma 
[1, 3]. From the beginning of the 1990s, radio-tomography systems operate on the basis of LEO navigation systems. In recent 
years, radiotomographic studies have been actively carried out using data from HEO navigation systems [4, 5]. To identify 
different types of ionospheric radio tomography are used here, the terms LEO radio tomography, HEO radio tomography: 
LEORT and HEORT, respectively. 

The radio-tomography of the ionosphere is based on the use, for example, of a two-frequency method, the essence of which 
can be clarified as follows. When the satellite is moving, ground receiving stations, or other satellites in the same orbit, 
continuous measurements of the phase delay of signals passing through the ionosphere at two frequencies are conducted. The 
initial data (chord data in the sense of Radon) are the corresponding phase paths of the radio signals measured in the lengths of 
the probing waves. If the frequency of the signals is much higher than some, the so-called plasma frequency, then from these 
data it is possible to determine the integral of the electron concentration along the trajectory of the satellite-receiver beam (the 
so-called total electronic content - TEC): 

 
2 2

1 2 1 2
2 2

1 2 1 2
e

l

L L f f c
N r dl const

f f Kf f

 
     

  

here: c  - speed of light, 3 240.308 /K m s . 
Thus, a typical problem of tomographic type arises - the definition of a function of several arguments with respect to a set of 

linear integrals from it (along the paths of the satellite-receiver). Essential features of this problem are: 
 Firstly, the presence of an unknown phase constant for each beam of rays (since only phase change is possible for 

observations during the span of the satellite in the visibility zone). 
 Secondly, the uncertainty of the problem due to the fact that only a small number of beams of satellite-receiver beams 

intersect the local area of space (and in the case of HEORT, there may also exist areas of total absence of data 
associated with the unevenness of the network of receiving stations). 
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 Thirdly, when forming the initial chord data with the help of relatively HEO constellations of satellites, for example, GPS, 
forming highly stable radio pulses and low-orbiting groups of nanosatellites, recording the radio sounding signals, we 
deal with small amounts of chord data obtained in limited angles of convergence on a ring carrier. 

The first problem is solved by using the phase difference approach (as an input difference of the integrals are taken over the 
neighboring rays, not the integrals themselves). To solve the second problem can be used iterative algorithms to ensure 
convergence to the normal solution (for a given norm), and also use special grid [6]. 

Regarding the third aspect it should be noted that the use of navigation satellite constellations such as GPS / GLONASS in 
combination with LEO nanosatellites constellation requires the development of innovative methods for the formation of the 
original projection data and algorithms for reconstruction of the desired spatial function distribution - such as electron density. 
This is due to the fact that the volumes and the possibility of such devices allow only transmit a digital code of the selected chord 
data in the Mission Control Center (MCC). 

2. Analysis of the possibilities of using satellite constellations GLONASS, GPS in the problems of radio-tomography of 
the ionosphere in combination with LEO clusters of nanosatellites 

Methods and means of HEORT, and LEORT allow to recover not only the natural ionospheric irregularities, but also to detect 
ionospheric disturbances generated by anthropogenic sources. In particular, perturbations caused by the rocket launches, 
industrial explosions, powerful HF radiation [5, 6]. Methods of RTI using GPS / GLONASS constellation and LEO (250 - 450) 
km NS clusters also enable to determine the plasma flows, considering the sequence of radio tomography section of the 
ionosphere. 

Input data for ionospheric monitoring problems are measuring the radio signal phase (phase path) when passing them to the 
path from the satellite to the ground station receiver at two operating frequencies. For GPS systems, these frequencies are 

1 21575.42 MHz, 1227.60 MHzf f  . Radio signals are continuously emitted by satellite navigation systems; provide many 

opportunities for the implementation of the ionospheric plasma research using radio-tomography methods. At the same time, the 
use of LEO and HEO systems leads to two essentially different objectives. The classical methods LEORT let you receive the 
"instant" two-dimensional cross-section of the ionosphere with high resolution (20 - 30) km. Modern HEORT systems provide 
four-dimensional (spatial / temporal), the electron density distribution at a lower resolution (up to 30 - 50) km directly dependent 
on the density of the network of receiving stations in the region. 

The next stage of the IRT is a process for sounding of the ionosphere with the help of signals emitted by navigation systems, 
and the registration of radio signals that have passed a certain layer of the ionosphere, by using LEO constellation of micro and 
nanosatellites (orbit altitude 220-270 km). The satellites in the GLONASS system are moving in three orbital planes are 
separated relative to each other along the longitude of the ascending node 120°. The inclination of the orbital plane is 64.8 ° ± 
0.3°. The orbits close to circular. The average height of orbits is 19,100 km. Each orbital plane is uniformly 8 satellites. Satellite 
orbital period is 11 hours and 15 minutes 44 ± 5 seconds. 

Satellites in the GPS system are moving in six orbital planes are separated relative to each other along the longitude of the 
ascending node at 60°. The inclination of the orbital plane is 55°. The orbits close to circular. The average height of the orbit 
20189 km. Four satellites located in each orbital plane. The orbital period of the satellite 11:00 57 min 59.2 s (half of a sidereal 
day). 

Each satellite has an atomic clock periodically synchronized by commands from Earth. Each satellite clocks synchronized 
satellite transmission via a special code signal. Before transmitting coded signals are modulated reports of movement trajectories 
of satellites and satellite parameters of time scales displacement models relative to the system scale. These messages are called 
navigation messages. 

The structure of the signals transmitted by different satellites, such that: 
 the receiver has the ability to separate these signals; 
 assess their parameters; 
 allocate navigation messages independently. 

3. Features of the formation of a LEO CubeSat cluster in relation to the satellite constellation (GLONASS, GPS) to 
ionospheric radio tomography study 

To solve the problems of IRT by using navigation satellite constellations (GLONASS, GPS) and LEO clustered systems of 
CubeSat format, it is obviously necessary to arrange the NS in this orbit so that the conditions for obtaining the initial projection 
data in the sense of Radon's inverse are satisfied. It is clear that in this sense, the locations of the navigation satellites are rigidly 
fixed, therefore, the formation of the initial projection data is possible only through the configuration of the orbital constellation 
of the NS. It should be noted that the IRT using small satellites constellation can be implemented in several ways: 

1. By placing constellation of small satellites equipped with transmit-receive systems on the low and medium orbits [7]. 
Sounding is performed along the chord direction in a ring layer (2D reconstruction problem) using the transmitters and receivers 
installed on each small satellite. Reconstruction accuracy at radio-tomography such organization depends on the frequency 
stability of the transmitters emitted radio wave pulses, the accuracy in determining the location of the small satellite in orbit, of 
the orbit itself forms etc. Furthermore, the pulses emitted by each small satellite transmitter should be identical, since it also 
determines the accuracy of the reconstruction of the desired functional distributions. It is clear that it is possible to meet these 
conditions, which allow obtaining an acceptable accuracy of IRT reconstruction [8], only in devices of relatively large mass, 
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since on their board it is necessary to mark highly stable transmitters, high-precision clocks, sensitive radio signal receivers, 
microprocessor control modules and preliminary data processing. 

 
Fig. 1.  Example of orbital configuration of GPS and LEO NS cluster for the IRT. 

2. At that time, using radio signals of high quality of constellation of navigation satellites and a group of nanosatellites, a 
completely satisfactory solution of the problems of IRT is possible. Two frequency radio signal receivers, microprocessor 
control modules and preliminary processing of initial data, as well as transmitters of one-dimensional data sets to the control 
center, must be installed on board each NS. 

Fig. 1 shows an example of the organization of an orbital constellation consisting of four GPS satellites (the average height of 
the orbit 20189 km) and eight nanosatellites placed in low orbit (220 - 270) km. The orbital plane, in this case the same - it is 
assumed the two-dimensional solution to the problem of IRT. Recall that the orbital period GPS - the satellite is 11 hours 57 
minutes 59.2 seconds (half a sidereal day), and NS treatment period (8090) minutes for definiteness choose 90 minutes. It is 
obvious that for half a sidereal day, each of the NS, who is in a low orbit, make eight orbit pass. At present, many researchers to 
solve the ionospheric radio tomography problem apply algebraic method of reconstruction of the desired functionality 
distributions, e.g., the electron density distribution [2]. Indeed, this approach makes it possible to get the maximum resolution 
and accuracy ionospheric radio tomography problems, but at the same time requires huge computational costs. Significantly 
lower amounts of computational procedures allow tomography methods based on algorithms of convolution (FBP) and Fourier 
transforms (FT) [9]. The accuracy and resolution of the reconstruction are quite satisfactory. 

When navigation satellites and NS are moving in their orbits, projection data corresponding to a certain angle of convergence-
the angle between projections is formed. In particular, after 600t c   time interval the satellite will take the position shown in 
Fig. 1 a), therefore, the convergence angle of will be 2 ( 5 ) 10     . Due to the orbital motion of the satellite in a position 

5    to register the chord data will be NS by numbered 8, 7, 6. Hence the issue for the microprocessor module processing 
raw data - the redistribution of integral chordates values of the on the corresponding recovery zone iD . The signals from 
satellites are recorded respectively Ns triple numbered 2, 3, 4, ..., 6, 7, 8, taking into account the orbital NS bias. Fig. 1 b) shows 
the geometry of chord formation data over a time interval 5400t c   . 

Note that, as during orbital period navigation satellite, nanosatellites make eight orbit passes, it needs careful conversion of 
chord data for each of the reconstructed area iD . The number of these circular areas should be more than twice as shown in 
Fig. 1 a). 

Fig. 1 c) represented by the ideology of the pre-calculates base projection data to reconstruct the desired functionality 
distributions, for example, the TEC with the methods of few-view computer tomography. Its essence boils down to the following 
provisions: 

 Implemented conversion of projection data from the fan-beam geometry to orthogonal geometry, but the reconstruction of 
the circular area is not completely filled with the chords of the projection; 
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 On the basis of a priori data, using interpolation methods in Fourier space completions produced projection data (on 
circular harmonics) [9] - to completely fill the circular recovery zone; 

 With the help of transmitters installed on each NS, are transmitted one-dimensional projection data in the MCC, and the 
corresponding received complete a definition data for each projection. The number of the actual results of the 
projections is not enough to reconstruct the size of the matrix n n . 

 Taking into account the a priori data, using the properties of symmetry of the Fourier images, using multiprocessor 
computing complexes MCC made completions missing projections, so that the condition [9]: the number of projections, 
in all corners of the projection should be about 1.5 times greater than the dimension recovered format n n  (in one 
dimension - n ); 

 The final stage of the procedure is performed each convolution kernel with low-frequency projection and rear projection - 
the restoration of the desired functional distribution for each of the circular zone iD . Then, using interpolation methods, 
recalculates the required data in the annular zone. 

Thus, based on their characteristics produce raw projection data for IRT problems using constellation of navigation satellites 
and clusters of NS, it is easy to define the conditions to be met by hardware modules installed on each CubeSat: 

 On each NS to be installed highly sensitive receivers for frequencies (for the reception of signals from GPS devices); 
 Each NS should contain module to determine its location on the orbit by GPS data; 
 Computational modules are installed on each NS must provide the required source data processing speed. Perform the 

appropriate procedures for conversion of projection data of a fan in an orthogonal geometry, redefine the number of 
chords to fill each round of reconstruction iD . Achieving these goals is only possible when using multiprocessor 
computing modules equipped with the appropriate amount of RAM. 

 To send the original one-dimensional projection array to the CPU required transmitters with a wide bandwidth. From the 
standpoint of reliability, each satellite must contain two such from each transmitter is capable of transmitting data, e.g., 
each pair of GPS. 

 To coordinate referred modules each NS must contain the microprocessor control units. 
 Each NS must be a certain way to orient in space and place on a circular orbit at equal distances from each other, for this 

purpose in each of the NS shall be provided accommodation compact three-axial gyroscope, and a set of actuators. 
In order to accommodate the listed modules and accessories to the NS must use 7U CubeSat format. This format is an 

assembly CubeSat as a Makarov three-dimensional cross and contains 7 1U CubeSat format modules. This design allows you to 
install it on additional self-extracting solar panels, self-parabolic reflector antennas for receivers and transmitters of GPS signals 
to communicate with MCC. To increase the power available, the surface of 3D 7U CubeSat satellite is covered with solar panels. 
Conclusion and startup cluster consisting of those of the NS by means of "Soyuz", in which a transition compartment for up to 4 
transport and display systems, each of which contains 4 3D 7U CubeSat format apparatus. The launch of clusters consisting of 
such NS can be carried out with the help of the Soyuz, in the transition compartment of which it is possible to arrange up to four 
deployment systems, each of which contains four devices of the 3D 7U CubeSat format. 

4. Mathematical model of radio tomography analysis of ionospheric parameters using GPS system and nanosatellites 
cluster 

The effectiveness of the proposed methods radio tomography of the ionosphere using navigation systems such as GPS / 
GLONASS and LEO NS clusters depends on many factors, such as a function of the gravitational field potential in the plane of 
the NS orbit, the curvature of the trajectory of the sounded antenna beam as a function of the refractive index, the functional 
variation of the amplitude, frequency, phase of the beam, etc. Take into account the impact of such factors on the adequacy of 
the tomographic reconstruction of ionosphere parameters of procedures you can use mathematical modeling techniques. In 
general, the mathematical model of the ionosphere parameters radio tomography analysis should take into account the following 
factors: 

1. The direct and inverse problems of ionospheric radio sounding is necessary to determine the amplitude change, phase 
(frequency) radio waves to track the satellite - satellite. To this must be set the dependence of the refractive index of the height 

 n h . This problem has been studied in detail by the authors [10]. The geometry of this problem is shown in Fig. 2 a). The 

points ,L G  are located at altitudes ,l gH H  of satellites. Earth Center designated O  point, in general, radial line LTG  in point 

T  passes at the minimum height above the Earth's surface H . The radial line at a higher level, in areas 1LL  and 1GG  - straight 

and in the field 1 1L G  because of the influence of media is rejected by the angle of refraction  . Assuming that the ionosphere is 

a local spherically symmetric environment can be negligible horizontal gradients of environment (near the point T  - line 1 1L G ), 

and assume that the rate  n r  depends only on the distance OC r a h   . Introduce: h  - the height of a point a  - the radius 

of the Earth;   - a central angle, , ,g g l l lg a H r a H r a H       respectively, of the distance between ,OG OL  and OT . 

For a spherically symmetric medium following formulas [11]: 

  sinn r r const  , (1) 

P S const  , (2) 
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here   - the angle between r  and the unit vector radial lines 0l . Expression (2) determines the flux density in the cross section 
of the ray tube S , which makes it possible to calculate the change P  due to refraction. Since the refractive index differs only 
slightly from unity, it is customary [11] to use parameter 1N n   which depends on the pressure aP , temperature T  and 
humidity aw  as follows: 

648177.6
10a

a

w
N P

T T
    

 
. 

(3) 

Fig. 2.  Illustrate the effect of the ionospheric refractive index of the sounding antenna beam and the Radon image from sounding geometry. 

In this model, the height profile of the given refractive index can be approximated by: 

   0 exp lN h N b h  . (4) 

when: 
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(5) 

Since the real profile  N h  differs from (4), it can be used as an approximation: 

  2
0 1 1exp( )N h N a h b h   . (6) 

there 1 1,a b const  12. 
The above plasma refractive index, for high frequencies: 

  2 , 40.4 ( )p eN h N f SI    . (7) 

For the upper part of the ionosphere  2expe m mN N b h h     , here mN  - the electron density in the main ionospheric 

maximum at altitude mh . Below mh , you can use the approximation: 
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(8) 

Where 2c  - the nominal thickness of the lower part of the ionosphere. 

The paper [11] shown that for beam line in a spherically symmetric medium satisfies the relation: 
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(9) 

which implies that the radial line defined by the altitude  n h  profile and the parameter p . 
The radius of curvature of the beam in a spherically symmetric medium: 
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Refraction angle: 
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For model experiments it is advisable to use the approximation: 

   1/ 2

0 2 expN ba bH    (12) 

Note: In the atmosphere of refraction does not depend on the wavelength and angle   in the ionosphere proportional to the 
square of the wavelength. The vertical gradient of the electron density: 

    2 edNdn
f

dh dh
   . 

The above expressions for the refractive index, the radius of curvature, and the refraction angle make it possible to simulate in 
detail the ray lines along satellite-satellite lines. Use as a projection data values integrated radio signal intensity along a curved 
radial lines, including in cases where NS is provided with receivers are on the horizon line of sight (see the eclipsing of 
reference. Fig. 2 c) and d)). 

2. Refraction attenuation, frequency and phase changes sounding radio waves make it possible within the framework of the 
model of the ionosphere sounding radio tomography obtain more accurate data about Radon icons is formed in the projection 
data generated. This, in turn, all other things being equal, allows a high degree of precision to carry out reconstruction of the 
desired functional distributions. Consider ray tube at the point G  (see. Fig. 2 b)) with an angular size gd  in the perpendicular 

plane of its size d , and calculate its size at the point L . From the above geometry seen that 2 1LL r d  the linear dimension 

of the ray tube at a point L  equal 3 1 1cosLL r d   to one can show that the cross-sectional area at the point L  is: 

2
1 1 1sin cosS r d d    . (13) 

In the absence of refraction ray tube would have a cross-section in the region of point L : 

2 sino g gS L d d   , (14) 

here 2 2 2 cosl g l gL r r r r     - the distance between points ,L G . Define refractive weakening as the ratio of the power flux 

density in the presence of refraction lP  and its absence 0P : 
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Authors [11] lead (15) to mean: 
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In (16) it is assumed that the radio sounding 1g ln n  . For small angles of refraction at high frequencies, the sounded beam: 
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(17) 

From (17) it follows that in the case of sounding system consisting of HEO - LEO satellites g lL L : 

sin 1l l

p
X

d
r L

dp



 
 

 

. 
 
(18) 

For small angles of refraction sinlp r  that occurs for the chord data in the center of the fan-expression (18) sensing beam 
can be written as: 

1

1 l

d
X L

dp




 
  
 

. 
 
(19) 

In the exponential approximation  N h  we can use the ratio: 

   
11/ 2

01 2 explX bL ba N bH


     . 
(20) 

Doppler frequency change in the ionosphere Sf : 
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 1
2 1cos sinSf V V     , (21) 

where 1 2,V V  - on the satellites velocity projection beam line at the point L . If there is no change in the frequency of the 

ionosphere due to the satellite motion is: 
1

0 2f V   . (22) 

Thus, the change in frequency only through the ionosphere: 

 1
0 2 1cos 1 sinSf f f V V            . 

 
(23) 

That is, ionospheric frequency change depends from the angle   and velocity of the satellite components 1 2,V V . For small 

angles of refraction and g lr r  can be used: 

1
1f V   . 

 
(24) 

To account for the phase change of the probe beam 0     , where 0  - the phase for the curved path - phase for the 

rectilinear propagation of the beam, i.e., when the ionosphere is absent in this model, the following relationships are used: 
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(25) 

here 0p  - the minimum distance from the line GL  to the center of the Earth. Importantly, ionospheric value   proportional to 

the wavelength, and the refractive attenuation X , frequency change f  and phase   can be expressed in terms of the angle 

of refraction, so depending      , ,X H f H H   interconnected. This approximate relationship, provided that 1V  it is not 

time-dependent, is given [11]: 
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(26) 

Note: If the solution of inverse problems of monitoring ionospheric parameters from the experimentally obtained 

dependences      , ,t f t X t   is necessary to reconstruct the profiles    , eN t N t , in such cases, the satellite coordinates 

and their speed must be known. 
3. The greatest difficulty in solving inverse problems of monitoring ionospheric parameters using navigation satellites - 

sources of sounding signals and LEO NS clusters - sounding recording radio pulses is the problem of reconstruction of the 
desired functional distributions    , , ,eN r t N r t  in sensing zone. Recall that the sensing zone for 2D problem is an annular 

carrier (in the form of a spherical layer for applications of direct 3D - reconstruction), determined by the diameter and the orbits 

of the navigation satellites and NS clusters. To reconstruct the desired functional  ,eN r t  type distributions by fast algorithms 

based on the Radon transform must be reformulated Radon's theorem for the carrier ring, or to fill a circular annulus 
reconstruction carriers iD , as it is shown in Fig. 2. In the first case will have to deal with very large data sets while the final 

resolution in the reconstructed image will be low, of the order (200200) km, which is much lower than with traditional methods 
tomography [1]. The second case is for these preferred methods, despite the fact that there is a problem in calculation of the 

probing beam parameters at the boundaries of each circular zone. Recall that for the inverse Radon transform function  ,eN r t  

at any given time t  can be written as: 

1
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(27) 

Represent the action of the operator 1[ ]R   in the form of a sequence of simpler operators 
1

l lR BH D

 . The integral in 

equation (27) is improper, since cos( - )r l    it diverges. It can be calculated by converting the integral in the sense of the 
Cauchy principal value, after entering the designation cos( - )r    : 

+

0
l+

' ( , ) ' ( , )1
[ ( )]( , )  lim   d +  d

l
e e

l el

N N
H N l

l l


 




   
  

  

 




        
   

 
(28) 
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Calculate the integral can, if present in the Hilbert transform (28) in the form of a convolution of two functions ' ( , )eN     

and 
1

( )l
l




  , i.e., written in the form of relation: 

[ ( ' )]( , ) [ ' ] ( , )l e l e lH N l N l    . (29) 

Run directly to the operation (29) cannot be performed, so we approximate the function  l
 by a function  A l , so that the 

following condition: 

1 1lim[ ] ( , ) [ ]( , )e A l l elN l H N l     
 
(30) 

This approach, defined by (30), as is known [9] is called regularization method and the functions set  ( ) / 0l A   - is called 
a family of regularizing functions. As it is known the integral convolution of two functions can be replaced by multiplication of 
their Fourier spectra in the frequency domain, i.e.: 

1
1[ ' ] ( , ) [[ ]( ) [ ]( )]l l le l el l lN l F F N F    


   , 

 
(31) 

here: 

2 2[ ( ' )]( ) ' ( , ) , [ ]( ) ( )l li l i l
l le l l e l lF N N l e dl F l e dl     

 
 

 

   . 
 
(32) 

A direct calculation of (31) is difficult, as the final function ( , )elN l   has an infinite range. A simple "truncation spectrum" is 

unacceptable, because it leads to the generation of noise due to the Gibbs phenomenon. In such cases, it decided to do, taking 
into account (30), as follows: 
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Window function  lW   must satisfy the following conditions: 
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Fourier spectrum of the function ( )l  is obvious: 
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Approximating function  A l  can be represented as: 

2

0

( ) 2 ( ) sin(2 ) 

A
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(34) 

If we calculate the limit of approximating function (34), i.e.: 
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(35) 

it becomes apparent that the condition (30) holds, i.e.: 

[ ' ] ( , ) ' ( , ) ( ) e l A l eN l N l d      




   . 
 
(36) 

Note that the desired function  eN r  is defined in a finite region - property section is said to be defined on a finite medium, 
therefore, the area of its existence can be set in a range bounded by a circle of radius R , i.e.: 

2 2 2
,;  0;   lx y R l R    . With this in mind, we integrate the right side of (40) by parts: 

[ ' ] ( , ) ( ) ' ( ) e l A l e AN l N l d     




   , 
 
(37) 

We now calculate the derivative of the function A  under the integral sign in (41), i.e.: 

2
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(38) 
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We introduce the notation ( ) ' ( )Ah l l , then we can write: 

( , ) [ ] ( , )e e lN l N h l   .  
(39) 

Fig. 3.  Illustrations of the stages of mathematical modeling procedures for solving the reconstruction inverse problem of distributions  eN r  when used GPS 

and NS cluster for radio sounding. 

Formula (39) in accordance with expression (29) is an approximation to the Hilbert transform provided A  . We use the 
inverse projection operator, and write: 

0

1
( , ) [ ( )]( , ) (  cos( ), ) 

2e e eN r B N r N r d


     


     
 
 
(40) 

Thus, we illustrate one possible way of approximating the inverse Radon transform, which reduces to two procedures: 1) 
projection function is convolve with the function  h l  of certain expressions (39) and (40) respectively. 2) Perform the back-
projection procedure. 

Note: The selection of the appropriate "window" is usually performed fairly subjectively, based on a visual assessment of the 
quality of the reconstruct image. In this case, a compromise between resolution and noise level is usually sought. 

For the purposes of IRT the authors developed low-frequency "window" for fast convolution algorithm applied to the 
methods of radio sounding using satellite clusters, which are described in detail in [13, 14, 15]. 

To study the possibilities of using NS clusters capable of detecting the sounding pulses from GPS navigation satellites for 
solving tomographic problems for reconstructing the desired functional distributions, for example, electron density, the authors 
carried out a full cycle of mathematical modeling of tomographic reconstruction procedures taking into account the factors 
considered above. The results are shown in Fig. 3. 

Fig. 3 a) shows a block diagram of the control program modules and data pre-processing for the microprocessor-based 
systems installed on the NS. Low-frequency core view is shown in Fig. 3 b), Fig. 3c) and d) respectively show the generated 
projection range for the result of convolution of the projection to the core. Fig. 3 e) shows the model function, and Fig. 3 f) and 
g) of reconstruction by using different cores. 

 

5. Conclusion 

Creating a mathematical model of ionospheric parameters radio tomography procedures using navigation systems types GPS / 
GLONASS satellites used as sources of sounding signals and NS cluster, whose satellites are equipped with highly sensitive, 
stable receivers showed that this approach is a highly effective method of ionospheric research. Method of analysis of 
ionospheric, allowing near real-time analysis of the distribution function, e.g., the electron density, was proposed by authors. 
This method is relatively simple to implement, a methodological error of reconstruction by four NS constellation is (15 - 20) % 
and can be reduced by increasing the number of the NS in the cluster. 
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Modeling control over large space structure on geostationary orbit  
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Abstract 

The paper considers the problem of control over a large space structure (LSS) control at a given station on a geostationary orbit (GSO). An 
observation spacecraft with diffractive optical elements (DOE) is taken as an example of a large space structure. Various perturbing factors 
influence the motion of a LSS along GSO, most notably solar radiation pressure. Two problems are considered: control over the motion of the 
center of mass, and control of the motion in relation to the center of mass. The paper gives the results of modeling the process of LSS control, 
based on developed control algorithms.   

Keywords: modeling; large space structure; low thrust; terminal control; geostationary orbit; solar radiation pressure; controlling torque  
 

1. Introduction 

The paper considers an observation spacecraft with diffractive optical elements (DOE). The optical scheme is taken as in 
DAPRA's MOIRE project [1]. This observation spacecraft can be defined as a large space structure: DOE assembly diameter is 
10 meters, and the distance from the optical elements to the body of the spacecraft is 60 meters. The design of the frame that 
connects DOE to the body is discussed in detail in [2].  

Further work on the project resulted in development of a hood that prevents any light that doesn't come from the observed 
object from reaching the optical elements. The hood is a system of surfaces that are so located that they shield the optical 
element in the body of the spacecraft from any rays that do not come from the observed object, and also to shield the rear surface 
of DOEs. The observation spacecraft with the hood is shown in Figure 1.  

Fig. 1. Observation spacecraft with envelope- and ring-shaped hoods for diffractiive optical elements.  

The orbital movement of a space structure with such mass and dimensions will be highly influenced by various perturbing 
factors, particularly by torque and momentum created by solar radiation pressure. In addition, as the spacecraft is moving along 
its orbit, it will experience quite noticeable perturbing accelerations from the gravity fields of the Sun and the Moon. For these 
reasons, keeping the orbital structure at the desired station on GSO requires constant trajectory correction. In addition, attitude 
control is necessary to keep the roll axis of the optical structure under consideration pointed to the Earth at all times.  

2. Modeling the algorithms of terminal control over the motion of the LSS's center of mass.  

2.1. Setting the goals of control.  

The goal of control is to keep the final state deflection vector ΔХК within the allowable area GД. The adjustment  maneuver is 
performed by applying transversal torque with the help of a low thrust electric propulsion (EP) unit. The transversal torque 
creates acceleration аТ along the transversal.  

This problem is stated as an optimal control problem with the functional  

min,ххI K
T
K             (1) 

where Λ is the constant coefficients matrix.  
The control is structured as a sequence of lengths of powered and unpowered flight  TПiПi ttu ...,... 11   
Deviation of the orbit's semi-major axis ΔA of the orbit is equivalent to the deviation of the orbit time of the spacecraft ΔT = T 

– TЗ. Here the orbit time of the spacecraft on the geostationary orbit equals star day TЗ = 86164.09 с. In addition, the spacecraft's 
position on the orbit is determined by longitude λ, which differs from the required value of the station longitude λР by Δλ = λ – 
λР. 
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2.2. Solving the terminal control problem with a multistep algorithm.  

The terminal control problem is solved with the help of a multistep algorithm with adjustment of control parameters. Let the 
control law be set by a sequence of thrust lengths, which is taken as decreasing, and defined by the expression [3]: 



















 


b

i n

1i
1а ,            (2) 

where i, n are the number of the adjustment and the total number of adjustments respectively; а, b are the parameters that 
characterize the law of decreasing lengths of thrusts. 

Then the problem of determining the optimal control law is reduced to a two-parameter optimization problem, which is stated 
in the following way: for the set initial values of the orbital elements, transversal acceleration аТ, number of corrections n, 
lengths of unpowered flight tП one must find such parameters а and b that would ensure the minimum of the functional (see 
formula (1)). 

A peculiar feature of the algorithm presented in this paper is that the control parameters a and b are found as the result of 
minimization of the functional (1) and at the same time, for better precision, the relation of the functional to the parameter a is 
approximated by the least squares method. When the control is adjusted (during motion modeling with allowances for 
perturbations) at every unpowered leg the number of steps n is also adjusted.  

A series of calculations of the control laws for transfer of an EP-powered spacecraft into a given station by longitude and 
orbit time have been carried out. The delta V expense, depending on the initial value of deviation by orbit time (∆Т0 = 
300…1000 с) ranges from 4 to 14 m/s.  

2.3. Results of modeling terminal control with the help of a multi-step algorithm. 

Tables 1 and 2, and figures 3 and 4 give sample calculations of control parameters (see Formula (2)) for a given station on 
GSO, for two cases, with and without adjustment. Figure 3 represents phase trajectory of a spacecraft transfer to a given GSO 
station without adjusting control parameters. The maneuver was modeled with the help of equations of motion in equinoctial 
elements.  

Figure 2 shows the regions of deviation of the final orbit time and longitude divergence values for the EP-powered 
observational spacecraft transfer control law, without adjustment of control parameters, and with stepwise adjustment at every 
stage of the transfer. The process was modeled with allowances for perturbing accelerations from the gravitational fields of the 
Sun, the Moon, the Earth, and solar radiation pressure.  

Fig. 2. The area of the final values of ∆Т and ∆λ 1) without, and 2) with adjustment of control parameters. 

Fig. 3. Phase trajectories of the transfer of EP-powered spacecraft to a given GSO station. 
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Fig. 4. Changes in eccentricity during transfer of an EP-powered spacecraft to given station at GSO. 

Table 1.  Control parameters for transfer to a given station at GSO (ΔT 0 = 1000 c, aT = 0,001 м/с2, tП = 76000 с, Δλ0 = 0,092 rаd,  

λР = 75,10). 
№ n а b VXK, km/s ΔTK, sec ΔλK, rad ΔeK 

Without refinement of control parameters 

1 2 8460,5 0,7 0,012 6 -0,0025 0,0018 

With refinement of control parameters.  

1 2 8441,5 0,7 

0,012 2 -0,0005 0,0010 2 2 3105,7 0,1 

3 1 76,6 2,2 

Table 2. Lengths of powered flight legs (ΔT 0 = 1000 c, a0 = 0,001 м/с2, tП = 76000 с, Δλ0 = 0,092 rad). 

τ1, с τ2, с τ3, с 

Without adjustment of control parameters 

8460,5 3252,5 - 

With adjustment of control parameters 

8441,5 3105,7 76,6 

3. Modeling rotation of a large space structure about its center of mass  

3.1. Setting of the problem  

Accelerations on the orbit are determined by maneuvers of positioning the spacecraft to point at the object of observation. The 
values of the turn angles depend not only on the mutual position of observed objects, but also on perturbing factors that influence 
the spacecraft's angular position in relation to the Earth. One such factor is the rotation of the spacecraft on its orbit: if the 
spacecraft does not itself rotate in relation to the inertial system of coordinates, then as it moves along the orbit the optical axis 
will turn in relation to the Earth. This factor can be negated by ensuring the spacecraft's rotation about its axis at the same rate as 
the spacecraft's orbit time.  

However, other perturbations will alter the angular spin rate of the spacecraft, shifting its optical axis away from the Earth. 
On a geostationary orbit, with the dimensions of the spacecraft under consideration, the biggest perturbing factor will be solar 
radiation pressure. Most of the spacecraft's mass is located in its body; in fact, the center of mass is only 3.25 m. from the body. 
Yet, the main center of solar radiation pressure, according to Figure 1, will be in the neighborhood of the diffractive optical 
elements, which will lead to production of a substantial moment of rotational force. 

To estimate the value of the solar radiation induced turning torque, let us assume that there is no reflection and the solar 
radiation is completely absorbed by the spacecraft. Then the direction of the solar radiation pressure will coincide with the 
direction of the sunlight. The area of the radiation beam that falls on the spacecraft and the distance from center of mass to center 
of pressure depend on the angle of exposure. The value of the rotating torque will be found as the multiplication of these values, 
and is represented in Figure 5.  
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Fig. 5. Relation of rotational torque to exposure angle.  

For the structure under consideration, at the maximum torque value the spacecraft will turn by 0,67 in 10 minutes. This is a 
significant perturbation of motion, and without correction the spacecraft will quite soon turn away from the Earth so much that 
imaging will be impossible. 

 Frequent correction is necessary to keep the spacecraft in proper position for imaging. During correction, the controlling 
impulse will cause vibrations in the spacecraft's frame. Movement of diffractive optical elements in relation to the body creates 
problems for the spacecraft's optical system. Therefore, it is necessary to select such type of controlling impact that would ensure 
that the vibrations are damped soon enough not to interfere with the mission of the spacecraft. The control problem for such a 
large space structure must be solved with allowances for elasticity in its design. Turning of the spacecraft is modeled with the 
help of the finite elements method.  

During the turn, the spacecraft rotates in the inertial system of coordinates, and elastic vibrations occur in its frame. The 
amplitudes of the vibrations are expected to be small, i.e., not powerful enough to change the elastic and inertial properties of the 
spacecraft's structure. If the spacecraft is considered in a system of coordinates tied to it, then geometrical non-linearity is absent. 
Modeling is performed in the inertial system of coordinates for convenience of setting the boundary conditions and analysis of 
the results. In this case, when the finite-element model of the design turns, one must re-calculate the matrix of masses, 
dampening, and rigidity for the new orientation of finite elements in space. However, the angle of the turn is small, and the 
related changes in the matrixes are minor. Let us neglect the impact of the turn of the spacecraft on the matrix coefficients and 
consider the system as linear. Let us now apply the MSC Nastran linear transition analysis. This analysis performs numerical 
integration of the main dynamic equation in time [4]: 

              М u C u К u P t      ,        (3) 

where   P t  is the nodal forces vector; j is the number of the integration step;  u  is the vector of the nodal movement of the 

model;  u  is the model's nodal velocity vector;  u  is the model's nodal accelerations vector;  C  is the dampening matrix. 

The velocities and accelerations are expressed through motion via central-differential approach: 
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j j
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u u
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;  
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j j
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u u
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,        (4) 

where t is the step of integration in time. Then, with averaging the nodal forces vector for three neighboring steps in time, the 
system (see (Formula3)) is transformed to the following view:  

             1 2 3 41 1j j j
A u A u A u A t

 
         ,       (5) 

Calculation of motion with the help of a system of linear equations (see (Formula 5)) was performed for initial conditions of 

  0
j

u   and   1
0

j
u


 , which corresponds to immobile spacecraft at the initial moment in time.  

3.2. Modeling results 

Two laws of controlling torque change were considered: 
1) Two consequent "square" torque impulses in different directions. This corresponds to minimal values of the controlling 

torque at a given time and angle of turn;  
2) Two consequent "smoothened" torque impulses in different directions. The shape of the smoothened impulses is taken as 

in the formula (6). Smooth change of controlling torque in this case is meant to decrease the amplitude of vibrations of the 
spacecraft's frame after the turn is completed, as compared to "square" torque impulses.  
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Table 3 gives the parameters of turns for these two torque control laws. The view of the obtained relation of rotation of the 
DOEs about the body of the spacecraft is represented in Figure 6.  

Fig. 6. The angle of the turn of the spacecraft for "square" controlling torque impulses.  

Table 3. Parameters of the turn. 

Controlling torque change law 
 

  

Time of turn [s] 60 60 
Angle of turn [degrees] 0.67 0.67 
Maximum controlling torque [N m] 13.1 26.2 
Amplitude after turn [s of a] 2.34 0.021 

 
As seen from Table 3, adoption of the "smoothened" torque control law reduced the amplitude of vibration by order of two. 

The maximum controlling torque value, however, increased twofold, which would require the spacecraft to be equipped with 
more powerful control thrusters. The results lead to the conclusion that the problem of reducing vibrations in the spacecraft's 
optical system elements can be efficiently resolved in this case by the choice of the type of controlling impact.  

4. Conclusion 

The process of controlling a large-dimensional structure shown in Fig. 1 was modeled, using the specially developed multi-
step terminal control algorithm that allows to account for perturbing accelerations. Adjustment of control parameters during the 
correction maneuver allows to reduce the final deviations of the orbital parameters (see Fig. 2). However, the considered multi-
step algorithm has a disadvantage. To achieve the required eccentricity value at the end of the transfer to the given station point, 
the lengths of the passive parts of the transfer has to be hand-picked, which makes the search for the solution of the problem 
more complicated and not always successful.  

Dynamic calculation and modeling of a turn of an observation spacecraft were carried out for two variants of torque control 
law: with "square" and "smoothened" change of the controlling torque.  

In the first instance, which ensures the quickest turn, the amplitudes of vibration in the optical elements and the body of the 
spacecraft are ~0,039 minutes of angle immediately after the turn, and ~2,9Е-4 minutes of angle 60 seconds after the end of the 
turn. In the second instance the amplitudes of vibration in the optical elements and the body of the spacecraft are ~3,5Е-4’ 
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minutes of angle immediately after the turn, and  ~1,0Е-4’ minutes of angle 60 seconds after. The use of the "smoothened" 
torque control law increases the maximum value of controlling torque by two (to 26 Н·м for the turn under consideration), but 
decreases the vibrations produced during the maneuver by order of two.  
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Abstract 

Mathematical regression models used to describe technical objects or process the considered. Assumptions violations of regression analysis  

appearing in different practical data processing, are discussed. The method of step evaluation allowing to overcome negative impact of 

multicollinearity effect is described. The models got by the analysis of laser and radio interferometric observations and data of physic-

chemistry index of water source are cited. Received the ratings are compared with the  results got when using the method of least squares and 

the step estimation method. The choice of the optimal model is made according to the criteria of minimum displacement. The possibility of 

applying  the method of step evaluation to construct descriptive models is proved. 

Keywords: descriptive models; multicollinearity; the method of least squares; regression analysis; methods of structural identification; step 

evaluation 

1. Introduction 

Let’s consider a descriptive (parametrical) regression model applied for the description of relationships of cause and effect of 

the phenomenon. Let the mathematical model look like: 

  ),(XY                                                                                                                                                         (1) 

Where Y is a dependent variable;    110 pxxxX  - is a vector of independent variables;   Tp 110    is a 

vector of unknown parameters defined by the result of the experiment;    is a vector of random errors. Variables X and Y, 

included into the model, are the result of a passive experiment, i.e. the measured or calculated values. Vector β in model (1) is 

supposed to non-changeable in time, i.e. a mathematical model is considered stationary according to parameters [1,13]. 

In practice, to estimate parameters of such mathematical models methods of regression analysis are used, in particular the 

method of least squares. Thus it’s necessary to consider possible infringements of conditions of application of this method. The 

application of regression modelling in the task considered means research and selection of optimal methods to obtain the best 

linear estimates of parameters and check the effectiveness of the resulting model according to the relevant criteria [3,12]. 

We can identify the following violations of applying an ordinary method of least squares in solving practical problems. They 

are as follows: 

 Models contain insignificant (noise) terms;  

 The model parameters correlate with each other (multicollinearity effect);  

 The residuals can also be further distorted by autocorrelation and other systematic errors. 

In general, the choice of the way to adapt violations of conditions of regression analysis by the method of least squares 

depends on the type of model investigated [9, 14]. In this case, the object of attention is directly the parameters of the model, 

rather than  the results of prediction. The ultimate goal of adaptation is the best linear estimates, e.g. evaluations not burdened by 

notable systematic and random errors. They can be such values, at least, in case of statistical significance and, what in most 

important, when parameters of the model are independent on each other. It’s obvious that adaptation to the first violation 

mentioned by simply removing insignificant terms is difficult for a very simple reason: some of them can be interconnected with 

significant ones. 

To overcome the effect of multicollinearity and reduce the number of insignificant terms in descriptive models it’s proposed 

to use the step evaluation method. 

2. The description the  step evaluation method  

According to the method the phased partitioning is carried out not by individual variables (like in step regression) but by their 

groups consistently formed as subsets of variables with insignificant pair correlation coefficients rij. That means that the groups 

are formed not by the degree of correlation with the sequentially formed by responses, but in the form of separate structures in 

almost orthogonal basis [2,4]. A brief description of the algorithm of the step estimation method: 

1. The estimation valuation an original model  using one of computing schemes of  least squares method is calculated:   

   
TT XXX 1)(  ,                                                                                                                                                                 (2) 

Its covariance matrix is 
21)()(  XXD T

,                                                                                                                                                               (3) 

and different statistics, allowing to estimate the statistical value of each term and whole model, including values of t-statistics 

and coefficients of pair correlations rij are calculated. 

2. The first subset of corrections ∆1, that got insignificant values rij is formed using comparison of values rij.  

3. The parameters of the orthogonal structure are estimated 
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𝑌 = 𝑋1∆1 ,                                                                                                                                                                                  (4) 

the first vector of residues is calculated 

𝑒1 = 𝑌1 − �̂�1,                                                                                                                                                                               (5) 

which is  regarded as another response vector forming the next subset of corrections from the set of remained ones. 

4. Parts 2 and 3 are repeated until are process of forming subsets ∆1,∆2,…∆k is finished. 

To improve the quality of the estimates obtained, the orthogonal transformation of the Householder is included in the 

calculation scheme. In this case, numerical stability, characteristic for orthogonal transformations, is combined with flexibility, 

which makes it easy to adapt to the consistent accumulation of data, which is very important for solving large-dimensional 

problems. In addition, the requirement for computer memory is reduced, execution speed and accuracy are increased. The 

protection from "machine zeros" and overflow should be noted. With the help of the first strategy of this algorithm, an attempt 

was made to evaluate the interrelated regressors separately by evaluating them at different stages of this method (MSE1). As a 

drawback of such an algorithm, it can be noted that among the estimated parameters there are also insignificant statistics 

according to the Student's statistics. As a defect of such an algorithm, it can be noted that among the estimated parameters there 

are also insignificant statistics according to the Student's statistics.  

The second strategy of this method including to the final model only those regressors that turned out to be significant 

according to the t-criterion at each stage of the work (MSE2). It’s very similar to the step regression method, but due to the fact 

that the calculation is based on individual subsets, it’s possible to estimate many times the parameters of the initial model – since 

the regressor insignificant at one stage may turn out to be significant in subsequent ones. This is very important for the problem 

of parametric estimation, where is necessary to obtain the most possible complete model. The defect of this strategy is the lack 

of analysis of the interdependence of the included parameters. 

The third strategy is the combination of the first and second ones. The selection to the set of evaluated parameters is 

performed immediately according to two grounds; namely the significance and orthogonality (МSE3). 

3. The description of the initial data and revealed violations of regression analysis assumptions  

For approbation of this method of estimation of the parameters of a mathematical model the following data were used: the 

data on the laser location of the moon; VLBI observations of extragalactic sources; the results of physical and chemical control 

of drinking water. 

The processed biennial radar data wear got by using to angle reflector from the spaceship “Appolo-15” in McDonald 

observatory (Texas, USA) from August 1971 to November 1973 (549 observations at all). The source data in the form of 

coefficients of the conditional equations were prepared by the staff of the Institute of Theoretical Astronomy of USSR Academy 

of Sciences. 

The considered VLBI observations are 1262 conditional equations for determining 203 corrections of the constant theory of 

the orbital motion and rotation of the Earth. To these data have been added 4 coupling equations, were added to these data. They 

determine the equality of the parallel transfer of the earth's coordinate system and the rotation of the earth's and celestial 

coordinate systems to zero, as well as the constraints imposed on the basis vectors. The data for the calculations were prepared 

by Professor V.E. Zharov (The State Astronomical Institute named after P.K. Shternberg, Moscow State University) [6,7]. 

As a third example, the results of physico-chemical control of drinking water (responses 1y – 7y ) and water from water 

source (estimated parameters 1x  – 8x ), used to clean water were considered [8,10]. The original file is a result of the parameters 

control during a year. 

As a first problem in the data processing we can name the problem of the sufficiency of the observations scope. In the 

research we are dealing with the following situation: laser data on the Moon to determine 24 unknown corrections contain 549 

conditional equations, e.g. they exceed the number of estimated amendments 22 times; according to radiointerferometric data on 

the Earth, we have the ratio of 203 unknown corrections and 1289 conditional equations (including 27 coupling equations), so 

the number of observations is only 6 times as many as the number of parameters; according to the water source 365 observations 

are available to determine 8 water parameters (the number of observations is 45 times as many as the number of parameters). In 

the regression analysis between the number of determined parameters p and the number of observations n must be satisfied, 

during the experiment the ratio n =5p÷15p.  

Data research began with the analysis of the model obtained by the multiple regression method. The number of insignificant 

parameters of the model and the matrix of pair correlation coefficients were considered. For this purpose, the SPOR package was 

used, which makes it possible to obtain regression models and determine their quality measures [5,11,15]. 

The presence of abnormal observations in the sample can be considered as the second problem facing a researcher. In the 

considered initial data four abnormal observations were removed from the laser observation file of the Moon, 18 outliers were 

found in the file with VLBI observations, and in the data for the water source for different responses, the amount of emissions 

varies from 1 to 4.  

The next problem is directly related to the matrix of its original data: among the arguments (variables) should not be linearly 

dependent ones. However, in practice, this assumption is not always observed. When this condition is violated, the linear 

functional or statistical relationship exist between the analyzed variables. This phenomenon is called multicollinearity and has 

very negative consequences for estimation the regression coefficients. In computational mathematics, these concepts correspond 

to the degeneracy and poor conditionality of the matrix X
T
X, i.e. for the latter there doesn’t exist (X

T
X)

–1
 and its determinant is 

close to zero. Consequences of this violation are particularly serious for models whose estimated parameters are subject to 
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physical interpretation. One of the ways to solve the multicollinearity problem may be that the equation must contain only terms 

that uncorrelate with each other. 

In the analysis of radiointerferometric data, it was revealed that the matrix of correlation coefficients contained 76 coefficients 

exceeding modulo 0.5. 30 of these values of coefficients are greater than 0.95, which indicates an almost linear relationship 

between the estimated parameters. During the research of data of water source according to y1-y7, from 1 to 3 correlating 

parameters of the model were revealed. It should also be mentioned that in the mathematical models under consideration the data 

on the factors and on the response have a different physical meaning and different physical dimensions. This causes 

computational inconvenience, because you have to work with both very large and very small numbers which can lead to 

computational errors. 

Thus, the presence of insignificant terms in the obtained models, as well as the presence of a mutual correlation between the 

estimated parameters of the anomalous observations makes it possible to conclude that the assumptions of the regression 

analysis are violated. 

4. The step evaluation method used for adaptation to identified violations  

To eliminate the effect of multicollinearity and the presence of insignificant parameters in the models, the step estimation 

method described above was applied. Further the results of application the step evaluation method for processing different data 

sets are given. The main task in creating descriptive models is to determine the maximum number of parameters with the highest 

accuracy. For laser data, the application of the step orthogonalization method (MSE1) allowed to estimate all parameters of the 

model. During selection only significant parameters of the step estimation method (MSE2), 10 corrections were obtained, and 

the MSE3 algorithm gave estimates for 9 corrections. The step regression method, which was used for comparison allowed us to 

estimate only 9 parameters out of 24 possible ones.  

For radiointerferometric data: the application of the step regression method resulted in a model, containing estimates of 6 

significant parameters out of 203 possible ones; 188 amendments were identified in the MSE1 strategy of the step-by-step 

assessment method, the MSE2 strategy gave an assessment of 136 amendments, and the MSE3 strategy gave 51 amendments. 

Table 1. Numbers of parameters included in the model for different processing schemes 

Response SR МSE1 МSE2 МSE3 

y1 1, 2, 3, 5 3, 4, 5, 6, 7, 8 - - 

y2 2, 5, 6, 7, 8 3, 4, 5, 6, 7, 8 2, 4, 6, 7 2, 3, 6, 7 

y3 3, 5, 7 3, 4, 5, 6, 7, 8 1, 2, 4, 6, 7 1, 2, 3, 4, 6 

y4 2, 3, 5, 6, 7, 8 3, 4, 5, 6, 7, 8 1, 2, 3, 4, 6, 7,8 4, 6, 8 

y5 1, 2, 7, 8 3, 4, 5, 6, 7, 8 1, 2, 7 1, 2, 3, 4, 5, 6, 7, 8 

y6 2, 3, 4, 5, 6, 7 3, 4, 5, 6, 7, 8 4, 6, 7 - 

y7 2, 5, 7 3, 4, 5, 6, 7, 8 2, 5, 6, 7 5, 6, 7 

Table 1 lists the sets of parameters included in the model obtained by different computational schemes (SR is a step 

regression) as part of the treatment of water purification data. It can be seen from the table that the strategy of step evaluation 

method (The MSE1 is the selection of only orthogonal parameters) allows to estimate more model parameters than a step 

regression, which is very important in describing the technological process. For the considered data set, the MSE2 strategy (only 

significant ones selection at each step) and MSE3 (choosing significant and simultaneously orthogonal parameters at each step) 

did not allow to obtain models better than a step regression. The table shows the structure of the model and which of the eight 

regressors are significant and are the part of the model. The above data allows us to conclude that for various samples in the SR 

model different parameters were introduced, while neither of the models included either of the controlled parameters 7x   and  

8x . In the model obtained by the MSE1 strategy for all indicators of quality operation of the object y1-y7 the set of indicators is 

the same and practically in all cases 7x   and  8x   significant [16]. 

Comparing the estimates for the same parameters, obtained by various estimation methods, we can conclude that we have 

obtained values sufficiently close to each other. If we take the values obtained by the step regression method as the standard, 

then a very small number of estimates obtained by other methods is greatly different from the standard. Considering the ratio of 

the standard errors of the above estimates obtained by different estimation methods, we see that the accuracy of estimation of the 

unknown parameters in the considered methods of SR and MSE1 practically coincides. Thus, it can be concluded that the 

obtained models are applicable to the description of this technological process. 

The next stage of the research is the task of choosing the best descriptive model. When solving it, it should be borne in mind 

that the internal criteria, i.e. criteria that don’t use any additional information, in the presence of interference, can not solve the 

problem of choosing the best descriptive model. When using external measures, it’s very important to split the initial sample into 

two parts. It’s necessary to take into account the physical meaning and time of observation, since the initial data is a combination 

of several samples. It’s proposed to choose a model by the criterion of minimum displacement-in consistency, which demands 

the model obtained from the training set, to be at least as possible different from the models obtained for the test sample. 

Analyzing the obtained results of processing radiointerferometric, laser observations and data on water purification, we can 

conclude that the methods of step estimation are effective. 
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5. Conclusion 

The numerical experiments carried out make it possible to make the following conclusions:  

- the step evaluation method allows to evaluate a larger number of model parameters;  

- estimations of the step evaluation method are close to the estimations of step regression. Thus, the step evaluation method 

can be used for evaluating the parameters of a mathematical model, as well as for describing technical objects and technological 

processes. Analyzing the obtained values of the minimum displacement criteria, for the indicated observations (both 

radiointerferometric and laser observations and data on water purification), it can be concluded that the step evaluation methods 

are effective and allow us to describe the object under investigation with sufficient accuracy. 
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Abstract  

A new model of capacity planning problem applied to Virtual Desktop Infrastructure implementation is proposed. The possibility of applying 

the methods of integer mathematical programming to the problem of optimizing server set providing the predetermined number of virtual 

machines operating. 
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1. Introduction 

Virtualization is a common concept for concealing the real structure that is used for creating virtual hardware and operating 

system, virtual storage and network resources. Most organizations of different sizes and income have implemented server 

virtualization over the past 10 years. Server virtualizations is based on the hypervisor technology, which creates a thing 

interlayer between hardware and guest operation system. 

On the next step of developing IT infrastructure, organizations address to the technology of centralized desktop execution 

enhancing end user experience and IT management of desktops. While implementing desktop virtualization it is essential to 

understand that this solution requires not only adequate planning but also significant financial costs. Value of hardware for 

physical servers makes considerable contribution for the investment costs [1] whereas optimal configuration of the servers 

purchased can save considerable funds.  

We offer a mathematical model for solving the optimization problem of server resources needed for desktop virtualization 

implementation and present computing results. 

2. The object of the study 

Server virtualization is essentially a server consolidation, i.e. an approach to the efficient usage of physical server resources. 

This technology allows several operation systems to run on one physical server and isolate applications from each other’s 

influence, minimize investment and operational costs, avoid overprovisioning. 

Desktop virtualization or Virtual Desktop Infrastructure (VDI) uses advantages of server virtualization and cloud 

technologies bringing together the benefits gained from hypervisor-enabled virtualization and modern display network 

protocols. Desktop operating systems run on a physical server under control of host operating system i.e. ‘hypervisor’ whilst 

screen image is delivered by a network protocol to a client device which may be a Personal Computer (PC), Thin Client, laptop, 

tablet, etc. There are several commercial software products for implementing Virtual Desktop Infrastructure. The most popular 

ones are VMWare Horizon View, Microsoft VDI, XenDesktop from Citrix. There is also freeware product on the base of Linux 

KVM. 

One of the key perspectives of VDI implementation is a possibility to execute any application on any device for which there 

is a VDI client since applications are executed on the operating system running on the server, not on the device itself. Thus, 

desktop virtualization provides the basis for extremely promising technology allowing creation a common learning environment 

- BYOD (Bring Your Own Device) – a new initiative giving opportunity to use wide variety of client’s personal devices in a 

corporate environment.  

The number of client computers in a typical organization far exceeds the number of servers therefore this is so important to 

be able to assess server resources required to run client virtual machines. No less important is to be able to choose the optimal 

set of hardware servers, for example, from the range of particular vendor. The key moment to minimize expenses of hardware 

procurement is a clear view of hardware server set needed to provide execution of required number of virtual desktops. We 

consider VDI implementation in a high school institute, namely the Voronezh State Technical University, which has already a 

centralized server infrastructure and well-designed network. Desktop infrastructure in an educational institution contains as a 

rule several sets of identical computers that placed in computer labs. Definitely apart from desktops in computer labs there are a 

large number of computers with diverse software, which are used by staff. This type of computers is not the best choice to being 

virtualized at the first stage of the project. In our model, we assume a number of identical desktops that should be placed 

optimally on hardware servers. Identity we understand like equivalence in their performance requirements specifically memory 

needs for running desktop applications. 
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3. Methods 

The problem of virtualized server optimization was considered previously in two aspects – static and dynamic. Static Server 

Allocation Problem is an approach based on a service concept, the model was introduced in [2] and designed to optimally 

allocate source servers to physically target servers and was proven that this model is NP-hard problem, heuristic solution based 

on bin packet problem is offered. Another option of using linear programming methods for virtualized system placement 

representing the dynamic aspect of the problem is used for creating application placement controller pMapper [3].  

There are several attempts to solve the problem of dynamic replacement of virtual machines on existed physical server 

infrastructure in datacenter to optimize energy consumption, minimize administrative efforts, increasing server utilization. An 

approach of dynamic resource allocation for large Internet–oriented data centers bases on queuing theory and Erlang’s loss 

formula represented in [4]. On the other hand it is proposed to use a genetic algorithm based approach, namely GABA, to 

adaptively self-reconfigure the VMs (Virtual Machines) in large-scale data centers [5]. All the models proposed focuses on the 

server virtualization not the desktop virtualization. As for desktop virtualization an allocation algorithm based on a bin-packet 

problem is developed [6]. It is mainly focused on achieving a balance between resource usage optimization and user satisfaction. 

In this work we concentrated on the problem of server hardware assessment optimization in order to reduce financial costs 

while implementing desktop virtualization at the university. To achieve this goal we have to analyze resource requirements of 

VMs that will be used, number of VMs, and range of hardware servers of the vendor then solve optimization problem to choose 

a set of optimal server models and their configuration to minimize total cost. 

3.1. Model description 

For the model we assume a particular number of the same virtual desktops. We plan to use them for computer labs at the 

university and actually we probably will have a need of several types of virtual machines for different labs but for the first 

approximation, we will consider all virtual machines have exactly the same resources requirements. 

We consider discrete set of server platform models, each of them may be supplemented by additional RAM (Random Access 

Memory) modules. We can extend RAM with additional memory modules that have various amounts and prices. We assume 

also that performance of the server is acceptable if RAM amount is sufficient for running VMs only in virtual memory not using 

as a rule a paging file. In this approximation, we do not consider the processor load since the main purpose of this model is 

minimizing total costs at the very start of VDI implementation project. 

For the model description, we introduce the following variables: 

 1 2, mS S S S   – vector of server platform models that can be used for the hardware servers, where m  – total number 

of server platform models selected for consideration; 

 1 2 mС= С ,С …С  – vector of values of server platforms S  , where iС - is a value of iS ,  iS S , 1..i m ; 

 1 2 mN = N ,N …N  – numbers of servers of server platform model iS   that will be used in a final set; 

 1 2 mP= P ,P …P – vector of memory slots in the server iS , this is a maximum number of memory modules that can 

be used for the server iS ; 

 1 2 mM = M ,M …M  – vector of maximum RAM amounts that can be added to the server platform iS ; 

 1 2 kR= R ,R …R  – amount of memory module j , 1j k   , where k – is the number of types of RAM modules; 

 1 2 k,Cv Cv Cv Cv   – value of memory module j , 1..j k . 

Because our goal is to minimize costs then we determine an objective function reflecting the total cost of the hardware server 

set. The total cost of the server consists of the value of based server platform model ( iC ) and the cost of additional RAM 

modules (

1

k

j ji

j=

Сv n ), where 
jin - number of RAM modules j  on the server   iS . Thus, the objective function is the following: 

1 1

( )
n k

i j ji i

i j

F C Сv n N
 

                        (1) 

In the following we present constrains for the objective function: 

1. The total amount of RAM should not exceed the one supported by this server platform model: 

j 1

k

j ji iR n M


                            (2) 
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where 
jin - number of RAM modules j  on the server iS , 1..j k , 1..i m . 

2. The total number of RAM modules cannot exceed the number of hardware server model memory slots: 

1

k

ji i

j

n P


 ,                            (3) 

3. The total amount of RAM memory on all servers out of server set should provide enough memory to run necessary 

number of VMs: 

1

([ ] / ) 
n k

j ji V

i=1 j=

R n V N  ,                      (4) 

where VN  – is a number of VMs, V  – memory needed for one virtual machine.          

4. To get a solution that makes a sense we will add a constrains for numbers of servers and RAM modules to be integer:  

integer0,i ,   ,   i ji i jiN ,n 1..m j =1..k N , n -                   (5) 

The model proposed makes it possible to solve the problem of selecting the optimal set of server hardware equipment 

necessary for Virtual Desktop Infrastructure deployment. This model can be refined to allow sets of virtual machines that differs 

by hardware resources requirements and expand the range of considered hardware resources types. 

3.2. Model solution. 

In order to obtain a solution we divided this problem into two parts: 

1. On the first step of calculation, we create optimal filling of the server slots by RAM modules, analyzing filling for 25%, 

50%, 75% and 100% of the maximum amount. Objective function  
i

p

vC reflects the cost of RAM added to the    iS server platform 

model filled with RAM modules by part equal to p  of the maximum and is the following: 

1
i

k
p

v j ji

j

C min Сv n


                           (6) 

subject to: 
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where  p  – part of the maximum RAM amount, which can be either 0,25, 0,5, 0,75 and 1. This is linear programming problem, 

which was solved by branch and boundary method [7]. For each filling percentage, we get the optimal set of memory modules 

for every server platform model. Thus, we get four hardware servers for selection instead of one server platform model. 

2. On the second step we form a final set of servers minimizing the following objective function: 
4

1 1

( ) ,j

i

m
p

i v ij

i j

min C C N
 

                         (8) 

where 
j

i

p

vC  is a result of (6), i.e. cost of additional memory of server   iS , filled by memory modules on 
jp part, subject to (4) 

and integer0, ,   ij ijN i =1..m, j =1..4 N  . 

4. Results and Discussion 

In the following, we provide the numerical results of applying this model to a set of servers for deploying different numbers 

of virtual machines. Any set of hardware server platforms by one vendor can be used as an initial set of server platform models. 

The servers used in calculation presented in the table 1. These are 11 models of HP ProLiant Servers of ML product line. One of 

the main reasons to use these servers was the fact that HP ProLiant Servers are used in Voronezh State Technical University IT-

infrastructure. The cost and configuration of server platform models were taken from the site of one of the server distributors 

[8]. It happens that two models differ only in the processor that is why CPU model is also presented in a table 2. 

For the problem solution, we used MatLab realization of the brunch and bound method [7]. As for amount of memory needed 

for one virtual machine we assume it is 4Gb. This the amount recommended by vendors of VDI software is used as a first 

approach. Further investigations of the memory amount necessary for one virtual machine should base on performance counters 

analysis in a pilot project. Some software products can help to estimate the required amount of memory, for example, VMWare 

View Planner. 

There are five types of RAM modules available for HP ProLiant Servers: 2Gb, 4Gb, 8Gb, 16Gb, 32Gb value 26, 136, 215, 

315, 840 USD respectively. For each server platform model the problem of optimal memory filling up to 25, 50, 75 and 100% of 
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maximum amount is resolved. It was not always possible to get 100% of maximum possible memory capacity because of the 

pre-installed small RAM modules. In this case, the maximum possible amount of memory was considered. The result of optimal 

filling the server slots by RAM modules to minimize cost while maximizing the amount of memory is in Table 2. 
Table 1. Initial set of hardware server models. 

№  Name 

Initial 

RAM 

(Gb) 

Number  

of RAM 
 modules 

(pcs.) 

Max amount 
of RAM (Gb) 

RAM slots 
(pcs.) 

 
CPU 

Cost  
(USD) 

1 ML150 Gen9 NHP 4 1 512 16 E5-2603v3 - 1.60  1580 

2 ML150 Gen9 Hot Plug 8 1 512 16 E5-2609v3 - 1.90  1700 

3 ML150 Gen9 NHP 8 1 512 16 E5-2609v3 - 1.90  1960 

4 ML350p Gen8  8 2 384 24 E5-2620 - 2.00  3300 

5 ML350p Gen8  8 2 384 24 E5-2630 – 2.30  4300 

6 ML350p Gen8  32 4 384 24 E5-2620 – 2.00  4440 

7 ML350e Gen8 Hot plug 8 2 192 12 E5-2420 – 1.90 1874 

8 ML350p Gen8 E5-2620 Hot Plug 16 2 384 24 E5-2620 – 2.00 3556 

9 ML350p Gen8 E5-2620 8 2 384 24 E5-2620 – 2.00 3169 

10 ML350e Gen8 Hot plug 2 1 96 12 E5-2407 – 2.20 1624 

11 ML350p Gen8 HPM 16 2 384 24 E5-2640v2 – 2.00 7100 

Table 2. Optimal filling of server slots for several server platform models. 

Percentage of 
maximum RAM 

supported by 

hardware server 
(%) 

Number of RAM 
modules 2Gb 

Number of RAM 
modules 4Гб 

Number of RAM 
modules 8Гб 

Number of 

RAM 

modules 16Гб 

Number of 

RAM 
modules 

32Гб 

Cost  
(USD) 

ML150 Gen9 NHP 

25 6 0 0 7 0 2361 

50 0 1 1 11 2 3816 

75 0 0 1 3 10 9560 

100 0 0 0 0 15 12600 

ML150 Gen9 Hot Plug 

25 4 0 0 7 0 2309 

50 0 0 1 13 1 5150 

75 0 0 1 5 9 9350 

100 0 0 0 0 15 12600 

ML350e Gen8 Hot plug 

25 4 0 0 2 0 734 

50 4 0 0 5 0 1679 

75 0 0 1 8 0 2735 

100 0 0 1 7 2 4100 

ML350e Gen8 Hot plug 

25 11 0 0 0 0 286 

50 7 0 0 2 0 812 

75 3 0 0 4 0 1338 

100 5 1 0 5 0 1841 

 

Fig.1. Problem resolution for 500 virtual machines. 
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The obtained results are used in the second part of solution that implement selection of optimal final set of servers from the 

variety of servers determined on the first part of solution. The result of model solution for 500, 700, 900 and 1000 VMs is 

presented on the figures 1-4. 

According to figure 1 for placing 500 virtual machines, it’s optimal to use eight servers ML150 G9 Hot Plug with 50% of 

memory filling. Table 2 shows that for this filling it is necessary to add to the base model one RAM module of amount of 8Gb, 

13 modules of 16Gb and one of 32Gb. 

 

Fig.2. Problem resolution for 600 virtual machines. 

 

Fig. 3. Problem resolution for 900 virtual machines. 

For 600 virtual machines it’s optimal to use nine servers ML150 G9 Hot Plug with the following set of RAM modules: 1 x 

8Gb, 13 x 16Gb and 1 x 32Gb and one server ML350e G8 Hot Plug with RAM: 5 x 2Gb, 1 x 4Gb and 5 x 16Gb. 

For 900 virtual machines the following final is obtained (figure 3, table 2): 

 1 x ML150 G9 NHP server model with RAM modules: 

 6 x 2Gb, 7 x 16Gb; 

 13 x ML150 G9 Hot Plug server with RAM: 

 1 x 8Gb, 13 x 16Gb, 1 x 32Gb; 

 1 x ML350e G8 Hot Plug server model  with RAM modules listed below: 

 1 x 8Gb, 8 x 16Gb. 

For 1000 virtual machines we receive the following result from calculation results presented on figure 4 and table 2: 

• 1 x ML150 G9 NHP server with RAM: 

‒  6 x 2Gb, 7 x 16Gb 

• 14 x ML150 G9 Hot Plug server with RAM: 

‒ 1 x 8Gb, 13 x 16Gb, 1 x 32Gb 

• 1 x ML350p G8 Hot Plug server 

‒ 4 x 2Gb, 17 x 16 Gb. 

Analyzing the results received we noticed that server platform ML150 G9 Hot Plug occurs more frequently than the others. 

This can be interpreted as the server platform model with optimal price quality ratio. This means that an analysis of large 

number of server platform models can reveal the ones preferred for procurement of equipment in the enterprise. 

Application of this model to hardware server procurement can minimize costs during implementation of Virtual Desktop 

Infrastructure. This model may be extended by considering several types of VMs requiring different amount of memory, taking 

into consideration processor power and Fault Tolerance demands. 
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Fig. 3. Problem resolution for 900 virtual machines. 

5. Conclusion 

The interest to VDI technology grows fast because of popularity of cloud computing. Desktop virtualization implementation 

is a next step in centralizing IT infrastructure that brings both management advantages and academic benefits creating a 

convenient integrated educational environment. The new model for the optimizing acquisition costs of server hardware 

purchased for VDI implementation is offered. The results for numerical calculation shows also server platforms models with best 

price-quality ratio. 
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On delayed loss of stability in one mechanical problem 
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Abstract 

Consider a double pendulum under the external force. This model can be described by the multi-speed systems of ordinary differential 
equations.  We study the existence of stable motions depending on the parameters of the system and on the value of the external force. Critical 
values of the parameters are defined. 

Ключевые слова: slow-fast systems; delayed loss of stability; double pendulum 

1. Introduction 

Numerical investigation of dynamical systems can be very complicated due to the high dimensions of systems and presence 
of big and small parameters. In such cases it is reasonable to use combination of numerical and analytical methods. By 
analytical methods we can decrease the dimension of the model, restrict the domain of the investigation, define the different 
types of behavior depending on the parameters values. And then by using numerical methods we are able to investigate specific 
solutions and manifolds of them. 

One such analytical method is the method of the integral manifolds.  With the help of it we are able to decrease the number of 
variables, to restrict the domains of the investigation, to predict different types of behaviour of the solutions to the system. 

In this paper we consider a double pendulum with elastic hinges under the external force.  We assume that the force is slowly 
changing in time. Our goal is to investigate the behavior of the solutions for different values of the parameters of the system and 
to find the influence of the force growth to the pendulum motions.  

2. Integral manifolds 

Integral manifolds method is an efficient tool for studying complicated dynamical systems. It was developed by many 
authors. This method is quiet successful for studying multi-scaled systems (see, e.g. [3]). The main ideas if this method are as 
follows. 

Consider the singularly perturbed system:  

dx

dt
=f(x,y,a,ε),ε

dy

dt
=g(x,y,a,ε),        (1) 

with 𝑥 ∈ 𝑅 ,y ∈ 𝑅 , t ∈ 𝑅, a is a parameter, 0<ε ≪ 1. Here x is a slow variable, y is a fast variable. Integral manifold of such a 
system is an invariant set of the system. We are interested in the integral manifolds of the form y=h(x, ε), with h smoothly 
depending on ε. This type of manifolds is called slow integral manifolds. The motion on this manifolds is provided by the 
equation �̇�=f(x,h(x,ε),ε).  
Suppose that the degenerated equation g(x,y,a,0)=0 has an isolated root y=h0(x,a). The surface defined by the relation y=h0(x,a) 
is called slow manifold. Consider the Jacobi matrix 𝜕 𝑔 𝜕⁄ 𝑦(𝑥, y, 𝑎)  with y=h0(x,a). If all eigenvalues of the Jacobi matrix are 
in the left open complex half-plane, then the slow manifold is attractive. If there exists at least one eigenvalue in the right 
complex half-plane, then the slow manifold is repelling. In the ε-neighbourhoods of the attracting and repelling slow manifolds 
there exist attracting and repelling slow integral manifolds.  
The surface with the condition that the eigenvalues of the Jacobi matrix are on the imaginary axis is called the surface of change 
of attractivity. Due to the presence of the additional parameter a  we are able to glue together attracting and repelling slow 
integral manifolds at one point.  Thus we obtain the solution that follows first an attractive slow manifold and then repelling 
slow manifold. Such a solution is called a canard solution. 
Also there exists another type of change of attractivity. Suppose that in the spectrum of the Jacobi matrix there exists a pair of 
complex conjugated eigenvalues which cross an imaginary axes from the left to the right with nonvanishing speed. In this case 
the trajectories of the system starting in the small neighbourhood of the attracting part of the slow manifold follow it until the 
point of change of attractivity. But after crossing this point the trajectories do not leave this small neighbourhood immediately. 
The loss of attractivity is delayed: for some time the trajectories stay near repelling part of the slow manifold and then jump 
away. This phenomenon was described in [2]. Let us mention that the presence of the additional parameter allow us to change 
the time of the attractivity loss delay [4]. 

Ziegler pendulum 

We consider the Ziegler system which describes a double pendulum with elastic hinges under the external force P (fig. 1) [5]: 
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Fig. 1. Ziegler pendulum. 

The behaviour of such a system can be described by the Lagrange equations. In the case that the spring rigidity is high, then 
the system has a big parameter. Suppose that the strength of the force P is slowly changing according to the law 𝑝 = 𝑝 + 𝜀𝜏, 
where  0<ε ≪ 1. It means that the system becomes multispeed. By using the integral manifold theory we obtain the following 
system of ordinary differential equations 

�̇�=ε, 
𝜑 = −𝜀 𝜑 +κ (1+µ)cos(𝜑 ) + cos(𝜑 ) +p sin(χφ − 𝜑 ) − sin (𝜒 − 1)𝜑 , 

𝜑 = −𝜀 𝜑 +κ 2cos(𝜑 ) + (1+µ)cos(𝜑 ) +p 2sin (𝜒 − 1)𝜑 − sin(χφ − 𝜑 ) . 
Here κ is a small parameter inversely related to the spring rigidity, µ=m 𝑚⁄ . The system possesses the stationary state 

𝜑 =φ = 0. Linearization of the fast subsystem near this manifold leads to the form  
�̇�=ε, 

𝜑 = −𝜀 𝜑 (𝑝 − 1)+φ 𝑝(1 − 2𝜒) , 
𝜑 = −𝜀 pφ − 𝜑 1+p(3𝜒 − 2) . 

The characteristic equations is 
λ+1 − 3 2⁄ 𝑝(1 − 𝜒) +p 4⁄ (1 − 𝜒)(9𝜒 − 5) = 0. 

From this, it follows that for 0<χ< 5 9⁄   the last equation has two real eigenvalues, and for 5 9⁄ <χ<1 it has a pair of 
complex conjugated eigenvalues. In the case of real eigenvalues there exists the point  pcr defined by 

𝑝cr = 3 2⁄ − 1 2⁄ (5 − 9𝜒) (1 − 𝜒)⁄  
Such that for p<pcr all eigenvalues are negative, for p= pcr one eigenvalue is zero and another one is negative, for p>pcr one 
eigenvalue becomes positive. Therefore the slow manifold 𝜑 = 𝜑 = 0 is attracting for p<pcr , and repelling for p>pcr . 
Therefore the solution 𝜑 = 𝜑 = 0 is a canard solution. All other solutions, starting for p<pcr approach the small 
neighbourhood of the attractive part of the slow manifold and follow it until the point p=pcr . After that they follow for some 
time the repelling part of the slow manifold and then jump away. 
In case of complex eigenvalues the value of pcr is defined by the equation 

2 − 3𝑝(1 − 𝜒) = 0. 

Then the eigenvalues are in the left half plane for all p<pcr, for p=pcr the system has a pair of pure imaginary eigenvalues, and 
for p>pcr  the real part of them becomes positive. It means that the solutions of the system possesses delay of loss of attractivity. 
The trajectories starting at the point with p<pcr  approach the attractive part of the slow manifold and follow it until the point 
p=pcr . After that for some time they follow the repelling part of the slow manifold and then jump away.  
We note that in both cases as farther the trajectory starts from the change stability point as longer it will follow the repelling part 
of the slow manifold. 
Next pictures show the different solutions to the system for different starting points p and different values of the parameter χ.

 
Fig. 2. Canard solutions for different initial value of p in the case χ< 5 9⁄ . 
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Fig. 3. Solutions with delayed loss of attractivity for the case χ>5/9. 
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Abstract 

The results of simulation of popular routing protocols in DTN wireless networks with the hybrid mobility model of DTN’s nodes are 

presented. The purpose was to evaluate the message delivery probability and the average time of message delivery. The simulation model is 

implemented in the OMNeT ++ simulation system. From the simulation experiments it has been found that the daily periodic repeatability of 

node’s movements has a sufficient influence on the performance of routing protocols with different principles of route determination. 

Keywords: delay tolerant network; routing protocols; human’s mobility model; simulation modeling; OMNeT++ 

1. Introduction 

Due to the great complexity of modeling of mobile wireless networks in general, and so-called delay-tolerated networks 

(DTNs) in particular, computer simulation plays a leading role in the study of such networks, including the characteristics of 

routing protocols. It is obvious that the mobility model used in simulation of such networks has a very strong effect on the 

considered protocol characteristics. Therefore the mobility model should reflect the features of network nodes real mobility as 

closely as possible. 

As a results of human’s mobility researches, which attracted much attention of the scientific community in the last decade, a 

number of important features were revealed. These features are: the clustering of waypoints in real mobility traces, the Levy 

distribution of the distances between waypoints, and the so-called persistence (i.e. approximate constancy) of the daily routes of 

one user, if the system is considered for several days (see, for example, [1-4]). These features must be captured by an adequate 

model. 

In [9, 14] wet proposed the hybrid model of human mobility that combines all the important features of human mobility listed 

above. Our models are based on the models proposed in [7, 8], but more effective in the simulation. Also in the model presented 

in this report, the persistence of individual routes was more consistently captured by introducing a special characteristic – the 

coefficient of persistence. 

In this report we present the results of implementation of our mobility model in the OMNET ++ simulation system. The 

characteristics of some popular routing protocols of DTN networks are investigated, namely, the LET (Last Encounter Time) 

protocol, the MFV (Most Frequent Visible) protocol, and the PROPHET (Probabilistic Routing Protocol using History of 

Encounters and Transitivity) protocol [15]. For these protocols, the message delivery probability Pr (delivery) and the average 

message delivery time (𝑇𝑇𝐿̅̅ ̅̅ ̅) for various network scenarios are evaluated and compared to find the most effective protocol for 

considered scenarios. 

2. Short description of the hybrid mobility model  

The detailed description of the hybrid model is given in [9, 14], so here we will only briefly describe its main features and 

some details which were not considered previously so much. 

Movements of one single node (i.e., a person) are considered as straight-line movements between waypoints, where nodes 

stop at a random time. Lengths of these displacements and pause times are random variables, with distributions close to the 

Levy distributions. Moreover, waypoints are grouped into clusters, also called hot spots, because they actually correspond to 

places (we will call them locations) where people spend considerable time during their daily activities (for example, buildings, 

where they work). In this case, to take into account the routes’ persistence, the coefficient of persistence is introduced, which is 

equal to the fraction of locations that are stored in the routes of one node in different days. Since the modeling of mobility in a 

period of several days in previous works was considered small, here we will consider it in more detail. 

For better adequacy of the hybrid model, both the locations and durations of the daily nodes’ routes are taken from the real 

data from [13]. In particular, we used the traces dataset from the territory of KAIST. It contains data of the one-day travel of 

several dozen students across the campus of the Korea Advanced Institute of Science and Technology.  

In the records of real routes, the movements take an average of 12 hours. The minimum route takes 4.2 hours and the 

maximum route – 23.3 hours. Because of durations of the routes are different, the model allows the forced end of the route, 

which happens after a predetermined constant time interval – a model day. The duration of model day d can be changed, 

depending on the nature of movements in a particular area. This article presents the simulation results with duration of the model 

day equal to the average route’s duration of all nodes from real traces. 

Due to the fact that different routes take different time, each user who finishes his route (including compulsory endings), 

returns to the home location – the location from which the movement is started. If the user's route is longer than the model day, 
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then at the end of the model day the user should go home. After returning to the home location the user “falls asleep” until the 

next model day, i.e. ceases to be the source of messages on the network. 

Before the start of a new day, routes are changed according to the coefficient of persistence p – which means the proportion 

of replaceable visited locations in the entire route. The coefficient p was introduced to allow the route to be changed day by day 

for the purpose of simulation the changes in daily route in reality. 

Each location in a real route can be visited several times by the user. The number of such possible visits is called the 

multiplicity of the location. While forming a new route, all visits from all locations are summed up and part of the total sum is 

excluded from new route (this part is determined by the coefficient of persistence p). Further, the number of waypoints in the 

excluded locations is counted to be added later. After deleting visits, some locations are added randomly in the route from a set 

of all locations, except remaining in the route after the deletion. Adding locations can be repeated to reproduce the multiplicity 

of locations. Waypoints in new locations are added based on the previously calculated sum of excluded waypoints, in order to 

save the total number of waypoints in the new route the same as before the change. This logic of generating a new route is 

designed to ensuring that new route’s duration is close to the duration of the previous route. 

However, in addition to fitting new generated routes to previous routes (or to the first one), the first model route should be 

fitted to the real route by duration. For this purpose, the parameters of the pause time generator are used. The durations of the 

pauses between have Levy distribution [9, 14] with the parameters c and α. To change pause times, the scaling parameter c was 

chosen to minimize the mean square deviation of the route durations for the first day of real traces from the route durations of 

the first day for simulated traces. 

3. Routing protocols 

To describe the routing protocols discussed in this report, we introduce several definitions. Direct neighbors or simply 

neighbors are those nodes that have an active network connection with the current node at a given time (i.e., in the range of the 

communication device). The process of packet routing is that it is necessary to determine which of the neighbors at the given 

time is the most profitable to transfer this packet, so that it subsequently reaches the target node with the greatest probability if 

there is no direct connection with the target node at the given time. 

First of all, all DTN protocols use packet transfer logic in one hop – if node i has a packet addressed to node j, then check the 

direct connection to node j and the packet is transmitted to it if there is a connection. If there is no target node in the number of 

neighbors, but there is a neighbor who is also a neighbor for the target node, then the packet is sent to this neighbor (if there are 

several of them, then any of them). This is a two-hop packet transmission logic, which is also always used. 

If simple logics cannot find the target node or a suitable transit node, then one of the protocols starts (for example, [10]): 

 The Last Encountered Time (LET) protocol; 

 More Frequently Visible (MFV) protocol; 

 proposed LET-MFV protocol with switching threshold (hybrid protocol); 

 PROPHET protocol [15]. 

The LET protocol sends a packet from node i to that neighbor, who later than another “saw” the target node j (i.e., had an 

active network connection with this node). Comparison is made also with the current node i. If there are several such nodes, then 

the packet is sent to the random one. If none of the neighbors have “seen” the target node, then the packet is not being 

transferred to anyone. In general, during the routing process, the packet "strives to catch up" with its target node. 

The MFV protocol works by using the history of the frequency of meeting nodes with each other. The packet is sent from 

node i, to that transit node k, which more often sees the target node j. The measure of the meeting frequency between nodes is 

defined as the ratio of the total duration of the network connection between two nodes to the entire simulation time. The total 

duration is calculated by the width of the sliding “window” in simulation days. The width of this sliding “window” (in model 

days) is a parameter of the model. 

For the availability of the MFV protocol, firstly we have to collect a story about the frequency of meetings between nodes. 

For this purpose, the model has the download phase, during which the collection of statistics is disabled. The duration of this 

phase is equal to the width of the sliding “window”, i.e. as soon as the required number of days has passed, equal to the width of 

the window, statistics collection begins. 

The hybrid protocol based on LET and MFV (LET-MFV) protocols is implemented. It uses LET only up to a certain time 

threshold, after which the MFV protocol starts to work. First the LET protocol tries to find a solution about the best transit node. 

If all neighbors for the current node “saw” the target node later than the threshold, then the protocol switches to the MFV part. 

Such logic should make the routing situation more optimistic, because of it simulates the accounting for obsolescence of 

information about when the nodes “saw” each other. After the threshold has been reached the MFV protocol based on the 

collected statistics about the frequency of meetings starts to work. 

Finally, a simplified version of the PROPHET protocol is implemented. Instead of doing unassembled replication of packets 

on network nodes during the distribution of packets, as simple protocols based on replication do, PROPHET implements 

“probabilistic routing” [15]. 

4. Experimental results 

Hybrid model was implemented in the OMNeT ++ simulation environment [11] using the INET framework [12] (more 

detailed in [9, 14]) to compare simulation results of routing protocols. The purpose of the experiments is to research the 
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behavior of the LET, MFV, LET-MFV, and PROPHET protocols depending on the number of nodes N and the coefficient of 

persistence p of traces. Research provided by comparing the target characteristics of the routing protocols: the PDF of packet’s 

delivery delay or time of live of packet 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿) and probability of delivery  𝑃𝑟(𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦). 

This report uses the traces dataset from the territory of KAIST from collection [13]. All traces were collected in the same 

way: a number of volunteers (university students) wore GPS receivers in their pocket during the day and these receivers record 

their position every 30 seconds. These data were used to find real waypoints, waypoint clusters and other parameters for the 

hybrid model. 

For the MFV part of hybrid protocol: the width of the “window” during which the information about the meetings is collected 

is equal to 5 model days. The duration of the threshold is also equal to 5 model days. As mentioned above, this threshold is 

required to “load” the information about the meetings before the MFV part starts to work. The parameters of the generator of 

pause times are 𝑐 = 18 and 𝛼 = 0.5. The parameters of the generator for movements’ length are the same as in works [9, 14]. 

The radius of the transmitters of nodes is 100 meters. 

 
Fig. 1. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 12 and 𝑝 = 0.5. 

 

 
Fig. 2. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 23 and 𝑝 = 0.5. 

 

 
Fig. 3. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 46 and 𝑝 = 0.5. 

 

 
Fig. 4. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 12 and 𝑝 = 0.9. 

 

 
Fig. 5. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 23 and 𝑝 = 0.9. 
 

 
Fig. 6. Comparison of distributions 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿)  

for 𝑁 = 46 and 𝑝 = 0.9. 
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The experiments were made with a coefficient of persistence 𝑝 = 0.5 and 𝑝 = 0.9. The number of nodes 𝑁 is varied in the 
experiments: 12, 23, and 46. The duration of model day 𝑑 was equal to 12 model hours – this value based on a selective average 
of the durations of all real routes from the given territory. In figures 1, 2, and 3 the 𝐶𝐶𝐷𝐹(𝑇𝑇𝐿) functions for packet’s PDF of 
time to live for a different number of nodes 𝑁  with a coefficient of persistence 𝑝 = 0.5 are shown. In figures 4, 5 and 6 
𝐶𝐶𝐷𝐹(𝑇𝑇𝐿) functions for a different number of nodes 𝑁 with a coefficient of persistence 𝑝 = 0.9 are shown. The estimations 
of the average packets’ time to live 𝑇𝑇𝐿̅̅ ̅̅ ̅ are presented in Table 1. The estimated probabilities of packets’ delivery 𝑃𝑟(𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦) 
for all runs of models are shown in Table 2. 

Table 1. Estimation of average time-to-live 𝑇𝑇𝐿̅̅ ̅̅ ̅ (measured in simulation seconds).  

Count of  

nodes (N) 
𝑝 = 0.5 𝑝 = 0.9 

 LET MFV LET-MFV PROPHET LET MFV LET-MFV PROPHET 

46 52060.2 49784.8 49575.9 56642.8 45952.1 43695.7 43022.3 43560.5 

23 52522.1 50324.6 50176.4 55306.7 43013.1 35147.3 34871.2 37608.1 

12 63177.9 63177.9 62928.5 80434.9 45022.8 42577.7 42405.2 46661.0 

Table 2. Probability estimation of delivery of packets 𝑃𝑟(𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦). 

Count of  

nodes (N) 
𝑝 = 0.5 𝑝 = 0.9 

 LET MFV LET-MFV PROPHET LET MFV LET-MFV PROPHET 

46 0.6786 0.6939 0.6938 0.6695 0.7945 0.8006 0.8026 0.7742 

23 0.6390 0.7375 0.7361 0.6963 0.8072 0.7909 0.7923 0.7575 

12 0.6951 0.6951 0.6935 0.8023 0.7387 0.7009 0.7011 0.7077 

5. Conclusion 

The results of simulating of popular routing protocols in DTN networks with a hybrid mobility model of nodes are presented. 

The message delivery probability and average time-to-live of message was evaluated. As a result of the experiments, it was 

found that with a small average density of nodes and with an average persistence coefficient, the MFV protocol surpass the other 

protocols in case of the probability of message delivery. With a large density of nodes and a large coefficient of route 

persistence, the LET protocol has the advantage in the probability of message delivery, however the best protocol in case of the 

average delivery time for all considered parameters of nodes’ mobility is the protocol LET-MFV. 

PROPHET protocol has worse characteristics than others, but it is necessary to note that our implementation of this protocol 

was simplified (for example, without implementation of replication of packets) and we used the recommended parameters in 

[15] without deep optimization. So, investigation of applicability of our hybrid mobility model and more deep comparison of 

considered routing algorithms is the direction of our further research. 
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Abstract 

Many Web-site owners turn to Web Studios for help in solving the problems of their web projects’ support, mostly on a subscriber basis. If the 

Web Studio is professionally engaged in technical support of web projects, then it can have dozens and hundreds of clients, who create 

hundreds of job requests per month. However, Web Studio’s human resources are usually limited. Therefore, the resource allocation problem 

is of great current interest (by resources we mean the programmers involved in the implementation of this type of work). In this article, we 

propose two - stage approach for determining an optimal schedule of Web Studio’s customer support tasks. The algorithm of dynamic 

assignment of tasks in real time is implemented taking into account the dynamic character of this process. The performance of the proposed 

approach is investigated. 

Keywords: dynamic scheduling theory; mathematical model; customer service; real time assignment; Web Studio; optimization 

 

1. Introduction 

Wide range of specialists is involved while working on the projects implemented by Web Studios. They are managers, 

programmers, business analysts, designers and other technical personnel. However, according to the Web Studio managers, the 

main force on which projects are held, and the main critical resource, are programmers. 

In accordance with [1] the main areas, the programmers of Web Studios are working on, are: 

• Web - sites development (requirements gathering, development of key pages’ prototypes,  technical specifications 

development, development of Web-site design, layout of Web-site design, programming and setup, testing and project 

implementation); 

• Guarantee (subscriber) service. 

Many Web - site owners turn to Web Studios for help in solving the problems of their web projects’ support, mostly on a 

subscriber basis. Subscriber service means site’s technical support and solution of tasks set by the developer or the client within 

the paid hours. If the Web Studio is professionally engaged in technical support of web projects, then it can have dozens and 

hundreds of clients, who create hundreds of job requests per month. In this case the support contract usually fixes the maximum 

response time to the client's request. Web Studio human resources are usually limited. Therefore, the resource allocation problem 

is of great current interest (by resources we mean the programmers involved in the implementation of this kind of work). 

Resource allocation problem is usually used to solve the problem of assigning resources (machines, programmers) to the tasks 

that need to be performed [2 – 5]. However, in the case of solving the problem of customer support allocation tasks, the usage of 

static methods of scheduling theory is not enough. In most real-world situations, unforeseen circumstances continually arise that 

require schedules revision or modification. Such circumstances can concern either resources or operations. Event related to 

operations is, for example, changing deadlines, canceling orders, late arriving orders, changes in the production process due to 

the replacement of resources, etc. Thus, the schedule often becomes irrelevant even before its completion. 

Such situation forced the development of the so-called dynamic scheduling theory [6 – 8], a set of approaches that respond to 

unexpected events, either by adjusting the existing schedule, or by rescheduling the remaining operations. It is more efficient to 

use the dynamic scheduling theory within the terms of present dynamic environment. The present article considers and analyzes 

two - stage approach to scheduling Web Studio customer support tasks. At the first stage of the approach we adapt mathematical 

model for multi-skilled project scheduling [9 – 12], the solution of which allows us to construct the initial static schedule. At the 

second stage of the approach we propose special algorithm for real-time assignment based on the schedule prepared on the first 

stage. 

The rest of the paper is organized as follows. Section 2 considers the current workload of Web Studio programmers based on 

the real data presented in the form of Gantt chart. Section 3 sees into two-stage dynamic approach. Subsection 3.1 introduces 

mathematical model for multi-skilled project scheduling and explains its application with usage of the IBM ILOG CPLEX 

software. The problem is formulated mathematically as a bi-objective optimization model to minimize total costs of processing 

the tasks and to minimize reworking risks of the tasks, concurrently. In the subsection 3.2 we propose an algorithm of assigning 

the tasks in real time. In section 4 we give the performance results of the implemented two-stage approach. Section 5 

summarizes accomplished work and gives the conclusion.    
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2. Analysis of Web Studio data 

To solve the problem of distribution of Web Studio customer support tasks, a particular set of real data on tasks, performed on 

a certain period of time within the subscriber service, was obtained and analyzed. The existing method of this Web Studio tasks 

allocation is the usage of software that works on the principle of priority and the "manual" assigning the tasks for resources 

(Web Studio programmers) by the project manager. In this case, the tasks are distributed using the priority principle in 

accordance with which the tasks are assigned to the following values depending on their urgency: 

• normal, 

• urgent, 

• critical. 

The consequence of manual assignment of the tasks is "idle periods" in the schedule of programmers, i.e. periods of time in 

which the programmer does not have tasks to perform. To analyze the workload of the programmers’ current schedule, a Gantt 

chart was constructed on the data received by the Web Studio and presented in figure 1. 

 

Fig. 1.  Gantt chart for April, 2016. 

This diagram shows the schedule of Web Studio programmers for April 2016. The black colored segments show "idle 

periods", which are the days when the programmers did not perform any customer support tasks. Vertically the numbers - 

identifiers of the programmers are shown, horizontally - the day of the month. The diagram shows that for the programmers with 

identifiers 1283, 2674 and 2662 idle times were noticed  two times (idle time is considered the absence of tasks for the whole 

day). The programmers 1328, 2730 have such a number of idle times goes till 5. Taking into account that in these days 

programmers could perform project tasks alongside with the implementation of projects, the load of programmers in terms of 

subscriber service is far from complete. Therefore, we are going to consider two approaches of the dynamic construction of 

schedules as a way to improve and optimize the current allocation of customer service tasks. 

3. The two-stage approach to real-time assignment 

The schedule is built in two stages. Firstly, a long-term (static) schedule is built using multi – skilled project scheduling. 

Then, with the help of a dynamic approach, new tasks are built in the existing long-term schedule. Thus, new tasks are 

distributed without changing the current schedule.  

3.1. Mathematical model for multi-skilled project scheduling with level-dependent rework risk 

Let us use the following optimization problem to get long- term schedule – «Multi-skilled project scheduling with level-

dependent rework risk» [13]. A multi-skilled version of the resource constrained project scheduling problem was first proposed 

by Neron and Baptista in [14]. Such mathematical model supposes that each worker has at least one skill. In this problem 

setting, a group of workforces with predetermined skills should be assigned to perform all required skills involved in each task. 

In addition, all the workforces assigned to the skills of each task should start executing the task at the same time and should be 

available until completing all skills of that task [15, 16]. 

Let ,i j  be indexes of the tasks; s  be index for the skills; l  be index for the levels of the skills; m  be index of manpower;  
',t t  be indexes of time; iP  be processing time of task i . 

Let us denote by mslC  – the cost of performing the skill s  by manpower m  at level l  per unit time, by isb  – the required 

number of workforces that use skill s  on task i , by  mslPr – the  risk of reworking if manpower m  performs the skill s  at 

level l  and by 
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Let us consider the following objectives for our mathematical model:  
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The first objective (1) minimizes the total cost of processing the tasks involved in a project. The second objective (2) 

minimizes the reworking risk of the processed tasks. Both objectives can be taken into account by using weighted coefficients as 

represented by formula 3. Values of weighted coefficients are chosen by decision – makers, who figure out which objective is 

more or less important than another one. In the research, the next combinations were used: 1w = 2w = 0.5; 1w = 0 and 2w  = 1; 

1w = 1 and 2w  = 0. 

The optimization problem has to be solved under the following constraints: 
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The constraint (4) preserves the precedence relations between the tasks. The constraint (5) ensures that each task must be 

started once. The constraints (6) and (7) imply that all the workforces assigned to various skills of each task should start their 

work, concurrently. The constraint (8) implies that the number of workforces assigned to different levels of each skill should be 

equal to the number of manpower required to perform that skill. The constraint (9) ensures that the manpower assigned to a level 

of each skill should be able to perform it appropriately. The constraint (10) implies that the number of workforces assigned to 

each task should be equal to the number of required manpower to accomplish that task. Constraint (11) ensures uninterrupted 

assignment of workforces to different skills of project tasks. In other word, the manpower assigned to a skill of each task must 

perform the assigned skill continuously without interruption. The constraint (12) implies that each task should be executed by 

the workforces assigned to different skills of that task. The constraint (13) ensures that the manpower assigned to each skill of 

an task should perform that skill in her/his predefined level. Finally, the constraint (14) denotes that all decision variables are 

binary. 

Mathematical model for multi-skilled project scheduling with level-dependent rework risk was solved using an optimization 

software package IBM ILOG CPLEX Optimization Studio. This software is an enterprise analytical decision support toolkit. It 

enables rapid development and deployment of decision optimization models using mathematical and constraint programming. 

ILOG CPLEX combines completely featured integrated development environment (IDE) that supports Optimization 
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Programming Language (OPL) application development to create high-performance ILOG CPLEX optimizer solvers. ILOG 

CPLEX enables you to optimize your business decisions, develop and deploy optimization models quickly and create real-world 

applications. The CPLEX code fragment is presented in figure 2. 

    

Fig. 2.  CPLEX code fragment. 

3.2. Real-time assignment 

The second stage of the construction of schedule for Web Studio customer support tasks is the integration of incoming new 

tasks into the schedule that was built at the first stage. To implement such an integration we apply the Real-time assignment 

algorithm. 

The real-time assignment algorithm was proposed due to the spread of the supply chain paradigm. In the supply chain, each 

project encompasses a whole production cycle, starting from customer requirements to final calculations. In addition, the variety 

of products involved in the project is limited in terms of the number of tasks types. Today, a project is understood as a 

continuous stream of tasks. In particular, production systems are gradually moving from small-scale production to conveyor 

assembly lines, which guarantee not only the performance, but also the flexibility of the system. Thus, the assignment of job (set 

of tasks) in real time is to assign a job to a set of resources upon the arrival of the order in the production system. In the event of 

a violation of the performance of any task, previously planned unfinished task is redistributed in the order corresponding to the 

demand. The goal of this approach is to redistribute tasks in real time. 

Consider the following problem of assigning jobs in real time with fixed previous assignments. Let us suppose that task i can 

be performed by any of the programmers 1 2 3{ , , ,..., }i

i i i
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iK  is the maximum number of programmers who are able to perform the task i , and 
,k iQ   is 

the maximum number of idle periods available for task i  of the programmer
k

im . 

The initial data for the algorithm are the programmers’ initial schedules determined at the first stage, the idle periods of the 

programmers, and the incoming tasks with their time estimates. For the case of several programmers whose performances are 

identical, we group the idle periods associated with one group of such programmers as follows. 

For
21k k , where  1 2, 1,2, , ik k K  , period 1 1

, ,, ,
k k

i q i q   
 

 
1 ,1,2, , k iq Q   precedes  2 2

2, , ,,  , 1,2, ,  
k k

i r i r k ir q Q      
  if: 

1. 1 2

, ,

k k

i q i r  , или 

2. 1 2 1 2

, , , , и 
k k k k

i q i r i q i r     . 

The sequence of such sorted periods is denoted by ,s s

i i   
, where 

,1
1,2, ,

i

i

K

k i ik
s Q Q


    

Let is  be a rank of the idle period assigned to the i  -th operation in the operation sequence; it  be a starting time of the 

operation i ; i  be processing time required to complete the operation i . Let us denote by i - maximum overstay permitted for 
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the operation i  , on the corresponding resource; by is

i - starting instant of the is  -th idle period that could be assigned to the 

operation i  and by is

i - finishing instant of the is -th idle period. 

In this approach, the following Real-time assignment algorithm is used:  

1. Set 1is  for i  =1,2,…,m; 

2. Set 1

1 1

s
p  ; 

3. Set 
-1 -1( , )is

i i i ip MAX p   , i =2,…,m; 

4. Set 
1m m mp p    ; 

5. Set 
1 1 m mt p  ; 

6. Set 
1( , - - )i i i i it MAX p t    for all  i = m,m-1,…1; 

7. If 
1( )is

i it   for all i =1,2,…,m, then the optimum is reached; 

else, for each i  such that 
1( )is

i it   , set 1i is s   and go to step 2. 

4. Performance results 

Here are the results of solving the optimization problem «Multi-skilled project scheduling with level-dependent rework risk» 

for the test case with 3 workers (programmers), 2 skills and 4 tasks, see figure 3, figure 4. The optimal value of the decision 

variable Y  is presented in figure 3 (last column).  The variable Y is equal to 1, if manpower m performs the skill s on the task i, 

otherwise 0. 

For example, in the third row manpower m2 does perform the skill 1 on the operation 1, but he does not perform the skill 2 on 

operation 1 (the fourth row). Dimension of the vector Y   is M S N  , where M is  the number of manpower, S  is the 

number of skills and N is amount of tasks. Dimension of the resulting vector Y    presenting in figure 3 is equal to 3*2*4 = 24. 

IBM ILOG CPLEX found the most optimal solution taking into account all the above-mentioned constraints. 

 

Fig. 3.  The resulting vector Y. 

The optimal value of decision variable Z  is presented in figure 4.  The variable Z is equal to 1, if the task i starts at the time 

t, and 0 otherwise. For example, operation 1 starts at time 5 (the sixth row). Dimension of the vector Z is T N , where T  is 

upper bound of index t  and N  is number of tasks.  Dimension of the resulting variable Z  presenting in picture 4 is 6*4 = 24. 

And combination of resulting variables gives us  the long – term shedule of Web Studio customer support tasks for 

programmers.  

Obtained resulting variables gives us following long – term schedule: task 1 starts at time 5 executed by manpower 2 

perfoming skill 1; task 2 starts at time 3 executed by manpower 2 perfoming skill 2; task 3 starts at time 4 executed by 

manpower 1 perfoming skill 2 and manpower 2 perfoming skill 1; and task 4 starts at time 5 executed by manpower 3 using skill 

2. 

Let us study the dependence of the optimal solution finding time on the number of tasks, workers or skills. That would helps 

us to understand whether this mathematical problem is applicable in real conditions or not. The table 1 shows the dependence of 

computation time of optimal solution on the number of tasks performed. It can be seen from the table that with the increase in 

the number of tasks, the execution time also increases substantially. The study was done for the test case with 10 workers and 2 

skills. 
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Fig. 4.  The resulting vector Z. 

Table 1. The dependence of the optimal solution finding time on the number of tasks. 

The number of tasks Computation time 

15 tasks 4 sec  

50 tasks 7 min 1 sec 

100 tasks 43 min 34 sec 

The table 2 revealed that the dependence of computation time of optimal solution on the number of workers performed is not 

as high as in the previous case. So from this side, program’s execution time is feasible in the context of Web Studio work. The 

study was done for the test case with 50 tasks and 2 skills. 

Table 2.  The dependence of the optimal solution finding time on the number of workers. 

The number of workers Computation time 

15 workers 42 sec  

30 workers 2 min 37 sec 

100 workers 6 min 23 sec 

The table 3 also revealed the dependence of computation time of optimal solution on the number of skills. Obviously, the 

same as in the table 2, this dependence goes up not so quickly, which is positive in and on itself.  The study was done for the test 

case with 50 tasks and 10 workers. 

Table 3.  The dependence of the optimal solution finding time on the number of skills. 

The number of skills Computation time 

2 skills 20 sec 

5 skills 2 min 32 sec 

10 skills 10 min 37 sec 

In all three cases obtained results are feasible in real - life terms, since long-term schedule is calculated once for a long period 

of time and then it gets corrected with Real-time assignment algorithm. 

Now consider the tests of the software implementation of the Real-time assignment algorithm in multi-paradigm numerical 

computing environment MATLAB. 

Test case with 2 programmers 

Let us consider a test case where the tasks will be executed by two programmers m1 and m2. The initial data necessary for the 

execution of the algorithm is presented below. 

Select the next execution time required to complete the tasks: 

• The first task i1 will be executed during 1 time unit (θ1 = 1) 

• The second task i2 will be executed during 2 time units (θ 2 = 2) 

The maximum waiting time that a programmer can have is 1 time unit. Let us define the periods of idle time for 

programmers, that is, the periods in which they can take a customer service task on a performance.  

The idle periods I1 of the first programmer m1 are [0, 3], [5, 10], [15, + ∞). 

The idle periods I2 of the second programmer m2 are [0, 6], [16, 19], [25, + ∞). 

s   is the result variable which represents the idle period number on which the specific task was assigned. 
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The results of algorithm execution are shown in Figure 5.  In Figure 5 black rectangles represent the periods of business of the 

programmers, and green rectangles – the periods of time in which tasks will be performed. 

 

Fig. 5.  The solution reached using the algorithm. 

In test №1, as we can see two tasks i1 and i2 will be executed consistently in the first periods of idle periods of both 

programmers m1 and m2, respectively. All the idle windows are suitable for performing the related tasks. Furthermore, ti is the 

start time and tt+1 the completion time of the i-th operation.  For each resource, the upper limit of the last window is always +∞. 

As a consequence, applying the above – mentioned algorithm always leads to a solution. 

Test case with 4 programmers 

In this test case, the tasks will be distributed among 4 programmers. 

The execution time required to complete the task: 

• for the first task i1- θ1= 3 

• for the second task i2- θ2=4 

• for the third task i3- θ3=5 

• for the fourth task i4- θ4=5 

The maximum waiting time for a resource is 1. 

The idle periods I1 of the first programmer m1 are [0,2], [5, 15], [25, + ∞). 

The idle periods I2 of the second programmer m2 are [0,15], [25, + ∞). 

The idle periods I3 of the third programmer m3 are [0,5], [10,25], [30, + ∞). 

The idle periods I4 of the fourth programmer m4 are [0.10], [20, + ∞). 

The results of the algorithm execution are shown in figure 6. 

 

Fig. 6.  The solution reached using the algorithm. 

For this test, tasks i1, i2, i3 and i4 will be executed successively in the second idle periods of all programmers except the second 

one. 

Test case with 8 programmers 

Consider the results of this algorithm in the distribution of tasks for 8 programmers. 

The execution time required to complete the task: 

• for the first task i1- θ1=3 

• for the second task i2  - θ2= 2 

• for the third task i3 – θ3=3 

• for the fourth task i4- θ4=2 

• for the fifth task i5 – θ5=3 

• for the sixth task i6 – θ6=5 

• for the seventh task i7 – θ7=4 

• for the eighth task i8 – θ8=5 

The maximum waiting time for a resource is 1. 

The idle periods I1 of the first programmer m1 are [0,2], [5, 15], [25,30], [35, + ∞). 

The idle periods I2 of the second programmer m2 are [10,15], [25,27], [30, + ∞). 

The idle periods I3 of the third programmer m3 are [0,7], [13, 17], [20,24], [29, + ∞). 

The idle periods I4 for the fourth programmer m4 are [0.5], [10, 12], [16,22], [31, + ∞). 

The idle periods I5 for the fifth programmer m5 are [10,15], [20,27], [30, + ∞). 

The idle periods I6 for the sixth programmer m6 are [7,11], [15,20], [25,30], [35, + ∞). 

The idle periods I7 for the seventh programmer m7 are [6,10], [14,24], [29,35], [43, + ∞). 

The idle periods I8 for the eighth programmer m8 are [0,5], [10,12], [16, 18], [20,22], [31, + ∞). 

The results of the algorithm execution are shown at figure 7. 
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Fig. 7.  The solution reached using the algorithm. 

In the test cases (figures 5, 6, 7), the tasks were distributed uniformly, taking into account the idle periods of the programmers 

and their maximum waiting time. The above-given test cases show that the algorithm is looking for the most suitable idle period 

for the task. If the task does not fit in the idle period, or the maximum waiting time for the resource is exceeded, the algorithm 

starts looking for another nearest suitable idle period.  

Test of the Real-time assignment algorithm revealed the main advantages of this approach. The need to build a new schedule 

in the event of any breakdown or any other unforeseen circumstance that make the current schedule irrelevant now disappears. 

The feature of this approach is the fixed previous assignments. Thus, this approach allows you to schedule the execution of 

incoming tasks without changing the current schedule of programmers. Also, the advantage of this method is the low labor input 

and high speed, which, undoubtedly, is important for the practical application of the method. 

Another advantage of the proposed algorithm is the ability of filling and eliminating idle periods in the programmer schedule. 

This property allows us to apply this algorithm even when the original schedule is not optimal, as it turned out in the real 

conditions discussed in Section 2. 

5. Conclusion 

The data analysis of the workload of employees by Web Studio customer support tasks for a certain period showed that the 

current principle of tasks allocation gives non-optimal workload of the employees. Thus, the conducted analysis revealed the 

urgency of research and development of methods for more optimal allocation of the customer support tasks. As a result of 

present research we have proposed the two-stage approach based on dynamic scheduling theory. 

The undoubted advantage of this approach is the ability to schedule the work of programmers without changing their current 

order of execution of the tasks. The Real-time assignment algorithm allows optimally filling the programmers’ idle periods and 

evenly distributing the programmers’ workload and reducing the idle periods. 

At this stage of the research, the Real-time assignment algorithm considers the process of performing the tasks as a sequential 

procedure, which does not always suitable for the current principle of executing tasks in Web Studios. Therefore, promising 

direction for further work is more accurate adaptation of the algorithm to the problem of distribution of the customer support 

tasks. That is, to take into account the possibility of parallel execution of tasks by programmers [17- 20], the priority of tasks, as 

well as the priority of the programmer for the task. The latter means the priority of a certain programmer in distribution of the 

subscriber tasks: the programmer who implemented the web project has a higher priority in the queue for subscriber tasks from 

this project. 

While analyzing the results of the solution of the optimization problem, a significant increase in the time of finding the 

optimal solution was revealed with an increase in the number of tasks.  Therefore, we are going to try reducing this time by 

integrating the optimization model with different heuristics.  This kind of reducing is really important because real – life 

problems’ dimensions are huge. In our case the problem is solved once, and then dynamic approach, which is independent of 

problems’ dimensions, makes its corrections.  
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Digital photoelasticity for calculating coefficients of the Williams series 
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Abstract 

Photoelasticity method is used to study experimentally the complete Williams series expansion of the stress and displacement fields in the 
vicinity of the crack tip in isotropic linear elastic plates under Mixed Mode loading. The distribution of the isochromatic fridge patterns is 
employed for obtaining the stress field near the crack tip by the use of the complete Williams asymptotic expansion for various classes of the 
experimental specimens (plates with two collinear cracks under tensile loading and under mixed mode loading conditions). The higher order 
terms of the Williams series expansion are taken into account and the coefficients of the higher order terms are experimentally obtained. The 
stress field equation of Williams up to fifty terms in each in mode I and mode II has been considered. The comparison of the experimental 
results and the calculations performed with finite element analysis has shown the importance and significant advantages of photoelastic 
observations for the multi-parameter description of the stress field in the neighborhood of the crack tip.  

Keywords: photoelastic stress analysis; elastic behavior; fracture; coefficients of the higher order terms 

1. Introduction 

The advent of computers coupled with developments in personal computer digital image processing has had a great influence 
in the development of modern photoelasticity [1-8]. The term “digital photoelasticity” refers to the automation of the 
photoelastic data collection and analysis [1]. The classical manual procedure of analysis is usually very tedious and time 
consuming and requires skilled and experienced personnel. With the advent of digital image processing techniques in 
photomechanics, digital photoelasticity has become very popular [1-9]. The development of the computer-aided analysis of the 
experimental data obtained from photoelastic experiment caused rapid growth of the photoelasticity experiments [1-20], 
especially in fracture mechanics for analysis of the crack tip fields and crack tip parameters. In the past two decades crack-tip 
mechanics has been studied increasingly using full-field techniques, namely DIC [15] and photoelasticity [1-8]. 

Thus, in [2] the experimental technique of photoelasticity has been utilized for calculating bi-material notch stress intensities 
as well as the coefficients of higher order terms. Employing the equations of multi-parameter stress field allows data collection 
from a larger zone from the notch tip and makes the data collection from experiments more convenient. Moreover, the effects of 
higher order terms in the region near the notch tip are taken into account. For the photoelasticity experiments, a laboratory 
specimen known as the Brazilian disk with a central notch, consisting of aluminum and polycarbonate, has been utilized in [2]. 
Using this specimen, different mode mixities could be easily produced by changing the loading angle. The bi-material notch 
stress intensities and the first non-singular stress term (called T-stress) were calculated for different test configurations. In order 
to utilize the advantages of whole-field photoelasticity and minimize the experimental errors, a large number of data points were 
substituted in the multiparameter stress field equations. Then the resulting system of nonlinear equations was solved by 
employing an over-deterministic least squares method coupled with the Newton–Raphson algorithm. It has been shown [2] that 
considering the T-stress term improves, to a large extent, the accuracy of the stress intensities calculated through the 
photoelasticity technique. Moreover, by reconstructing the isochromatic fringes, the effects of the T-stress term on the shape and 
size of these fringes around the notch tip were investigated for a 30  notch. The experimental photoelasticity results were also 
compared with the corresponding values obtained from finite element analysis and a good correlation was observed. 

In [3] it is noted that the V-notches are most possible case for initiation of cracks in structure elements. The specifications of 
cracks on the tip of the notch will be influenced via opening angle, tip radius and depth of V-notch. In [3] the effects of V-
notch’s opening angle on stress intensity factor and T-stress of crack on the notch has been investigated. The experiment has 
been done in different opening angles and various crack length in mode I loading using photoelasticity method. The results 
illustrate that while angle increases in constant crack’s length, stress intensity factor (SIF) and T-stress will decrease. Beside, the 
effect of V-notch angle in short crack is more than long crack. These V-notch affects are negligible by increasing the length of 
crack, and the crack’s behavior can be considered as a single-edge crack specimen. 

Guaglianon [4] et al considered the multi-parameter description of the crack tip in isotropic linear elastic materials. The 
elastic stress field around a crack tip is fully defined through multiparameter equations. A code and program were implemented 
to evaluate the characteristic parameters of the stress field around a crack tip by photoelastic analysis. The possibility to change 
the number of parameters makes it possible to adapt the study to different cases, increasing the extension of the analyzed area in 
order to have a correct modeling of the photoelastic fringes. The performed experimental tests allow emphasizing the importance 
of using multiparameter equations in the study of the stress field around the crack tip. 

Inspired by the Brazilian disk geometry the authors of [5] examine the utility of an edge cracked semicircular disk (ECSD) 
specimen for rapid assessment of fracture toughness of brittle materials using compressive loading. It is desirable to optimize the 
geometry towards a constant form factor for evaluating SIF IK . In this investigation photoelastic and finite element results for 

IK  evaluation highlight the effect of loading modeled using a Hertzian loading. According to authors of [5] a Hertzian loading 
subtending 4  at the center leads to a surprisingly constant form factor of 1.36. This special case is further analyzed by applying 
uniform pressure over a chord for facilitating testing. 
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Lei et al [6] applied photoelasticity method for study of structural imperfection of ZnGeP2 crystal. The stresses related to rows 
and accumulations of dislocations were revealed by photoelastic method for ZnGeP2 crystals grown by Vertical Bridgman 
method. A comparison of information from topographs of photoelastic method and X-Ray topography based on Borrmann 
method was carried out. It was shown that the strongest contrast is observed on boundaries of dislocation rows and regions of 
relatively perfect crystals. Photoelastic method gives information about defect structure where X-Ray topography can not be 
applied because of high density of defect sand disorientation of reflection planes. Because of high sensitivity of photoelastic 
method the images of defects have larger size then in X-Ray topography. That is why in ZnGeP2 predominately the total contrast 
from dislocation rows is fixed. However, in low angle boundaries photoelastic images of separate dislocations were revealed. By 
comparison with results of simulation it was stated that they are created by edge dislocation of slip system {110}(110) what 
confirms the data obtained by Borrmann method. Thus, photoelastic method can be, from one side, a simple and express method 
of analysis of ZnGeP2 plates cut along the plane of optical isotropy (001) and, from other side, an analytical method of 
identification of dislocations and other defects in this material.  

In [7] it is noted once again that the photoelastic technique has seen some renewed interest in past few years with digital 
images and image processing new methods becoming readily available. However, further research is needed to improve the 
precision, the accuracy and the automation of photoelastic technique. The aim of [7] is to get new numerical equations for the 
phase-shifting method in digital photoelasticity using a plane polariscope. The model was developed to plane polariscope 
because of the simplicity and low cost of this equipment. To develop the phase shift and respective intensity equations only the 
analyzer is rotated. A ring under diametral compression is used for the experimental validation. From these intensity equations 
the equations for isoclinic and isochromatic parameters are deduced by applying a new numerical technique. This approach can 
be used to calculate the isoclinic and isochromatic parameters using any number of images. Several analyses are performed with 
different number of photographic images. The results showed errors reduce when more phase-stepped images are utilized. 
Hence, one concludes that the uncertainties in results due to effects of errors on photoelastic images can be reduced with a larger 
amount of phase-stepped images. 

In [8] the recent advances in digital photoelasticity have made it possible to use it conveniently for the stress analysis of 
articles and components made of glass. Depending on the application the retardation levels to be measured range from a few 
nanometres to several thousand nanometres, which necessitates different techniques and associated equipments. This paper [8] 
reviews the recent advances in the photoelasticity of glass with a focus on the techniques/methods developed in the last decade.  

The aim of the present study is to found coefficients of the multiparameter asymptotic expansion of the stress field in the 
vicinity of the tips of two collinear cracks in the isotropic linear elastic plate using the photoelasticity method. The main idea of 
the paper is to keep the higher-order terms of the Williams series expansion of the stress filed, to reveal and evaluate the effect of 
the higher-order terms of the asymptotic expansion. The motivation of this study is twofold. First, we would like to compare 
theoretical results obtain in [9, 10] with experimental data. According to [9, 10] the higher-order terms of the complete 
asymptotic expansion of the crack-tip stress field can play a significant role. The more distance from the crack tip the more terms 
it is necessary to keep in the Williams asymptotic expansion. Thus it follows the second reason when the photoelastic data is 
processing the number of terms of the asymptotic expansion can’t be chosen arbitrary. It depends on the distance from the crack 
tip. Therefore, the distance from the crack tip should be taken into account when we suppose the structure of the solution in the 
vicinity of the crack tip. 

Note that the coefficients of higher-order terms in the Williams series expansions were computed by different approaches in 
numerous studies [11-15]. 

In [11] the digital photoelasticity technique is used to estimate the crack tip fracture parameters for different crack 
configurations. Conventionally, only isochromatic data surrounding the crack tip is used for SIF estimation, but with the advent 
of digital photoelasticity, pixel-wise availability of both isoclinic and isochromatic data could be exploited for SIF estimation in 
a novel way. A linear least square approach is proposed to estimate the mixed-mode crack tip fracture parameters by solving the 
multi-parameter stress field equation. The stress intensity factor (SIF) is extracted from those estimated fracture parameters. The 
isochromatic and isoclinic data around the crack tip is estimated using the ten step phase shifting technique. To get the 
unwrapped data, the adaptive quality guided phase unwrapping algorithm (AQGPU) has been used. The mixed mode fracture 
parameters, especially SIF are estimated for specimen configurations like single edge notch (SEN), center crack and straight 
crack ahead of inclusion using the proposed algorithm. The experimental SIF values estimated using the proposed method are 
compared with analytical/finite element analysis (FEA) results, and are found to be in good agreement. 

In [12] the method of photoelasticity is used to study the effects of first non-singular stress term on isochromatic fringe 
patterns around the tip of a mode I sharp V-notch. Notches are divided into two categories: notches with opening angles a) less 
than 45 , and b) between two angles 45  and 152 . First, utilizing the mathematical relations of the isochromatic fringes, the 
effects of the first non-singular stress term on the shape and size of the fringes are studied theoretically. For notch opening 
angles less than 45 , it is shown that the isochromatic fringes rotate forward and backward when the coefficient of the first non-
singular term is negative and positive, respectively. It is also demonstrated that both backward and forward rotations of fringe 
patterns are possible when the notch angle is between 45  and 152 . For all notch opening angles, as the first non-singular term 
dominates the notch tip stress field, a new type of fringe appears far from the notch tip. In order to evaluate the analytical 
findings, a photoelastic test program is also performed on a centrally notched cruciform specimen. Using this specimen, different 
loading conditions are simulated by changing the lateral load ratio and consequently different effects of the first non-singular 
term on the shape and size of the fringes are investigated experimentally. Good correlation between the analytical and 
experimental results is observed. 

Harilal et al [13] an experimental study is carried out to estimate the mixed-mode stress intensity factors (SIF) for different 
cracked specimen configurations using digital image correlation (DIC) technique. For the estimation of mixed-mode SIF's using 
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DIC, a new algorithm is proposed for the extraction of crack tip location and coefficients in the multi-parameter displacement 
field equations. From those estimated coefficients, SIF could be extracted. The required displacement data surrounding the crack 
tip has been obtained using 2D-DIC technique. An open source 2D DIC software Ncorr is used for the displacement field 
extraction. The presented methodology has been used to extract mixed-mode SIF's for specimen configurations like single edge 
notch (SEN) specimen and centre slant crack (CSC) specimens made out of Al2014-T6 alloy. The experimental results have 
been compared with the analytical values and they are found to be in good agreement, there by confirming the accuracy of the 
algorithm being proposed. 

The coefficients of higher-order terms in the Williams series expansions were computed using the DIC method which is a 
noncontact full-field optical technique [15]. First, the fundamental concepts of DIC method were described and then, this method 
was proposed to obtain the higher-order terms of the Williams expansion for a CT specimen under pure mode I loading. The 
displacement field around the crack tip in the CT specimen was determined by the DIC approach. The displacements were 
utilized in order to obtain the coefficients of Williams expansion. Then, these coefficients were also calculated by using the FE 
method from the displacement field in the vicinity of the crack tip. The values of stress intensity factor and T-stress obtained 
from the DIC and FE techniques were compared with the results of previous researches. The efficiency and accuracy of the DIC 
technique in determining the coefficients of higher order terms in the Williams expansion were demonstrated for the CT 
specimen. As it is noted in [11] the accuracy of SIF estimate could be improved by improving the accuracy of the isoclinic 
parameter estimate using the white light photoelasticity thereby eliminating the isochromatic–isoclinic interaction noise. An 
advanced experimental technique for determination of the stress intensity factor (SIF) and the T-stress is developed in [18] and 
carefully verified. The approach employs optical interferometric measurements of local deformation response to small crack 
length increment. Narrow notches are used for crack modeling. Initial experimental data represent inplane displacement 
component values measured by electronic speckle-pattern interferometry in the vicinity of the crack tip. Determination of the 
first four coefficients of Williams’ series is the main feature of the developed technique. Relationships for transition from 
measured in-plane displacement components to required fracture mechanics parameters are presented. Availability of high-
quality interference fringe patterns, which are free from rigid-body motion, serves as a reliable indicator of real strain state near 
the crack tip. Experimental verification of the proposed method is performed for non-symmetrical and symmetrical crack in thin 
rectangular plates subjected to uniaxial tension. The distributions of SIF and T-stress values for cracks of different length in 
residual stress fields near electronically welded joints of thin plates are presented as an example of practical implementing. 

In [19] the common definitions for mode I and mode II are evaluated and improved. For this purpose, the in-plane linear 
elastic stress field around the crack tip is written as a set of infinite series expansions. Mode I and mode II fields are classically 
defined as symmetric and anti-symmetric parts of these expansions, respectively. There is also a constant term called ‘‘T-stress” 
in these expansions; parallel to the crack line and independent of the distance from the crack tip. Previous definitions assume 
that Ts-tress exists only in pure mode I or combined mode I and mode II conditions. Based on these definitions, T-stress always 
vanishes in pure mode II. However, the published results of several analytical and experimental researches indicate that the 
constant stress term can exist in mode II stress field, as well. In this paper, some examples are presented which indicate the 
presence and importance of T-stress in pure mode II conditions. Then, the classical definition for mode I and mode II is modified 
to make it consistent with the results presented in the literature. 

Thus, the photoelasticity techniques have been extensively used for experimentally determining the state of stress in actual 
mechanical components. In this research, photoelasticity was employed to assess the singular and higher-order coefficients of the 
Williams series expansion for the stress field in the vicinity of the crack tip. To utilize the advantages of the whole – field 
photoelasticity and minimize the experimental errors, the overdeterministic method [18] has been used. The experimental 
equipment is shown in Fig. 1. The aim of this paper is to obtain the coefficients of the higher-order terms in the Williams 
expansion and to estimate the influence of these terms on the stress field description taking into account as many as possible 
terms in the asymptotic presentation of the crack tip fields.  

2. Elastic stress field around the crack tip 

In the development of linear fracture mechanics M. Williams made a major breakthrough in the analysis of the asymptotic 
stress field at the vicinity of the crack tip in isotropic linear elastic plane media. With the eigenfunction expansion method it is 
possible to establish the separable variable nature of the solution and to obtain asymptotic expressions for the stress field in a 
plane medium with a traction-free crack submitted to mode I, mode II and mixed-mode (mode I and mode II) loading 
conditions:  

2
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m k
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with index m  associated to the fracture mode; m
ka  amplitude coefficients related to the geometric configuration, load and mode; 
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m ijf   angular functions depending on stress component and mode loadings. Analytical expressions for angular eigenfunctions 
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Characteristics of the fracture problems such as the geometry of the specimen and intensity of the load influence neither radial 
nor angular functions in equation (1) [21]. All the variety of fracture mechanics problems is therefore taken into account in the 
sole sequence of coefficients m

ka .Terms with higher orders have been proven to be influential in some circumstances [9,10,16, 
21-34]. In the present paper the experimental technique of photoelasticity was employed to investigate the effects of the higher 
order terms on both the shape and the size of the near crack tip isochromatic fringes for the wide range of specimens. 

3. Photoelastic determination of coefficients of the higher order terms in the Williams series expansion 

Based on the classical concepts of photoelasticity, the locus of an isochromatic fringe is expressed by the stress optic law  

2 m

Nf

h
      (4) 

where m  is the maximum in-plane shear stress, N  and f  represent the fringe order and the material stress-fringe value, 

respectively, h  is the specimen thickness. On the other hand, the relation between the maximum shear stress m  and the 

Cartesian stress components is  
2 2 2

11 22 12( ) / 4m      .    (5) 

The maximum in-plane shear stress around the crack tip can be described by considering K  terms of Mode I and M  terms of 
Mode II expansion from equation (1). By substituting the truncated series expansion of equation (1) (with K  terms of Mode I 
and M  terms of Mode II) and equation 5 into equation 4 the mathematical equation for a fringe developed around the crack tip 
can be written as  

2
2 2 1 /2 1 ( ) 2 /2 1 ( ) 1 /2 1 ( ) 2 /2 1 ( ) 2

11 22 12 1,11 2,11 1,22 2,22
1 1 1 1

1 /2 1 ( ) 2 /2 1 ( ) 2
1,12 2,12

1 1

( ) / 4 ( ( ) ( ) ( ) ( )) / 4
2

( ( ) ( ))

K M K K
k k k k k k k k

k k k k
k k k k

K M
k k k k

k k
k k

Nf
a r f a r f a r f a r f

h

a r f a r f

      

 

   

   

 

 

          
 

 

   

 
(6) 

Equation (6) provides K  and M  terms in Mode I and Mode II expansions, respectively to represent the near crack tip stress 
field. Further the method of evaluation of mixed-mode stress field parameters proposed in [17] is used. The method is called as 
an over-deterministic method for calculating the stress intensity factor as well as the coefficients of the higher-order terms in the 
Williams series expansions in cracked bodies.  

3.1. Experimental procedure 

A set of cracked specimens was used to calculate the stress intensity factor and the coefficients of the higher-order terms of 
the complete Williams series expansion for the stress field in the vicinity of the crack tip. These specimens are the plate with 
two collinear crack of the equal length (Fig. 3), the plates with two collinear cracks of different lengths (Fig. 4), the plates with 
two inclined collinear cracks of the equal and different lengths (Fig. 5).  

Fig. 1. Experimental setup. 
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3.2. Calibration of stress optic coefficients and  types of experimental specimens 

The value of the fringe constant is determined experimentally by inducing a known stress difference 1 2   in a model that 

is made of the same material as the specimen of interest by observing the corresponding value of N  and by solving the optic 

law 1 2 /Nf h    for f . A common calibration specimen is circular disk (Fig. 2). The isochromatic fringe patter of circular 

disk under diametral compression is shown in Fig.1. The material fringe constant is 18.33f  Pa cm/fringe. 

Fig. 2.  Photoelastic yellow-light isochromatics for a disk in diametrical compression by load 14 N (left), 18 N (center) and 21 N (right).  

 

Fig. 3.  Fhotoelastic isochromatic fringe patterns for plates with two collinear cracks under different loads. 

Fig. 4.  Isochromatic fringes for a plate with two collinear cracks of different lengths. 

After the image acquisition several interactive programs were developed for determining coefficients of higher-order terms. 
The necessary photoelastic data for a large number of selected points were collected using MATLAB. The algorithm is based on 
the fact that each pixel of a grayscale photograph has a value or intensity in the range of 0-255, such that a pixel of 0.0 is 
displayed as black, a pixel value of 255 is displayed as white. Hence, pixels with lower intensities are corresponding to the 
darker points of grayscale photos. The computer code as it was proposed by M.R. Ayatollahi and M. Nejati in [14] was also 
developed. The code allows us to find the points of isochromatic fringe pattern. The approach was repeated for several lines in 
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different directions and the darkest point of every isochromatic fringe in each radial direction were found. The positions of these 
points were collected and used. The collection of these points is used for determination of the higher order terms of the Williams 
asymptotic expansion for the stress field in the vicinity of the crack tip. The number of the points depends on the isochromatic 
fringe. The schematic presentation of the specimen geometry is shown in Fig. 6. The normalized coefficients 1 1

22/k ka a    are 

obtained for different types of specimens and presented in Tables 1-5. 

Fig. 5.  Isochromatica fringe patterns in plates with two inclined collinear cracks under differents loads. 

Fig. 6.  Schematical presentaion of the specimen geometry considered. 

Table 1. The coefficients of the Williams series expansion for the stress field in the vicinity of the crack tip z a  

( , 0.5 , 0.5 , 1.5 )a = 1.5cm b cm c cm d cm     . 

1 3/2
1 )a (cm  1 2

2 ( )a cm  1 5/ 2
3 ( )a cm  1 7/2

5 ( )a cm  1 9/2
7 ( )a cm  1 11/2

9 ( )a cm

 

1 13/2
11 ( )a cm

 

1 15/2
13 ( )a cm

 

1 17/2
15 ( )a cm

 
0.5139 -0.2500 0.2512 -0.0646 0.0330 -0.0208 0.0145 -0.0109 0.0086 

1 19/2
17 ( )a cm

 

1 21/2
19 ( )a cm

 

1 23/2
21 ( )a cm

 

1 25/ 2
23 ( )a cm

 

1 27/ 2
25 ( )a cm

 

1 29/2
27 ( )a cm

 

1 31/2
29 ( )a cm

 

1 33/2
31 ( )a cm

 

1 35/2
33 ( )a cm

 
-0.0069 0.0058 -0.0049 0.00426 -0.0037 0.0033 -0.0029 0.0026 -0.0024 

1 37/2
35 ( )a cm

 

1 39/ 2
37 ( )a cm

 

1 41/ 2
39 ( )a cm

 

1 43/2
41 ( )a cm

 

1 45/ 2
43 ( )a cm

 

1 47/ 2
45 ( )a cm

 

1 49/2
47 ( )a cm

 

1 51/2
49 ( )a cm

 

1 53/2
51 ( )a cm

 
0.0022 -0.0020 0.0018 -0.0017 0.0016 -0.00015 0.0014 -0.0013 0.0012 

Table 2. The coefficients of the Williams series expansion for the stress field in the vicinity of the crack tip z ñ  (Fig. 6)

( , 0.5 , 0.5 , 1.5 )a = 1.5cm b cm c cm d cm     . 

1 3/2
1 )a (cm  1 2

2 ( )a cm  1 5/ 2
3 ( )a cm  1 7/2

5 ( )a cm  1 9/2
7 ( )a cm  1 11/2

9 ( )a cm

 

1 13/2
11 ( )a cm

 

1 15/2
13 ( )a cm

 

1 17/2
15 ( )a cm

 
0.52398 -0.25000 0.27936 -0.04384 0.04700 -0.00820 0.00234 -0.00279 0.001468 

1 19/2
17 ( )a cm

 

1 21/2
19 ( )a cm

 

1 23/2
21 ( )a cm

 

1 25/ 2
23 ( )a cm

 

1 27/ 2
25 ( )a cm

 

1 29/2
27 ( )a cm

 

1 31/2
29 ( )a cm

 

1 33/2
31 ( )a cm

 

1 35/2
33 ( )a cm

 
-0.00126 0.01027 -0.00068 0.00769 -0.00041 0.00603 -0.00027 0.00489 -0.00018 

1 37/2
35 ( )a cm

 

1 39/ 2
37 ( )a cm

 

1 41/ 2
39 ( )a cm

 

1 43/2
41 ( )a cm

 

1 45/ 2
43 ( )a cm

 

1 47/ 2
45 ( )a cm

 

1 49/2
47 ( )a cm

 

1 51/2
49 ( )a cm

 

1 53/2
51 ( )a cm

 
0.00407 -0.00013 0.00345 -0.00009 0.00298 -0.00007 0.00260 -0.00005 0.00230 

Table 3. The coefficients of the Williams series expansion for the stress field in the vicinity of the crack tip z a  (Fig. 6)

( 2 , 0.5 , 0.5 , 1.5 )a = cm b cm c cm d cm     . 

1 3/2
1 )a (cm  1 2

2 ( )a cm  1 5/ 2
3 ( )a cm

 

1 7/2
5 ( )a cm  1 9/2

7 ( )a cm  1 11/2
9 ( )a cm  1 13/2

11 ( )a cm

 

1 15/2
13 ( )a cm

 

1 17/2
15 ( )a cm

 

0.62576 -0.25000 0.20400 -0.03470 0.01181 -0.00499 0.00234 -0.00117 0.00061 

1 19/2
17 ( )a cm

 

1 21/2
19 ( )a cm

 

1 23/2
21 ( )a cm

 

1 25/ 2
23 ( )a cm

 

1 27/ 2
25 ( )a cm

 

1 29/2
27 ( )a cm

 

1 31/2
29 ( )a cm

 

1 33/2
31 ( )a cm

 

1 35/2
33 ( )a cm

 

-0.00033 0.00018 -0.00010 0.00005 -0.00003 0.00002 -0.00001 50.733 10  
50.442 10 
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Table 4. The coefficients of the Williams series expansion for the stress field in the vicinity of the crack tip z d  

( , 0.5 , 0.5 , 1.5 )a = 1.5cm b cm c cm d cm     . 

1 3/2
1 )a (cm  1 2

2 ( )a cm  1 5/ 2
3 ( )a cm  1 7/2

5 ( )a cm  1 9/2
7 ( )a cm  1 11/2

9 ( )a cm

 

1 13/2
11 ( )a cm

 

1 15/2
13 ( )a cm

 

1 17/2
15 ( )a cm

 
0.52397 -0.25000 0.27937 -0.04384 0.04700 -0.00820 0.02343 -0.00279 0.014687 

1 19/2
17 ( )a cm

 

1 21/2
19 ( )a cm

 

1 23/2
21 ( )a cm

 

1 25/ 2
23 ( )a cm

 

1 27/ 2
25 ( )a cm

 

1 29/2
27 ( )a cm

 

1 31/2
29 ( )a cm

 

1 33/2
31 ( )a cm

 

1 35/2
33 ( )a cm

 
-0.00126 0.01027 -0.000068 0.00769 -0.00041 0.00603 -0.00026 0.00489 -0.00018 

1 37/2
35 ( )a cm

 

1 39/ 2
37 ( )a cm

 

1 41/ 2
39 ( )a cm

 

1 43/2
41 ( )a cm

 

1 45/ 2
43 ( )a cm

 

1 47/ 2
45 ( )a cm

 

1 49/2
47 ( )a cm

 

1 51/2
49 ( )a cm

 

1 53/2
51 ( )a cm

 
0.00407 -0.00013 0.00345 -0.00009 0.00298 -0.00007 0.00260 -0.00005 0.00230 

Table 5. The coefficients of the Williams series expansion for the stress field in the vicinity of the crack tip z d  

( 2 , 0.5 , 0.5 , 1.5 )a = .5cm b cm c cm d cm     . 

1 3/2
1 )a (cm  1 2

2 ( )a cm  1 5/ 2
3 ( )a cm  1 7/2

5 ( )a cm  1 9/2
7 ( )a cm  1 11/2

9 ( )a cm

 

1 13/2
11 ( )a cm

 

1 15/2
13 ( )a cm

 

1 17/2
15 ( )a cm

 
0.56275 -0.25000 0.31993 -0.02563 0.06089 -0.00065 0.02999 0.00117 0.01853 

1 19/2
17 ( )a cm

 

1 21/2
19 ( )a cm

 

1 23/2
21 ( )a cm

 

1 25/ 2
23 ( )a cm

 

1 27/ 2
25 ( )a cm

 

1 29/2
27 ( )a cm

 

1 31/2
29 ( )a cm

 

1 33/2
31 ( )a cm

 

1 35/2
33 ( )a cm

 
0.00122 0.01286 0.00106 0.00958 0.00901 0.00749 0.00766 0.00060 0.00065 

1 37/2
35 ( )a cm

 

1 39/ 2
37 ( )a cm

 

1 41/ 2
39 ( )a cm

 

1 43/2
41 ( )a cm

 

1 45/ 2
43 ( )a cm

 

1 47/ 2
45 ( )a cm

 

1 49/2
47 ( )a cm

 

1 51/2
49 ( )a cm

 

1 53/2
51 ( )a cm

 
0.00504 0.00057 0.00027 0.00050 0.00368 0.00044 0.00321 0.00039 0.00284 

The teoretically reconstructed isochromatic fringes calculated by the use of the Williams series expansion with the coefficients 
presented in Tables 1-5 are shown in Fig. 7. Here blue points are experimentally chosen points and the red lines are theoretically 
obtained contours of the diffferences of the principal stresses. One can see good consistency the theoretical results with the 
experimental points. Our analysis shows that the higher order terms of the Williams series expansion play significant role in the 
description of the stress field in the vicinity of the crack tip.  

Fig. 7.  Experimental points and theoretically constructed isochromatic fringe patterns in the vicinity of the crack tip in the plate with two collinear cracks of 
different lenght. 

A bitmap image can be constructed by calculating the intensity numerically at each point in a large array of regularly spaced 
points and observing the resulting pattern. An example is shown in Fig. 10 for dark-field isochromatics in multi-parameter stress 
field based on Eq. 1. 

Fig. 8.  Simulated multi-parameter stress field in the vicinity of the crack tip with 2,5 and 9 terms of the Williams seies expansion of the stress field. 

The contours of the Mises equivalent stress in the vicinity of the Mode I crack tip and Mode II crack tip are shown in Fig. 9 
and Fig. 10 respectively. From Fig. 9 (left) one can see the contours of the Mises equivalent stress in the vicinity of the Mode I 
crack tip obtained by the leading order term of the Williams series expansion shown by red lines and the exact solution of the 
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problem and multi-parameter description of the stress field [16] shown by blue lines. One can see that the asymptotic solution 
and the exact solution conicide only in the vicinity of the crack tip at very small distances from the crack tip. Increasing the 
number of terms of the Williams expansion results in extension of the domain where the Williams asymptotic expansion is 
valid. Finally, Figure 9 (right) shows the contours of the Mises equivalent stress obtained by the Williams expansion keeping 
100 terms (red lines). The red lines coincide completely with the exact solution for the infinite elastic medium [16]. The similar 
results have been obtained for mode II (Fig. 10) and mixed mode crack problems. 

Fig. 9.  Influence of the higher order terms of the Williams asymptotic expansion. 

Fig. 10.  Influence of the higher order terms of the Williams asymptotic expansion. 

The first coefficients of the Williams series expansions 1
1a  and 2

1a  were compared with the theoretical results known in 
literature for stress intensity factors for an infinite plane medium with two collinear cracks [35]: 

22

12

1 1
( ) / 2 1 1

1

I

II abb

K E(k)
a - b

K K(k)










                          
,
 

( ) / , ( ) / , .a A b B a ba - b l c - d l k     
 

The experimentally obtained coefficients and the theoretical results are in a good agreement. The exact expressions for the 
coefficients of the higher order terms in the Williams series expansions known for the plate with two collinear cracks have been 
used either for checking the results of the program developed. The accuracy of the method has been tested for several 
configuration subjected to pure Mode I and Mixed-Mode loadings.  

4. Results and Discussion 

In this research, photoelasticity is employed to assess coefficients of the complete Williams series expansion of the linear 
elastic stress field in the vicinity of the crack tip for a wide class of experimental specimens subject to mixed mode loading: 
plates with two collinear cracks of equal and different lengths under tensile loading and mixed mode loading. The study has 
showed that the coefficients of higher order terms can play an important role in fracture process in notched and cracked 
structures. The approach developed allows us to construct all the higher order terms in the asymptotic expansions in order to 
better approximate stress field. We use the plates with two collinear cracks under mixed mode loading to construct the complete 
multi-parameter asymptotic expansion of the stress field in the vicinity of the crack tip. 

By means of photoelasticity the distribution of the isochromatic fridge patterns and the stress field near the crack tip based on 
the complete Williams asymptotic expansion for various classes of the experimental specimens under mixed mode loading are 
obtained. In the present contribution fracture mechanics problems regarding the study of the stress and displacement fields 
around a crack tip under mixed mode loading are discussed in the framework of photoelastic techniques and an over-
deterministic method for calculation of the coefficients of crack tip asymptotic field. The comparison of the experimental results 
and the calculations performed with finite element analysis has shown the importance and significant advantages of photoelastic 
observations for the multiparametric description of the stress field in the neighborhood of the crack tip.  
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5. Conclusion 

The study is aimed at experimental and computational determination of the coefficients in the crack tip stress asymptotic 
expansions for a wide class of specimens under mixed mode loading conditions. In the paper multiparametric presentation of the 
stress filed near the crack tips for a wide class of specimens is obtained. Theoretical, experimental and computational results 
obtained in this research show that the isochromatic fringes in the vicinity of the crack tip are described more accurately when 
we consider the complete Williams asymptotic expansion of the stress field and we have to keep the higher order stress terms in 
the asymptotic expansion since the contribution of the higher order stress terms (besides the stress intensity factors and the T-
stress) is not negligible in the crack tip stress field. The example problems revealed the advantage of using a multi-parameter 
solution in terms of collecting data from a larger zone. A good correlation was observed between the experimental results and 
the numerical results obtained from finite element analysis. 
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Abstract 

The analysis of learning experiment methods of semiconductor microcircuits for individual prediction of their quality is carried out. A choice 

of the informative parameters and means of their control is made. The schemes of insertion the microcircuits in the course of investigation 

tests and modes of their control are justified. The analysis of microcircuits constructive and technological options is carried out. The program 

of investigation tests is developed. Results of learning experiment for 522 series microcircuits are given. The analysis of experimental data is 

carried out. It is recommended to use results of learning experiment for creation the mathematical prediction models of microcircuits quality. 

 

Keywords: learning experiment; bipolar microcircuit; method; investigation tests control; prediction model 

1. Introduction 

The industry way out from crisis in the case of open market economy is almost impossible without solution the problem 

of improvement the quality and competitiveness of products. The problem of improvement the quality is particularly acute, first 

of all, before the knowledge-intensive branches of engineering to which also the microelectronics belongs. The main products of 

microelectronics is integrated microcircuits (IMS). It is taking into account that quality of IMS is defined by their construction, 

the initial materials, complexity and stability of technological processes. At the same time the main link is the manufacturing 

technology [1]. 

One of the conceptual principles of microcircuit quality management can become principles of open quality management. 

At the same time it is expedient to select the following contours of formation the quality: quality establishment; quality support; 

quality maintenance; quality prediction; guaranteeing quality; quality improvement [2]. 

Thus, one of the main stages in formation the microcircuits quality is prediction of their quality indices. For IMS, using 

in the responsible equipment, the most effective is the individual prediction [3, 4]. The most important stage of the individual 

prediction (IP) is the learning experiment. 

The learning experiment is a test in the given mode of a certain quantity of the researched products during the required 

time, usually equal time of the subsequent prediction of tpr, and determination the actual state of each specimen of selection to 

the time of the test end. The purpose of learning experiment consists in receiving the necessary array of initial data, i.e. such 

array which is required for the subsequent training. The maintenance of initial data array is defined by a type of IP. For example, 

values of the informative xi parameters (signs) and the predicted y0 parameter for all specimen in the initial timepoint, values of 

the predicted parameter in finite timepoint of yk, i.e. in case of t = tpr, the intermediate values of the predicted parameter. 

Sometimes it is required to know the intermediate and finite values of the informative parameters. 

Basis of a learning experiment are investigation tests. They allow to reveal, except obtaining the above-mentioned 

information, processes and schemes of elements degradation, to set types and mechanisms of failures, types of defects, load 

ranges which accelerate failures. It allows to set up a level of signs informtiveness, criteria of rejection and classification for 

each constructive and technological option (CTO), to select the most informative parameters, and also to define the modes of 

technological tests, to optimize the researched CTO, to improve the methods of carrying out the investigation tests, learning 

experiment and rejection [5]. 

The most difficult question is determination the types and modes of test influences. They depend on a risk degree or a 

measure of damage caused in the case of equipment operation. The great problems arise in case of choice the informative 

parameters, methods and control means. 

Imperfection of a stage of learning experiment carries to lowering the accuracy of prediction model, increase in the 

conditional risks of the supplier and a customer. The work purpose – is a choice of informative parameters and schemes of 

insertion the 522 series microcircuit when carrying out a learning experiment. 

2. The analysis of learning experiment methods 

The common method of learning experiment in the case of individual prediction the quality indices of space radio-

electronic means (REM) is given in [6]. It includes seven main stages: 

1. Analysis of constructive and technological features of electric radio products (ERP) and REM. 

2. Development or choice the schemes of insertion for control their working capacity and measurement the key parameters. 

3. Choice of methods and control means and informative parameters. 

4. Determine the sеlection volume. 

5. Development the program of investigation tests. 

6. Carrying out investigation tests and experiments. 

7. Analysis the test and experiments results. 

This method was approved on 286 series microcircuit and showed good results. 

Authors [5] within this common approach offered the particular method of carrying out the learning experiment for 

CMOS type microcircuits. This method provides control of mismatch pulse duration. 

For control the informative parameters the installation, containing a dialup field, 2 square waveform oscillator, adapters, 

comparator, averaging circuit, indication device is offered. As the informative parameter for IMS rejection the propagation delay 
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time of a signal in case of turning power on and off is used. At the same time on testing microcircuit they give supply voltage 

near-critical. 

In a number of works the types of test influences when carrying out the diagnostic predicting check are specified. 

Many works are devoted to choice and analysis of informative parameters. So, in [7] for prediction of chips quality it is 

offered to use the level of internal stresses. It is shown that the level of internal stresses depends on the operation modes of 

diffusion, epitaxy, oxidation, etc. In [8] it was used the distributions of thermal and physical parameters of high-power 

transistors. Authors in [9] as the informative parameters of semiconductor products on a plate use volt-ampere characteristics 

(VAC), volt-farad characteristic (VFC) or ampere-noise characteristic (ANC). At the same time they estimate charge stability in 

case of corona discharge influence. Information of semiconductor devices quality is performed also by m-parameter, which 

characterizes VAC not ideality level. It was used in case of prediction the transistors durability by image identification methods 

[10]. High informtiveness in case of electrophysical diagnosing of CMOS types microcircuits was shown by critical power 

voltage [11]. For quality control of digital integrated microcircuits assembly it is expedient to use matrix parameters of thermal 

communication [12]. Authors [13] for quality control of light-emitting diodes and semiconductor lasers suggest to use 

thermomechanical stresses. They arise both as a result of change the ambient temperature, and as a result of sharply 

heterogeneous self-heating of the instrumental structures by dissipation power. In [14] it is set that it is possible to estimate the 

semiconductor devices reliability by the value of mechanical stresses. They arise because of distinction the thermal extension 

coefficients of the applied materials. At the same time the concentration of minority carriers of a charge, their mobility and 

lifetime change, the energy levels displace.  

To predict the drift of semiconductor devices parameters in time and their durability alloys m-parameter [15]. 

For a kind of transistors with a small area of emitter after passage the several pulses of current through direct switches 

emitter junction in the active standard mode there can be considerable leakage currents of emitter junction, increasing basis 

current in the micromode and reducing the current amplification factor [16]. On value of a leakage current they estimate quality 

of a product. 

Authors [17] suggest to estimate CMOS type microcircuits quality on value of critical power voltage after influence of 

electric discharge. Rather informative parameter for many types of semiconductor devices quality is low-quality noise.   

3. The analysis of the researched microcircuits CTV 

For research and analysis of control and testing processes of 522 series microcircuits were selected, as at them failures 

were watched earlier. Key parameters of 522KH microcircuits are specified below.  

Residual voltage at the output of microcircuit, with I=Iout.max., 

Ures., V                           0,8 

Failure voltage, Ufail., V: 

Input #4 - #3    0,35 

Input #4 - #2 0,7 

Disruptive voltage across power circuits, Udisr, V 47 

Current consumption in closed condition, Icons.., µА 75 

Coefficient of return, К 

no more 0,35 

no less 0,85 

Supply voltage, Usv, V 36 

Output amperage (-60…+85
0
С), Iout, mА 120 

The power dissipated in the chip package 0,4 

(-60
0
С…+25

0
С), Pdiss., W 

Active load value, Pload, Ω, no less   280 

Inductive load value, Lload, H, no more  0,22 

Maximum permissible voltage between terminals, Umax., V            

1-3, 14-3, 1-2, 14-2,  4 

4-3, 2-3, 2-1, 2-14   36 

Residual voltage at the output of microcircuit 0,3 

in the absence of loading, V  

Maximum switching time, µs  100 

Maximum operating frequency, Hz 100 

Resistance of circuit in the open state (with I=Iout. max), Ω 10 

Emission amplitude at the top of the output pulse, U, V 3 

The researches carried out by the authors showed the expediency of using the residual voltage of the microcircuits as an 

informative parameter. 

4. The switching on schemes 

For measuring the electrical parameters the switching on schemes, adducing on fig. 1-5, were offered. At measuring the 

Usrb and K parameters the supply voltage is applied to the chip before submission the signals on the microcircuit inputs, switch-

off is made upside-down. In remaining cases the signals first of all are applied on the microcircuit inputs, then – supply voltages 

as their increase are given, switch-off is made upside-down. 
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In the case of measuring the electrical parameters and testing the microcircuits it is allowed the simultaneous submission 

and switch-off supply voltage and signals on inputs and outputs of microcircuits. An error of setting up the test voltage and 

supply voltages must not exceed ±2%, test currents – ±4%. 

Measuring instruments of a direct current and voltage shall have an accuracy class not worse than 1,0. The accuracy class 

of voltmeters – indicators of voltage level meters isn't regulated. Checking the values of supply voltage is made by the accuracy 

class voltmeter not worse 1,0 with input resistance at least 10kΩ /V.  

Metrological aspects of control are given in [18]. 

Measuring the residual voltage on the output of integrated microcircuit in the case of I=Iout.max. is carried out according to 

the measurements scheme provided on fig. 1.  

Value of the output current of I=Iout.max. is set (R3 resistor) by active component of equivalent loading and power supply 

E2. In case of connection the output I3 over the R2 resistor with E2 minus, the mirocircuit connects loading to the power supply, 

through R3 run current of I=Iout.max., causing existence of residual voltage Ures. 

Value of Ures is controlled by the PV voltmeter. 

 
Fig. 1. Scheme of measurement the residual voltage. 

Measurement of the operating voltage Uoper is carried out according to the scheme shown on fig. 2. 

 
Fig. 2. Scheme of measurement the operating voltage. 

The operation voltage Uoper is called the minimum voltage, applied to the microcircuit input, that calls the connection of 

load to the power supply. 

The microcircuit has two control inputs: input # 4 - # 3 and input # 4 - # 2. 

Value of voltage Uoper is set discretely by power supplies E4 - E8. The presence or absence of the loading connection to 

the power supply registers the PV voltmeter – indicator of voltage level. 

Measurement of the failure voltage Ufail are carried out according to the same scheme of measurement (fig. 2). 

The failure voltage Ufail is called the maximum voltage applies to the microcircuit input which doesn't yet cause 

connection of loading to the power supply. 

Value of voltage Ufail  is set discretely by power supplies E4 – E8. 

In the voltage range between Uoper and Ufail  for the same control input, the microcircuit can either connect the load to the 

power supply or not connect it. 

Measuring the consuming current in the closed status Icons. of the microcircuit and disruptive voltage in the supply 

circuits is carried out simultaneously according to the measurement scheme shown in Fig. 3.  

 
Fig. 3. Scheme of measurement the consumption current and disruptive voltage. 
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Consumption current in the close state is the current flowing through the circuits of the microcircuit power supply, when 

the voltage is not supplied to the load by the microcircuit. 

The disruptive voltage through the supply circuits is the maximum voltage applied to the microchip over the power 

circuits, which does not yet cause the load to be connected to the power supply without input signal. 

Current consumption Icons. is controlled by microammeter RA, disruptive voltage Udisr is set by the power supply E3. If the 

microcircuit does not comply with technical requirements for the disruptive voltage Udisr, the current consumption Icons.. will be 

more than values specified in this requirements. 

Control of the operation at maximum operating frequency of 100 Hz is carried out according to the control scheme 

shown in Fig. 4. 

 
Fig. 4. Scheme for control the microcircuit operation. 

Test for faultless is carried out by method 700-1 OST 11 073.013-83 at the temperature + 850C. The scheme of switching 

on in case of tests is provided on fig. 5. 

 
Fig. 5. Scheme of microcircuits testing for faultless and durability. 

The holding time in normal conditions before measurement the parameters – 2 h. 

Some questions of increasing the efficiency of ERP control are given in [19-24]. 

 

5. Conclusion 

 

The made analysis revealed a row of problems when carrying out a learning experiment with bipolar microcircuits: 

absence of the approved schemes of switching on when carrying out investigation tests and low informtiveness of parameters by 

development the expected models. For 522 series microcircuits as the informative parameter it is recommended to use the value 

of residual voltage. Schemes of measurement of residual voltage, actuation voltages, consuming current, operating control, test 

for faultless are offered. 
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Abstract

Frames and subspaces, that are used to the reconstruction of the vector signal without phase measurements, repre-

sented. The new concept of equidistributed frames is considered. The possibility of reconstruction of the vector by

the norms of the projections on the subspaces is asserted. Particular attention is paid to systems of subspaces for which

there is the possibility of reconstruction by the norms of the projections on them and on their orthogonal complements.

Keywords: equidistributed frames; phaseless reconstruction; complement property; full spark set; norm retrieval

1. Basic facts. Phaseless recovery

Let HM denotes M-dimensional space with the scalar product.

Definition 1. A set of vectors Φ = {φk}Nk=1 is called a frame for the H
M , if there are positive constants A, B such

that for all x ∈ HM

A∥x∥2 ≤
N∑

k=1

|⟨x, φk⟩|2 ≤ B∥x∥2.

Numbers A and B are called the lower and upper frame bounds respectively. If we can choose A = B, then the frame

is called tight, and if A = B = 1, it is called a Parseval-Steklov frame (This name was proposed by Acad. V.S.

Vladimirov during a report of the second author in Math. Steklov Institute in 2008 instead of usual Parseval Frame).

Note that in the finite dimensional setting, a frame is simply a spanning set of vectors in the Hilbert space

(span{φk}Nk=1
= H

M) [1, 2].

There are three operators connected with a frame Φ:

analysis operator T : HM → ℓN
2
, defined by

T (x) = {⟨x, φk⟩}Nk=1,

adjoint synthesis operator

T ∗
(
{ak}Nk=1

)
=

N∑

k=1

akφk

and frame operator S := T ∗T on H
M , defined by

S (x) = T ∗T (x) =

N∑

k=1

⟨x, φk⟩φk.

The frame operator is positive, self-adjoint and invertible. Besides, we have

AI ≤ S ≤ BI,

where I is identity operator in H
M .

In particular, for the Parseval-Steklov frame the frame operator is the identity operator, so this frame is the most

useful for the reconstruction of signals. In fact, in this case for every x ∈ HM the following equality is true

x =

N∑

k=1

⟨x, φk⟩φk.
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The operator G = TT ∗ is Gram operator with the matrix



∥φ1∥2 ⟨φ2, φ1⟩, . . . ⟨φN , φ1⟩
⟨φ1, φ2⟩ ∥φ2∥2 . . . ⟨φN , φ2⟩

...
...

. . .
...

⟨φ1, φN⟩ ⟨φ2, φN⟩ . . . ∥φN∥2



and for the Parseval-Steklov frame coincides with the projection P : ℓ2
N
→ ℓ2

N
to the image of the analysis operator [1,

2].

An easy way is known to construct Parseval-Steklov frames. It is based on the following proposition.

Proposition 1. Let {φk}Nk=1
be a frame for HM with bounds A and B, and let P be the orthogonal projection in H

M

on the subspace W. Then {Pφk}Nk=1 is a frame for W with bounds A and B. In particular, if {φk}Nk=1
is Parseval-Steklov

frame for HM and P is the orthogonal projection on W, then {Pφk}Nk=1 is Parseval-Steklov frame for W.

Proof. We have for x ∈ W

A∥x∥2 = A ∥Px∥2 ≤
N∑

k=1

|⟨Px, φk⟩|2 =

=

N∑

k=1

|⟨x, Pφk⟩|2 ≤ B∥Px∥2 = B∥x∥2.

Corollary 1. Let {ek}Mk=1 be an orthonormal basis (ONB) in H
M , and let P be the orthogonal projection on the

subspace W. Then {Pek}Mk=1 is Parseval-Steklov frame for W.

Corollary 1 is the foundation of the following algorithm for construction of Parseval-Steklov frame. We construct

N×N unitary matrix for N ≥ M, then we choose any M rows, columns of thus obtaining M×N-matrix form Parseval-

Steklov frame in H
M . If we construct from the remaining N − M rows (N − M) × N-matrix, then its columns are

Parseval-Steklov frame in H
N−M .

The following theorem, actually proved by Naimark, shows that such process is essentially the only one for

constructing Parseval-Steklov frame [3].

Theorem 1.

Let Φ = {φk}Nk=1
be a frame in H

M with the analysis operator T, let {ek}Nk=1
be the standard basis in ℓ2

N
, let

P : ℓ2
N
→ ℓ2

N
be the orthogonal projection on Im(T ).

The following assertions are equivalent:

1. Φ is Parseval-Steklov frame for HM .

2. For all k = 1, . . . ,N we have Pek = Tφk.

3. There are vectors {ψk}Nk=1
⊂ H

N−M such that {φk ⊕ ψk}Nk=1
form ONB in H

N .

Besides, {ψk}Nk=1
are Parseval-Steklov frame in H

N−M .

Proof.

(1) ⇔ (2). As noted, the system {φk}Nk=1
forms Parseval-Steklov frame iff Gram operator TT ∗ coincides with the

projection P. So (1) and (2) are equivalent according to equality T ∗ek = φk for k = 1, . . . ,N.

(1)⇒ (3). Let’s put dk = ek − Tφk, k = 1, . . . ,N. According to (2), dk ∈ (Im(T ))⊥ for all k. For a unitary operator

Φ : (Im(T ))⊥ → H
N−M

let’s put

ψk := Φ dk, k = 1, . . . ,N.

We have using the isometry of the operator T,

⟨φi ⊕ ψi, φk ⊕ ψk⟩ = ⟨φi, φk⟩ + ⟨ψi, ψk⟩ =
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= ⟨Tφi,Tφk⟩ + ⟨di, dk⟩ = δik.

(3)⇒ (1). Let’s apply corollary 1.

As in [4], we call vectors {ψk}Nk=1
Naimark complement of the frame Φ .

For Parseval-Steklov frame, written as {Pek}Nk=1 , Naimark complement is the system of vectors {(I − P)ek}Nk=1
.

Naimark complements are defined only for Parseval-Steklov frames, and they are defined up to unitary equiva-

lence. If {φk}Nk=1
⊂ HM and {ψk}Nk=1

⊂ H
N−M complement each other, U and V are unitary operators (U∗U = UU∗ = I) ,

then {Uφk}Nk=1 , {Vψk}Nk=1 also complement each other.

An important application of frames is the reconstruction of a signal with incomplete data. In particular, much

attention is attracted to the problem of the reconstruction phase information. In recent papers on this topic two aspects

of the problem were emphasized: phaseless reconstruction and phase retrieval [7]. This paper focuses on the first

aspect.

Definition 2. The set of vectors Φ = {φi}Ni=1
in R

M (or CM) provides phaseless reconstruction (PLR), if equalities

of measurement modules

|⟨x, φi⟩| = |⟨y, φi⟩|, x, y ∈ RM (CM), i = 1, . . . ,N,

imply the equality of vectors-signals up to unimodular factor, i.e. x = cy with some c = ±1 for RM or c ∈ T for CM ,

where T is the unit circle in C.

In the rest of the text sets, which are satisfied the definition of 2, is called PLR-systems or PLR-sets. The next

property is important in these questions.

Definition 3 [4, 5]. The set Φ = {φn}Nn=1
in H

M has complement property (CP), if for any S ⊆ {1, . . . ,N} {φn}n∈S
or {φn}n∈S c is complete in H

M . Complement property in R
M is equivalent to PLR (theorem 2 below).

Definition 4 [4, 5, 6]. The spark of the set Φ = {φn}Nn=1
⊂ H

M is the cardinality of the smallest linear dependent

subset of Φ. If spark(Φ) = M + 1, then any subset with M vectors linear independent, in thus case Φ is called full

spark set.

In earlier works the term ”girth” was used instead of the term ”spark”. Spark of the linear independent system, for

example, basic, is assumed to be zero.

Theorem 2 [5, 8].

Frame {φn}Nn=1
in R

M is the PLR-system iff it has complement property. In particular, full spark frame with at least

2M − 1 vectors is PLR-system. If {φn}Nn=1
is PLR-system in R

M , then N ≥ 2M − 1, any subset with 2M − 2 vectors

can’t be PLR-system.

Generally speaking, the recovery without phases is possible not only by full spark frames. Each frame, containing

(2M − 1) full spark frame, will also provide recovery without phases. However, if the frame contains exactly 2M − 1

elements, it is a PLR-system only for full spark frame [5, 8.

If Φ is the Parseval-Steklov frame for HM with N elements, the analysis operator is isometric according to

∥T x∥2 =
N∑

n=1

|⟨x, φn⟩|2 = ∥x∥2 , x ∈ HM .

In this case, we obtain the reconstruction identity x =
∑N

n=1 |⟨x, φn⟩|φn, or x = T ∗T x. In this case, we also have

that the Gramian G := TT ∗ is a rank-M orthogonal projection, because G∗G = TT ∗TT ∗ = TT ∗ = G and the rank of

G equals the trace, trG = M.

Definition 5. Two frames Φ = {φn}Nn=1 and Φ′ =
{
φ′n

}N
n=1 for a finite dimensional space H

M are called unitarily

equivalent if there exists an orthogonal or unitary operator U on H
M such that φn = Uφ′n for n = 1, . . . ,N.

Each equivalence class of frames is characterized by the corresponding Gram matrix.

Proposition 2 [13]. The Gramians of two frames Φ = {φn}Nn=1 and Φ′ =
{
φ′n

}N
n=1 for HM are identical if and only if

the frames are unitarily equivalent.
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In [13] the new class of frames is introduced.

Definition 6. Let Φ = {φn}Nn=1 be Parseval-Steklov frame for HM , let G be its Gramian. The frame Φ is called

equidistributed if for each pair p, q ∈ ZN there exists a permutation π on ZN such that
∣∣∣G j,p

∣∣∣ =
∣∣∣Gπ( j),q

∣∣∣ for all j ∈ ZN .

In other words, Φ is equidistributed if and only if the magnitudes in any column of the Gram matrix repeat in any

other column, up to a permutation of their position.

Proposition 3. If Φ = {φn}Nn=1 is an equidistributed Parseval-Steklov frame in H
M , then ∥φn∥2 = M/N, n =

1, 2, . . . ,N.

Proof. By assumption, for each n there exists π such that
∣∣∣Gn,p

∣∣∣ =
∣∣∣Gπ(n),1

∣∣∣ holds for the entries of the associated

Gram matrix G for all n. By the Parseval-Steklov identity

∥∥∥φp

∥∥∥2
=

N∑

n=1

∣∣∣⟨φp, φn⟩
∣∣∣2 =

N∑

n=1

∣∣∣Gn,p

∣∣∣2 =
N∑

n=1

∣∣∣Gπ(n),1

∣∣∣2 = ∥φ1∥2 .

The trace condition
∑N

n=1 Gn,n =
∑N

n=1

∥∥∥φp

∥∥∥2
= M for the Gram matrices of Parseval-Steklov frames implies that

∥φn∥2 = M/N, n = 1, 2, . . . ,N.

Examples:

1. Equiangular Parseval-Steklov frames.

Let Φ = {φn}Nn=1 be an equal-norm frame and there exists C ≥ 0 such that
∣∣∣⟨φn, φ

′
n = C⟩

∣∣∣ for all n, n′ ∈ ZN with

n , n′. Such frames are called equiangular. Such Parseval-Steklov frames exist only with some restrictions on N

and M [13]. The simplest example of the equiangular Parseval-Steklov frame in R
2 is a well-known ”Mercedes-Benz

frame”.

Magnitudes of the entries of any column of G for such frame consist of N − 1 instances of C and one instance of

M/N, so Φ is equidistributed.

2. Mutually unbiased bases.

Such frame is union of orthonormal bases such that the modulus of the inner product between any two vectors

from distinct bases is constant. Such examples are widely used in quantum information theory. The simplest example

of mutually unbiased bases in C
2 is given by the following three bases:

M0 =

(
1 0

0 1

)
, M1 =

1
√

2

(
1 1

1 −1

)
, M2 =

1
√

2

(
1 1

i −i

)
.

To get the Parseval-Steklov frames one should renorm vectors to Φ because of these 3 matrices must the multiplied to

1/
√

3. We get the Gram matrix

G =



1
3

0 λ λ λ λ

0 1
3

λ −λ −iλ iλ

λ λ 1
3

0 1−i
6

1+i
6

λ −λ 0 1
3

1+i
6

1−i
6

λ iλ 1+i
6

1−i
6

1
3

0

λ −iλ 1−i
6

1+i
6

0 1
3



,

where λ =
√

2/6.

3. Group frames.

Let Γ be a finite group of size N = |Γ| and π : Γ → B
(
H

M
)

be an orthogonal or unitary representation of Γ on the

real or complex space H
M respectively.

The orbit Φ =
{
fg = π(g) fe

}
g∈Γ

, generated by a vector fe of norm
√

N/M, indexed by the unit e of the group,

forms the Parseval-Steklov frame, if the representation is irreducible [14].In this case Φ is equidistributed, because⟨
fg, fh

⟩
=

⟨
π
(
h−1g

)
fe, fe

⟩
, and left multiplication hyh−1 acts as a permutation on the group elements. So the entries

of Gram matrix has equal modules, up to a permutation in rows (columns).

4. Cycle frames.
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Consider the Discrete Fourier Transform matrix

F =
1
√

N

(
ω jl

)N

j,l=1
, where ω = e

2πi
N .

Its columns form an orthonormal basis for CN . If A is a M × N matrix obtained by deleting any choice of N − M

rows from F, then its columns form a Parseval-Steklov frame for CN .

Definition 7. Let b1, . . . , bM ∈ {1, 2, . . . ,N} be any choice of distinct integers. F frame Φ = {φn}n ∈ ZN , where

φn =
1
√

N

(
ωnlm

)N

m=1
, f or all n ∈ ZN ,

is called a cycle frame.

Every cycle frame is equidistributed, and, because the construction described above works for every pair of positive

integers M and N with M < N, the existence of equidistributed frames is ensured in the complex setting.

Theorem 3.

For every N > M there exists equidistributed Parseval-Steklov frame in C
M with N vectors.

Let’s see if the possibility of recovery without phases is transferred to the Naimark complements. We require the

following theorem for this.

Theorem 4 [9].

Let P be an projection in H
N with ONB {en}Nn=1

and S ⊂ {1, 2, . . . ,N}.
The following assertions are equivalent:

1. {Pei}i∈S linear independent.

2. span {(I − P)ei}i∈S c = (I − P)
(
H

N
)
.

Proof.

(1)⇒ (2). Let’s suppose, that

span {(I − P)ei}i∈S c , (I − P)
(
H

N
)
.

It means, that there exists 0 , x ∈ (I − P)
(
H

N
)

such that x ⊥ span {(I − P)ei}i∈S c . As x =
N∑

i=1

⟨x, ei⟩(I − P)ei, then

⟨x, (I − P)ei⟩ = ⟨(I − P)x, ei⟩ = ⟨x, ei⟩ = 0

for any i ∈ S c. Hence, x =
∑
i∈S
⟨x, ei⟩ei, so

∑

i∈S
⟨x, ei⟩ei = x = (I − P)x =

∑

i∈S
⟨x, ei⟩(I − P)ei,

i.e.
∑
i∈S
⟨x, ei⟩Pei = 0, and, thus, {Pei}i∈S are linearly dependent.

(2) ⇒ (1). Let’s suppose, that {Pei}i∈S are linearly dependent: there exist numbers {bi}i∈S , among which there are

nonzero, and
∑

i∈S biPei = 0. Then

x :=
∑

i∈S
bi(I − P)ei =

∑

i∈S
biei ∈ (I − P)

(
H

N
)
.

Let’s consider

⟨x, (I − P)e j⟩ = ⟨(I − P)x, e j⟩ =
⟨∑

i∈S
biei, e j

⟩
=

∑

i∈S
bi⟨ei, e j⟩ = 0,
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if j ∈ S c. Thus, x⊥span {(I − P)ei}i∈S c , and hence,

span {(I − P)ei}i∈S c , (I − P)
(
H

N
)
.

Proposition 4. Parseval-Steklov frame is a full spark frame iff Naimark complement of this frame is a full spark

frame also.

Proof. By theorem 1, Parseval-Steklov frame can be written as {Pei}Ni=1 ,where {ei}Ni=1
is an ONB in H

N and P is the

orthogonal projection in H
N . Naimark complement for Parseval-Steklov frame looks as {(I − P)ei}Ni=1 . By definition

{Pei}Ni=1 is a full spark frame, if for any S ⊆ {1, . . . ,N} with |S | = M {Pei}i∈S is a basis in the range of the projection P.

By theorem 3, we have that {(I − P)ei}i∈S c is a basis in the range of the projection I − P, so {(I − P)ei}Ni=1 is a full spark

frame also. The reverse assertion is proved similarly.

If Parseval-Steklov frame ensures recovery without phases, Naimark complement can not provide recovery without

phases. The thing is including, in particular, that in Naimark complement may be insufficient number of vectors.

Proposition 5. If Parseval-Steklov frame {φn}Nn=1
ensures recovery without phases in R

M , and Naimark comple-

ment to this frame also ensures recovery without phases in R
N−M , then

2M − 1 ≤ N ≤ 2M + 1.

Proof. If {φn}Nn=1
ensures recovery without phases in R

M , then N ≥ 2M − 1 (theorem 2). If Naimark complement

ensures recovery without phases in R
N−M , then N ≥ 2(N − M) − 1, or N ≤ 2M + 1.

But Naimark complement can fail to ensure recovery without phases even under conditions of proposition 3.

Example. Let {φm}2M
m=2

be the full spark frame in R
M , M ≥ 3. Let’s put φ1 = φ2, and let S be the frame

operator for {φm}2M
m=1

. Note that
{
S −

1
2φm

}2M

m=2
is full spark frame, and ensures recovery without phases. For any partition

S,Sc ⊂ {1, . . . , 2M} one of the sets S or Sc has at least M elements from the full spark frame
{
S −

1
2φm

}2M

m=2
and hence

complete in R
M .

Now let’s show, that Naimark complement for
{
S −

1
2φm

}2M

m=1
does not ensure recovery without phases. Let’s break

{
S −

1
2φm

}2M

m=1
on

{
S −

1
2φm

}2

m=1
and

{
S −

1
2φm

}2M

m=3
. None of them is linear independent, as φ1 = φ2, and M ≥ 3. According

to theorem 3, Naimark complements for each of these sets are not comlete in R
2M−M = R

M . Thus, there is a partition

of Naimark complement which contradicts the complement property and does not ensure phaseless recovery.

If Parseval-Steklov frame is full spark frame, then phaseless recovery is inherited by Naimark complement.

Proposition 6. If Φ = {φn}Nn=1
is full spark Parseval-Steklov frame, 2M − 1 ≤ N ≤ 2M + 1, then Φ ensures

phaseless recovery in R
M , and Naimark complement for Φ ensures phaseless recovery in R

N−M .

Proof. By proposition 2 Naimark complement for Φ is full spark frame in R
N−M . We have 2M − 1 ≤ N and

2(N − M) − 1 ≤ N, then, by theorem 2, both Φ and its Naimark complement have complement property in relevant

spaces.

2. Recovery by the norms of projections

Following [4, 10] we define the recovery of a vector-signal by the norms of projections on subspaces.

Definition 8. Let {Wn}Nn=1 be the set of subspaces in H
M , let {Pn}Nn=1 be orthogonal projections on these subspaces.

We say, that {Wn}Nn=1 (or {Pn}Nn=1) ensures recovery by the norms of projections, if for any x, y ∈ H
M equalities

∥Pnx∥ = ∥Pny∥ for n = 1, . . . ,N imply x = cy for some c with |c| = 1.

Further such sets of subspaces will be called RNP-sets.
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A lot of attention to such recovery is paid in [10]. For one-dimensional subspace Wn the number ∥Pnx∥ can be

received only from two vectors ±Pnx. For subspaces Wn with higher dimensions we have continuum of vectors with

∥Pnx∥.
Nevertheless the map

A(x)(n) = ∥Pnx∥

can be injective for subspaces with higher dimensions. The proof of this result uses the scheme of [10], we need some

auxiliary assertions.

Lemma 1.

Let {φn}Nn=1
be full spark frame in R

M . Let’s define ONB in R
M using the following algorithm: ψ1 is a random

vector, ψ2 is a random vector from
[
span(ψ1)

]⊥
, . . . , ψk is a random vector from

[
span({ψn}k−1

n=1
)
]⊥
. Then {φn}Nn=1

∪
{ψm}Mm=1

is the full spark frame with the probability 1.

Proof.

Let 1 ≤ k < M. We suppose, that {φn}Nn=1
∪ {ψm}km=1

is full spark frame, we need to check, that {φn}Nn=1
∪ {ψm}k+1

m=1

is full spark frame too. For this we have to show that ψk+1 does not lie in the span of any M − 1 vectors from

{φn}Nn=1
∪ {ψm}km=1

. Choose any M − 1 such vectors and denote them by A. Put Wk :=
[
span({ψm}km=1

)
]⊥

and pick ψk+1

as a random unit norm vector from this (M − k) -dimensional space. Then {φn}Nn=1
∪ {ψm}k+1

m=1
is full spark system⇔

ψk+1 < span(A). The last is truly with probability 1 iff

dim
(
span(A) ∩Wk

) ≤ (M − k) − 1. (1)

In fact, span(A) ∩Wk is a subset in (M − k) -dimensional space Wk, and so inequality (1) implies that this intersection

has zero measure. Hence, we have with probability 1 ψk+1 < span(A) ∩Wk and ψk+1 ∈ Wk. Now we are going to the

proof of inequality (1).

Let’s apply the method of mathematical induction. A vector ψ1 is chosen randomly from W0 = R
M . If A any M−1

vectors from {φn}Nn=1
, then

dim(span(A) ∩W0) = M − 1,

and {φn}Nn=1
∪ ψ1 is full spark frame with probability 1.

Let’s suppose that {φn}Nn=1
∪{ψm}km=1

is full spark frame. We denote by A any M−1 vectors from {φn}Nn=1
∪{ψm}km=1

.

Let’s consider two possible cases.

1. ψk < A. We have Wk ⊂ Wk−1 and

span(A) ∩Wk =
(
span(A) ∩Wk−1

) ∩Wk.

Note that dim Wk = M − k, dim
(
span(A) ∩Wk−1

) ≤ M − k, because ψk < A. So for the proof (1) it’s suffice to check

that these subspaces do not match. Let’s suppose that span(A) ∩Wk−1 = Wk. We remember that ψk ∈ W⊥
k
, and hence,

ψk ∈
[
span(A) ∩Wk−1

]⊥
, this subspace has dimension k. As ψk < W⊥

k−1
, dim Wk−1 = k − 1, and

W⊥k ⊂
[
span(A) ∩Wk−1

]⊥
,

it turns to be that ψk lies in one-dimensional subspace, determined by span(A) and Wk−1. It’s possible only with zero

probability for randomly chosen vector from M − (k − 1)-dimensional subspace Wk−1.

2. ψk ∈ A. Let’s note that

dim
(
span(A) ∩Wk

) ≤ M − k,

as dim (Wk) = M − k. For contradiction, we suppose that

dim
(
span(A) ∩Wk

)
= M − k. (2)

We have further that

Wk ⊂ span(A). (3)
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Pick φ ∈ {φn}Nn=1
so that φ < A. Then

dim
(
span(A \ ψk) ∩Wk

) ≤ dim
(
span(A \ ψk ∪ φ) ∩Wk

) ≤ (M − k) − 1.

The last inequality is a result of the first case above.

On the other hand as ψk⊥Wk and ψk ∈ A, we receive from (2) and (3)

dim
(
span(A \ ψk) ∩Wk

)
= dim

(
span(A) ∩Wk

)
= M − k.

This contradiction proves (1).

Corollary 3. The finite set of ONB, which are built by the algorithm of random choice of lemma 1, is full spark

frame with the probability 1.

Proof. Let’s apply consistently the lemma 1.

Lemma 2. For an integer M ≥ 2 let’s pick integers M − 1 ≥ I1 ≥ I2 ≥ . . . ≥ I1 ≥ 1. There is a real invertible

M × M-matrix with 0 − 1 instances such that the k-row has exactly Ik ones.

Proof.

We apply induction by M. The claim is obvious for M = 2. Let’s suppose that the assertion is valid for M. Let’s

look at the set of M + 1 numbers such that

M = I1 = . . . = Is > Is+1 ≥ . . . ≥ IM+1 ≥ 1

for some s ≤ M + 1. By induction assumption for the set of numbers

I1 − 1 = . . . = Is − 1 ≥ Is+1 ≥ . . . ≥ IM ≥ 1

there is the invertible M × M-matrix A =
[
ai j

]M

i, j=1
with Ik−1 − 1 = M − 1 ones in k-row for k = 1, . . . , s and Ik ones in

k-row for k = s + 1, . . . , M. Let’s define (M + 1) × (M + 1)-matrix B =
[
bi j

]M+1

i, j=1
defining

bi j =



ai j, 1 ≤ i, j ≤ M,

1, 1 ≤ i ≤ s, j = M + 1,

1, i = M + 1, 1 ≤ j ≤ M + 1,

0, for other indexes.

The matrix B has Ik ones in k-row for k = 1, . . . , M+1. The matrix A =
[
ai j

]M

i, j=1
=

[
bi j

]M

i, j=1
is invertible, so the matrix

B by row reduces can be reduced to the step form B̃ =
[̃
bi j

]M+1

i, j=1
, where

[̃
bi j

]M

i, j=1
= IM×M , and the row (M + 1) is not

changed. If we suppose that B̃ is not invertible, then the row (M + 1) by row reduces can be reduced to the zero row

and hence
IM+1∑

i=1

b̃M+1,i = 0. (5)

Let’s define for each l ∈ {1, . . . , IM+1} the matrix B̃l. It is obtained from the matrix B̃ changing b̃M+1,M+1 = 0 to

b̃M+1,l = 1.

If B̃ is not invertible, then by row reduces the last row is reduced to the zero row, and we have

IM+1∑

i=1,i,l

b̃M+1,i = −1. (6)

The equality (6) is valid for any l ∈ {1, . . . , IM+1}, that’s contradict to (5). Hence at least one of the matrixes B̃ or B̃l

for some l ∈ {1, . . . , IM+1} has to be invertible.

Ｓｲ､＠ｉｮｴ･ｲｮ｡ｴｩｯｮ｡ｬ＠｣ｯｮｦ･ｲ･ｮ｣･＠ ｉｮｦｯｲｭ｡ｴｩｯｮ＠ｔ･｣ｨｮｯｬｯｧｹ＠｡ｮ､＠ｎ｡ｮｯｴ･｣ｨｮｯｬｯｧｹ＠ＲＰＱＷ
ＲＲＱ

ｍ｡ｴｨ･ｭ｡ｴｩ｣｡ｬ＠ｍｯ､･ｬｩｮｧ＠Ｏ＠ｓＮｙ｡Ｎ＠ｎｯｶｩｫｯｶＬ＠ｍＮｅＮ＠ｆ･､ｩｮ｡



Theorem 6. There exists RNP-set in R
M consisting from 2M−1 subspaces, dimension of each subspace < M−1.

Proof.

Let {φn}2M−1
n=1

be the set of vectors in R
M with complement property and with additional requirement of orthogo-

nality and normalization (∥ · ∥ = 1) to the sets {φn}Mn=1
and {φn}2M−1

n=M+1
. The corollary 2 ensures the existence of such set.

Let Ik ⊆ {1, . . . , M} for k = 1, . . . , M, and Jk ⊆ {M + 1, . . . , 2M − 1} for k = M + 1, . . . , 2M − 1, let PIk
and PJk

be

projections on span
({φn}n∈Ik

)
and span

({φn}n∈Jk

)
respectively. The next construction ensures phaseless recovery for

x ∈ RM by
∥∥∥PIk

x
∥∥∥ and

∥∥∥PJk
x
∥∥∥ for k = 1, . . . , 2M − 1.

Let A =
[
akz

]M
k,z=1 be M × M-matrix, its rows are agreed with Ik, i. e. akz = 1, for z ∈ Ik, and akz = 0 for other z.

Similarly we define the matrix B =
[
bkz

]M−1
k,z=1 as (M − 1) × (M − 1)-matrix with bkz = 1 for z + M ∈ Jk, and bkz = 0

for other z.

Let’s look at the subspaces span
({φn}n∈Ik

)
for k = 1, . . . , M. For x ∈ RM we have

∥∥∥PIk
x
∥∥∥2
=

∑

n∈Ik

|⟨x, φn⟩|2 ,

whence 

∥∥∥PI1
x
∥∥∥2

...∥∥∥PIM
x
∥∥∥2


= A



|⟨x, φ1⟩|2
...

|⟨x, φM⟩|2


.

This equation may be solved upon {|⟨x, φn⟩|}Mn=1 , if the matrix A is invertible. Similar equation may be written with the

matrix B. Hence if the matrixes A and B are invertible, we obtain the complete set of ”measurements” {|⟨x, φn⟩|}2M−1
n=1 .

The set {φn}2M−1
n=1 has complement property and according to theorem 2, phaseless recovery is possible using subspaces

span
({φn}n∈Ik

)
and span

({φn}n∈Jk

)
for k = 1, . . . , 2M − 1. To complete the proof we choose {Ik}Mk=1 and {Jk}2M−1

k=M+1 to

provide the invertibility of the matrixes A and B.

Let’s note that the quantity of ones in each row coincides with the dimension of the appropriate subspace. Such

selection is possible according to lemma 2 for any subsets Ik, Jk, with 1 ≤ |Ik | ≤ M − 1 and 1 ≤ |Jk | ≤ M − 2.

The answer to the next question is unknown [4]:

Question. Is it possible phaseless recovery by norms of projections in R
M with the set of subspaces {Wn}Nn=1 for

N < 2M − 1?
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Cellular automata-based model of group motion of agents with memory and related

continuous model

Alexander V. Kuznetsov

Voronezh State University, 1 Universitetskaya pl., Voronezh, 394018, Russia

Abstract

The paper describes the construction of the motion and interaction model for agents with memory. Agents move on the landscape

consisting of squares with different passability. We briefly characterize the cellular automata-based model with one common

to all agents layer corresponding to the landscape and many agent-specific layers corresponding to an agent’s memory. Also,

we develop methods for the random landscape generation and the simulation of a communication system. Finally, we study a

connection between the discrete agent motion model and the continuous concentration law for the system of agents.

Keywords: cellular automaton; motion model; conflict model; agent system; random landscape generation; landscape metrics;

concentration law

1. Introduction and definitions

Previously the author studied cellular automaton-based models of motion [1] and communication [2]. The initial idea of the

proposed model described in the article [3]. In this paper I continue the previous work, propose cellular automaton that takes

into account the history of the movement of agents. Also, I obtain few quantitative characteristics of the model and found the

continuous equation and corresponding problem for the partial differential equation which describes a dependence of the agents’

number in the direction of agents motion on time and position. Note, that an automaton of the type mentioned above can be viewed

as a 0th order reflexive automaton [4].

Give definitions according to the work [5].

Definition 1. Let us call landscape Ll(n × m) rectangle from n × m = N cells ωi j, (i, j) ∈ I ⊂ Z
2 with equal size belonging to l

different classes and that to i-th class it belongs Ni cells, i.e.
∑l

i=1 Ni = N.

Note that for landscapes generated for testing of path-finding algorithms, landscape cells will be divided into classes according to

the maximum possible cell-crossing speed.

Definition 2. Configuration entropy of the landscape L = Ll(n × m) is defined as

S (Ll(n × m)) = −
l
∑

i=1

Ni

N
ln

Ni

N

and characterizes landscape heterogeneity in whole.

Definition 3. Total Edge is the total number of abutting edges of cells, belonging to different classes, in L. We will further denote

the Total Edge of the landscape L as T E(L).

Definition 4. Total Edge Density (TED) of the landscape L is the ratio T E(L) to the total cell quantity N in the L

T ED(L) = T E(L)/N.

Definition 5. Denote Euclidean distance between x = (x1, . . . , xn), y = (y1, . . . , yn), x, y ∈ Rn as

‖x − y‖ =
( n
∑

i=1

|xi − yi|2
)1/2

.

2. Description of the automaton

Let the Ag = {ag1, . . . , agk} is the system of agents, which move across the landscape Ll(n × m), and initial and final cells of

the landscape are specified for each agent. The idea of the article is that in the model in addition to the total for all agents “layer”

corresponding to objective reality, each agent would have been “layer” corresponding to the information about the reality, which

is known to this agent.

The behavior of the agents of the system is modeled by a cellular automaton in which the set of cells is World = {(i, j, id)|i, j ∈
Z, id = 0, k} ⊂ Z

3. In the set World we will allocate k + 1 cell planes: a layer of the objective reality OWorld = {(i, j, 0)|i, j ∈ Z},
and the layers of subjective reality of agent with identifier ag = 1, k S Worldag = {(i, j, ag)|i, j ∈ Z}. In this way,

World = OWorld ∪
( k
⋃

ag=1

S Worldag

)

.

We assume that the rectangle K ⊂ World, K = {(i, j, id)|i = 0, LK , j = 0, LK , id = 0, k} is selected and all cells are in the resting

state outside of it.
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Fig. 1. The sample of the cellular automaton.

2.1. Objective reality

Let the objective reality layer OWorld consists of cells (i, j) ∈ Z
2 with different impassability ui j. The value of ui j is the

number of discrete time units which is required to pass the square ωi j with coordinates (i, j). If ωi j is completely impassable then

put ui j = −1. Also cells can include the information about an agent in a cell, the agent’s destination square etc.

2.2. Subjective reality

The subjective reality layer consists of cells (i, j) so that each its cell (i, j) corresponds the cell (i, j) of the objective reality

layer. Cells of the subjective reality layer ag contain the information about the current position of the agent ag, about the history

of the ag motion and about the impassability of known to the agent ag cells.

2.3. The automaton’s functioning

Briefly describe the cellular automaton (CA) functioning. Let us denote

D = {(−1,−1), (−1, 0), (−1, 1), (0,−1), (0, 0), (0, 1), (1,−1), (1, 0), (1, 1)}.

Definition 6. Let us call agent’s cellular route the sequence

M = {(i1, j1), (i2, j2), . . . , (is, js)|(ik, jk) ∈ Z2, k = 1, s, (ik+1 − ik, jk+1 − jk) ∈ D, k = 1, s − 1},

such as the agent in the square ωi1, j1 will be sequentially move into squares ωi2, j2 , . . . , ωis, js
. Denote the set of all cellular routes

starting in the cell with coordinates cA ∈ Z2 and ending in the cell with coordinates cB ∈ Z2 as M (cA; cB).

Let us define a function

θ(x) =















0, x < 0,

1, x ≥ 0.

Introduce the notation:

ψ3(u,Tmax) =















u, u ≥ 0,

Tmax, u < 0.

If cell impassability does not change over time, then it is not necessary to consider the routes containing impassable cells. However,

if the impassable cell can become passable, these routes should be taken into account. To do this, define the functional

T̃h(M) =
∑

(i, j)∈M

‖di j‖ψ3(ui j,Tmax).

We call weight of the route M for the agent ag the following:

Λ(M;α, β, γ, Tmax) = αT̃h(M) + β
∑

(i, j)∈M

θ( fi j) + γ
∑

(i, j)∈M

visi j(ag),

where ui j is the impassability of the square ωi j, visi j is the number of visits of the square ωi j (it is contained in the subjective

reality layer S World(ag)), α, β, γ are parameters.
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The agent in the square ωi j each discrete time tick tries to find locally optimal (in a neighborhood Vo(i, j) with radius o) route

Mo such that Λ(Mo;α, β, γ, Tmax) → min and go through this route. Therefore, the agent’s route at whole constructs from locally

optimal subroutes.

Agent ag can apply previously described approach for route searching in undiscovered by this agent areas, i.e. in consisting

of cells ωi j with visi j(ag) = 0. More standard approaches to optimum route search, for example, Dijkstra’s algorithm, can be used

in areas composed of cells already visited. However, the use of standard methods of searching for an optimal route is limited to a

rate of landscape change over time. It is possible that information about the visited cells become outdated (parameter timei j(ag) is

used for determining the actuality of information), or even impassibility of the cells would change directly during the process of

passing the route selected as the globally optimal.

Thus, depending on the speed of the landscape changes, it is necessary to find a compromise between the approach “Reacting”,

which evaluates the current situation immediately near of the agent and the approach “Planning”, in which searched globally

optimal trajectory. For example, it is pointless to set the radius o of the neighborhood Vo(i, j), in which agent searches locally

optimal route more than the number of ticks during which the landscape has remained unchanged.

The example of the described cellular automaton is depicted on the fig. 1. Increasing of the impassability at the mentioned

figure is indicated with a darker tone, crosses “×” in the layer S World mark already visited cells, marks “?” correspond to cells

whose status is unknown.

3. Function of obstacles

Turn to the continuous formulation of obstacle avoidance problem to construct transfer function for our CA. The agent moves

in the domain Ω with changing over time obstacles from the point A to the point B with route r(t), t ∈ [0,T ] in the shortest time T .

This problem has the form

‖ṙ(t)‖ = v(t, r(t)), (1)

r(0) = A, r(T ) = B, (2)

T → min . (3)

We will call further the function v : [0,T ] × Ω → R as “function of obstacles”. Divide the segment [0,T ] onto the k subsegments

with length τ > 0, domain Ω onto squares ωi j with numbers (i, j) ∈ Z2 and the length of a side h. Approximate at each moment of

time kτ ∈ [0,T ] on the square ωi j function v(kτ, ·) with the constant function vk
i j

(h, τ).

Go to the discrete time for the model simplifying. Let

th =
h

max(i, j)∈Ih,k∈Tτ vk
i j

(h, τ)
.

If relations

ui j(k) =
h

thvk
i j

(h, τ)
=

max(i, j)∈Ih,k∈Tτ vk
i j

(h, τ)

vk
i j

(h, τ)

hold, define that square ωi j on the state in moment kτ ∈ [0,T ] is crossable in non-diagonal direction in ui j(k) ticks.

Moreover, it is possible to go to the integer values of the ui j(k) by discarding the fractional part and taking ũi j(k) = [ui j(k)].

We associate with the agent in the square ωi, j value errci j of the cumulative discrete time error. Also we associate with the square

ωi j error value erri j = {ui j(k)}. When an agent starts to cross the next square ωi′ j′ , the value errci′ j′ increments on the erri′ j′ , sets

errci j = 0 and if errci′ j′ > 1 then agent passes one tick independently from the value of the function of obstacles in the square ωi′ j′

and sets errci′ j′ = errci′ j′ − 1.

Let

T : M (cA; cB)→ R

the functional of time which is required to going through cellular route.

If values of the ui j do not change in a time of the movement from the point A to the point B, then the problem (1)–(3) can be

represented as discrete problem

T (M) = th

∑

(i, j)∈M

‖di j‖ui j → min .

It is clear that possible to minimize functional

Th(M) =
∑

(i, j)∈M

‖di j‖ui j → min

instead functional T .

It is possibly (but not very easy) to prove that the CA mentioned earlier finds the approximation of the solution of the problem

(1)–(3) in some subdomain of theΩ. The sequence of such approximations rh converges to the optimal solution r, and the following

estimate holds:

|r(l(t)) − rh(lh(t))| ≤ (h
√

2 + τ)(e‖∇(t,x,y)v‖C([0,T ]×Ω)K − 1) + h
√

2, (4)
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where l, lh are parameterizations of routes, h is the length of the square ωi j side, τ is the length of the time tick, K > 0 is the

constant depending on a class of routes considered.

Definition 7. Define the obstacle which is exists in the moment t ∈ [0,T ] as simply connected set Obst ⊂ Ω such that any

robst ∈ Obst is the point of a local minimum of the function of obstacles v(t, ·) and exists r0 ∈ Ω such that v(t, r0) > v(t, robst).

4. The model of a communication system and conflict

Definition 8. Let us define communication graph as follows

Γ(t) = (Ag,Comm, ϕ(t),M(t)),

where Comm is the set of channels, ϕ(t) : Ag × Comm → {0, 1} is the incidence function, M(t) : Comm → R
n is the markup

function in the moment of time t ∈ [0,NT ]. The M gives the features vector of the channel comm ∈ Comm. This features can be

channel bandwidth, radio frequency, etc.

Let’s introduce a communication graph connected with the motion model. This means that should be given the function pag :

[0,NT ] × Ag → Z
2 which maps agent’s coordinates to an agent in each moment t ∈ [0,T ]. Also, it means that M(t) and ϕ(t)

depend on properties of cells in which incident agents are currently placed and on properties of cells between of them. Therefore,

connections between agents in the Γ can break and establish depending on the agents’ speed and landscape type.

Suppose that each agent ag ∈ Ag has an own signal exchange timetable. It is possibly also to define specific signals like

“enemy detecting”, “grouping”, etc. We can study various traffic models depending on the agents’ timetables, motion speed, and

the landscape type.

Finally, we can define “requirements graph” Π and state that communication graph Γ(t) should be similar with Π in some

metric each moment of time. Such graph Π can be viewed as a fuzzy set of communication graphs, as an abstract container or as

a generator of the stream of communication graphs.

Also, we developed the conflict model combined with the motion and communication model similar to described in the work

[6] and its computer simulation “Bokohod.” Agents emerge different kinds of tactics and exchange signals without any external

control.

5. Computational experiment

Previously the author had developed the algorithm of the landscape generation with the given configuration entropy. This

algorithm constructs the vector of numbers of cells in each class V = (N1, . . . ,Nl) by the given entropy S as follows:

S t e p 1. Solve the equation

S = −β(1 − βl) − (1 − β)lβl

(1 − β)(1 − βl)
ln β + ln

1 − βl

1 − β ,

S t e p 2. Use the found solution 0 ≤ β ≤ 1 and equation

N1 = N
1 − β
1 − βl

to find N1,

S t e p 3. Compose the vector V0 = (N1, βN1, . . . , β
l−1N1),

S t e p 4. Round the components of the V0 up to integers and obtain the vector V1 in this way. It is necessary to make rounding

such that the sum of all components of V1 would be equal to N.

We generate landscape such as the discrete function of the obstacles u : Z2 → Z would have local maxima strictly in Nobst =

Vl = βl−1N1 cells. The author thinks that this method gives more natural-like landscapes as it makes “generally passable” area

with some hardly passable subareas. As it known from [5] we can make very different landscapes with the same configuration

entropy. By this reason, we will use the special, CA-based way of the filling landscape with cells of different classes. This method

guarantees slow, near linear increasing of the TED at the increasing of the entropy.

Examples of obtained landscapes are shown on the fig. 2, (a,b). Sample dependencies of the configuration entropy, TED, and

Nobst are shown on the fig. 3.

We set l = 9, n = m = 48, o = 6, choose Nobst ∈ {5} ∪ {10i|i = 1, 25} ∪ {255}. Generate landscape for the each Nobst value and

perform the following experiment1. Let an agent moves from the cell ω11 to the cell ωnn 100 times according to the previously

described algorithm. Next, we compute the time which is required for the experiment completion T i
bok

and the time of the moving

from the ω11 to the ωnn by linear straight route T i
tup. Then we calculate the mean value and standard deviation of the win of time

for all of this series:

win =
1

50

50
∑

i=1

T i
tup

T i
bok

.

1The raw data and the data processing program for all experiments are stored at https://www.researchgate.net/publication/316747096_The_

experimental_data_for_group_motion_of_agents_with_memory_with_the_program_in_Wolfram_Language.
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(a) S = 1.6, Nobst = 14 (b) S = 1.8, Nobst = 33 (c) S = 1.84877

Fig. 2. Examples of Landscapes. A darker cell is more impassable.

Fig. 3. Sample dependencies of the configuration entropy, TED and Nobst .

σ =

( 50
∑

i=1

(win −
T i

tup

T i
bok

)2
)1/2

.

It was found that the mean value of the win in transit time win and the configuration entropy of the landscape S are correlated

with a correlation coefficient 0.959556 (see fig. 4). The win and the TED of the landscape are correlated with a correlation

coefficient 0.964763. The orange line in the figure corresponds to the curve y = (S (Nobst) + 1) ln 9; the brown line corresponds to

the curve

y = 0.922178 + 0.539383T ED(Nobst),

where S (Nobst) and T ED(Nobst) are the entropy and the total edge density’s mean value of the landscape with Nobst obstacles.

Vertical bars correspond to the standard deviation of the win of time.

Let’s study the dependence of the average number of agents on time moment and position on a landscape. We generate 150

random landscapes with the given entropy by the algorithm mentioned above. The group formed from u0 = 48 agents moves

from the one side of the squared landscape to the opposite one. Compute dependence of the average (through all landscapes

generated) number of agents u at the xth line of a landscape on the discrete time t, x = 1, xmax, xmax = 48. Thus, we find that

this dependence is determined, mainly, not by the particular kind of landscape, but by the landscape configuration entropy S . We

found the dependence in the form

u(x, t) =
u0

2
( erf (ξ1(S ; x, t)) − erf (ξ2(S ; x, t))), (5)

where

ξ1(S ; x, t) =
a(S ; x)
√

t
+ b1(S ; x),

ξ2(S ; x, t) =
a(S ; x)
√

t
+ sgn (48 − x)b2(S ; x),
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Fig. 4. Win of the time.

sgn (x) =















1, x > 0,

−1, x ≤ 0.

This form of ξ1 and ξ2 parameters was assumed by the analogy with the problem of heat propagation along a rod with a thermal

diffusivity a heated on its segment [l1, l2] to the temperature u0. This problem has (see, for example, [7]) solution

u(x, t) =
u0

2

(

erf

(

x − l1

2a
√

t

)

− erf

(

x − l2

2a
√

t

))

.

Let us assume that

a(S ; x) = a1(S )x + a2(S ),

b1(S ; x) = b11(S )
√

x + b12(S ) +
b13(S )

x3/2
,

b2(S ; x) = b11(S )
√

x + b22(S ).

These functions allow to approximate u = u(x, t) with the coefficient of determination r2 > 0.97, the mean absolute error MAE <

0.1251, and the median absolute error MedAE < 0.04366 with every value of the entropy S . Experimental and approximated

values of u are shown on the fig. 5. For example, when Nobst = 20 (S = 1.67909)

u(x, t) = 24

(

erf

(−2.04693x − 1.03949
√

t
+

4.66438

x3/2
+ 1.08597

√
x + 0.926477

)

−

− erf

(−2.04693x − 1.03949
√

t
+ 1.08597

√
x + sgn (48 − x)0.845118

))

.

Next, we try to find a problem for a partial differential equation which can have a solution in the form (5). Naturally, we can

assume that this equation is

∂u

∂t
= C1

∂2u

∂x2
+C2

∂u

∂x
,

the initial condition is

u(x, 0) = u0δ(x − 1),

δ(x) =















1, x = 0,

0, x , 0,

and the asymptotic condition is

lim
t→∞

(x, t) = u0θ(x − xmax),

θ(x) =















1, x ≥ 0.

0, x < 0,

Let us denote

U1(x, t) = e
−
(

a(S ;x)√
t
+b22(S )+b11(S )

√
x

)2

,

U2(x, t) = e
−
(

a(S ;x)√
t
+b11(S )

√
x+b12(S )+

b13(S )

x3/2

)2

.
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Fig. 5. The dependence of the average number of agents u on the discrete time t, Nobst = 20, x = 2, x = 12, x = 24, x = 36, and x = 48 from the left to right.

Compute from the (5) that when x ∈ (1, xmax)

∂u

∂t
(x, t) =

u0(U1(x, t) − U2(x, t))(a1(S )x + a2(S ))

2
√
πt3

, (6)

∂u

∂x
(x, t) = −

u0

(

x2(U1(x, t) − U2(x, t))

(

2a1(S )
√

x + b11(S )
√

t

)

+ 3b13(S )
√

tU2(x, t)

)

2
√
πtx5

, (7)

∂2u

∂x2
(x, t) =

u0

4
√
πt3/2x13/2

(

b13(S )
√

tU2(x, t)x3
(

4

(

4a1(S )2x2 + 6a1(S )a2(S )x + 7a1(S )b11(S )
√

tx3 + 3a2(S )b11(S )
√

tx

)

+

+ 24a1(S )b12(S )
√

tx + t

(

10b11(S )2x + 12b11(S )b12(S )
√

x + 15

))

+ 8a1(S )2
√

tx13(b22(S )U1(x, t) − b12(S )U2(x, t))−

− 6b13(S )2tU2(x, t)x

(

−a1(S )x3/2 + 3a2(S )
√

x + b11(S )
√

tx + 3b12(S )
√

tx

)

+ 8a1(S )b11(S )tx6(b22(S )U1(x, t) − b12(S )U2(x, t))+

+10a1(S )b11(S )2tU1(x, t)x13/2−10a1(S )b11(S )2tU2(x, t)x13/2+2b22(S )b11(S )2t3/2U1(x, t)x11/2−2b11(S )2b12(S )t3/2U2(x, t)x11/2−

− 18b13(S )3t3/2U2(x, t) + (U1(x, t) − U2(x, t))

(

8a1(S )3x15/2 + 8a1(S )2a2(S )x13/2 + 8a1(S )b11(S )
√

tx6(2a1(S )x + a2(S ))+

+ 2a2(S )b11(S )2tx11/2 + 2b11(S )3t3/2x6 + b11(S )t3/2x5
)

. (8)

Solve (7), (8) with respect to U1, U2. Substitute into (6) values found and obtain

C1(x, t) =
P1(
√

x,
√

t)

Q1(
√

x,
√

t)
, C2(x, t) =

P2(
√

x,
√

t)

Q2(
√

x,
√

t)
,

where

Q1(
√

x,
√

t) = −3b11(S )tx2
(

4a1(S )2x13/2(b12(S )−b22(S ))−2b13(S )x3
(

2a1(S )x(a1(S )x+a2(S ))−2a1(S )
√

tx(b22(S )−2b12(S ))+t

)

+

+ b13(S )2
(

a1(S )
√

tx5 + 3a2(S )
√

tx3 + 3b12(S )tx3/2
)

+ 3b13(S )3t

)

+ a1(S )

(

8a1(S )2
√

tx9(b22(S ) − b12(S ))+

+ b13(S )

(

4a1(S )

(

a1(S )
√

tx15 + 3a2(S )
√

tx13

)

− 12a1(S )tx13/2(b22(S ) − 2b12(S )) + 15t3/2x11/2
)

−

− 6b13(S )2tx4
(

−a1(S )x + 3a2(S ) + 3b12(S )
√

t

)

− 18b13(S )3t3/2x5/2
)

+ 3b11(S )2t3/2x4
(

b13(S )

(

3a1(S )x5/2 + a2(S )x3/2−

− (b22(S ) − 2b12(S ))
√

tx3

)

+ 2a1(S )x4(b22(S ) − b12(S )) − b13(S )2
√

t

)

+ b11(S )3t2x6
(

x3/2(b22(S ) − b12(S )) + 2b13(S )

)

,
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Q2(
√

x,
√

t) = 2
√

t

(

−3b11(S )tx2
(

4a1(S )2x13/2(b12(S ) − b22(S )) − 2b13(S )x3
(

2a1(S )x(a1(S )x + a2(S ))−

− 2a1(S )
√

tx(b22(S ) − 2b12(S )) + t

)

+ b13(S )2
(

a1(S )
√

tx5 + 3a2(S )
√

tx3 + 3b12(S )tx3/2
)

+ 3b13(S )3t

)

+

+ a1(S )

(

8a1(S )2
√

tx9(b22(S ) − b12(S )) + b13(S )

(

4a1(S )

(

a1(S )
√

tx15 + 3a2(S )
√

tx13

)

−

− 12a1(S )tx13/2(b22(S ) − 2b12(S )) + 15t3/2x11/2
)

− 6b13(S )2tx4
(

−a1(S )x + 3a2(S ) + 3b12(S )
√

t

)

− 18b13(S )3t3/2x5/2
)

+

+ 3b11(S )2t3/2x4
(

b13(S )

(

3a1(S )x5/2 + a2(S )x3/2 − (b22(S ) − 2b12(S ))
√

tx3

)

+ 2a1(S )x4(b22(S ) − b12(S )) − b13(S )2
√

t

)

+

+ b11(S )3t2x6
(

x3/2(b22(S ) − b12(S )) + 2b13(S )

))

,

P1(
√

x,
√

t) = −3b13(S )
√

tx13(a1(S )x + a2(S )),

P2(
√

x,
√

t) = x5/2(a1(S )x + a2(S ))

(

−b13(S )

(

4

(

4a1(S )2x5 + 6a1(S )a2(S )x4 + 7a1(S )b11(S )
√

tx9 + 3a2(S )b11(S )
√

tx7

)

+

+24a1(S )b12(S )
√

tx4+tx3
(

10b11(S )2x+12b11(S )b12(S )
√

x+15

))

+6b13(S )2
(

−a1(S )
√

tx5+3a2(S )
√

tx3+b11(S )tx2+3b12(S )tx3/2
)

−

− 2x11/2(b22(S ) − b12(S ))

(

2a1(S )
√

x + b11(S )
√

t

)2

+ 18b13(S )3t

)

.

The form of coefficients a1(S ), a2(S ), b11(S ), b12(S ), b13(S ), b22(S ) depends on the landscape generation way. If we generate

landscape as described before then we can approximate these parameters as follows

a(S ) = α(S )a(20),

b1(S ; x) = β1(S )b1(20; x),

b2(S ; x) = β2(S )b2(20; x),

where

α(S ) = 0.000344002
Nobst(S )

10
+ 1.00018, MAE < 0.001,

β1(S ) = β2(S ) = 1.0582 − 0.0581965

√

Nobst(S )

10
− 1, MAE < 0.005.

Results of such approximation are shown into the fig. 6, x = xmax = 48.

Fig. 6. The dependence u on the entropy S , from the left to the right Nobst = 20, Nobst = 40, Nobst = 60, Nobst = 80, Nobst = 100, Nobst = 120, Nobst = 140.

Note that we obtain different results by different landscape generation procedures. The general form of the function u will be

still described by the (5), but exact values of parameters can be entirely different. For example, it is possible to place squares of

different classes on the uniformly random way (fig. 2c). The comparison of functions u for a uniformly random landscape (right)

and for landscape generated in the previously described way (left) are depicted on the fig. 7.
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Fig. 7. Functions u for differently generated landscapes, x = 26, S = 1.84877.

6. Conclusion

We obtained dependence of the win of movement by the proposed algorithm on the landscape’s configuration entropy for some

types of landscapes. The immediately following result may be a comparison of a model of the conflict based on the proposed

cellular automaton with the result of solution of the corresponding Osipov-Lanchester equations. Also, we compare models of the

“diffusion” of agents into a given sub-area based on the cellular automaton with the solution of the corresponding reaction-diffusion

type equation. Finally, we can simulate the sharing of the subjective reality layers between agents. In this case, one agent will use

the information about the area, received from other agents and will transmit such information to other agents itself. The algorithm

described in the article can be applied to the mobile robot equipped with a transport base, navigation equipment (compass, GPS

receiver, etc.), a sensor allowing to determine the impassibility of the terrain and the deciding unit, including memory.
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Abstract 

The text considers using of statistical models for taxi service data analysis and forecasting. Special attention is paid to the model parameters 

identification and short-term forecasting. We suggest to use the mathematical models of images to account the alternating character, associated 

with the dependence of the taxi orders number on various parameters. In addition the possibility of improving the efffectiveness of evaluation 

by use of mixed random fields models is shown. 

Keywords: random processes; mixed models; time series forecasting; taxi service; data analysis; image processing 

1. Introduction 

The following algorithm of the taxi service was quite common recently. Firstly, a dispatcher received the call, then the 

dispatcher communicated with a driver. During the communication the driver could accept the order or reject it. Usually all 

connections were provided by the radio devices. However, promising opportunities for use Internet in the taxi order service have 

appeared [1] due to the rapid Internet development. Now it is not difficult to order a taxi directly on the portal on the Internet or 

by using special applications for smartphones. In such cases, a very important source of receipt of orders from customers, that 

we will call customers from the phone, is not taken into account.  

At the same time, it should be noted that such processing also provides a sufficient collection of statistics, the analysis of 

which may allow in the future to improve the quality of the taxi service. Increasing the volume of the telephone calls database 

warrants the possibility of analyzing the talk time, determining the most popular places in the city, etc. You will get a fairly 

complete statistical description of the taxi service operation adding to this statistics for orders, including the time of their 

execution, the waiting time of the car, the distribution by hours and other parameters.  

Thus, there is an urgent task of analyzing an information collected in order to increase the efficiency of the service. So, for 

example, you can anticipate the number of dispatchers and drivers in advance by making precise forecasts of the calls number 

and tracking the orders percentage. In this case, both time series [2] and various models of random processes (RP) can be used 

to work with accumulated information [3,4]. 

2. Service architecture and statistics collection 

Consider the taxi service project based on the contact center. At the same time, telephony is sent to operators through the 

Internet, and it requires only having a computer with a headset. To organize a dispatch taxi, you need a powerful software and 

hardware system. Its application allows several thousand taxi cars to work in real time.  

Obviously, the use of this technology allows you to effectively manage resources, increase the speed of processing orders, 

always have exact customer numbers, reduce the time for applications. 

For the contact center organization we need the presence of a multi-channel phone number, which will allow receiving 

many calls simultaneously. That’s why we should use IP-telephony technologies. One of the most common telephony servers 

(PBX) is the Asterisk server [5], which allows to use SIP-telephony [6]. Such a telephone PBX should be set up to make calls 

distribution to taxi service operators. To process incoming calls we use a special program that represents the operator the form 

of a taxi order based on the Internet browser. To store information about calls, a database server is used, for example, MySQL or 

MsSQL server. Tariffs are set up using a separate module called Tarifficator. This module is programmed for its use in the web. 

Thus, it is advisable to use virtualization methods to separate different servers, including a telephony server, a data base of 

telephony server, and a web server. In addition, an application server is needed. It provides information transfer from the contact 

center to the drivers. The special program for taxi service implements such transfer. And we suggest to use one more database 

server to store order information. 

Fig. 1 presents full architecture of the considered taxi service. 

The application for the Taxi program can have a version running just under java or common modern devices running by 

Android and iOS. 

When a particular driver receives an order, the database is updated. The updates include information about the car, time of 

order picking, etc. These data can be used to inform the client about the assigned car.  

The statistics is collected using database servers, but to present information in a convenient form it is necessary to use the 

Tari_cator. Tari_cator program allows you to display statistics either in a text document or in an excel format document. Fig. 2 

presents the revised information on the distribution of orders, preserving the properties of the real sequence. We will make 

models fit according to this data. 

It should be noted that the process in Fig. 2 has a heterogeneous structure, as well as some recurrent features. It is therefore 

necessary to select the most adequate model to more accurately describe all the peculiar distribution characteristics. 
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Fig. 1. Block diagram of the taxi service. 

 

Fig. 2. Distribution of orders daily with the conversion (along the X axis is the number of orders, along the Y axis is the certain day). 

3. Mathematical models for the presentation of taxi service statistics 

Let’s consider some variants of the description of the collected statistics on service. Let the data be collected from the 

beginning of the year (from January) and until the end of the year (to December) with some simplification, which will be used in 

the presentation approach in the form of an image. 

3.1. One-dimensional Autoregressive process 

Let’s imagine a sequence of data available on orders fOg using an expression for the Autoregressive (AR) of the first order 

𝑂𝑖 = 𝜌𝑂𝑖−1 + 𝜉𝑖 , 𝑖 = 1, … , 𝑁          (1) 

where 𝜌 is a coefficient of correlation throughout the sequence and can easily be evaluated on the basis of existing data; 𝜉𝑖  is 

accidental admixture with zero mathematical expectation and variance . 

Besides the variance for orders is also estimated on the basis of the sample.  

AR processes of higher orders can be used for a more accurate description. In this case, it is need to use the Yule-Walker 

equations [7] to determine the correlation parameters. 

3.2. One-dimensional doubly stochastic model of Random Process 

Descriptions of the heterogeneity and periodicity of real data can be achieved using mixed models of Random Fields (RF). 

One of the variants to realize mixed models is the doubly stochastic model [8,9], whose correlation parameters also represent the 

implementation of the RF: 

𝑂𝑖 = 𝜌𝑖𝑂𝑖−1 + 𝜉𝑖 , 𝑖 = 1, … , 𝑁          (2) 
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where 𝜉𝑖 is the random additive value with zero mathematical expectation and variance ; 𝜌𝑖 is a sequence of 

correlation parameters 

       (3) 

where r is the constant correlation coefficient; 𝑚𝑝 is the average value of the basic correlation coeffcient; 𝜎𝜌
2 is the dispersion of 

the process describing change in the correlation parameters; {𝜍𝑖}  is a field of Gaussian random variables with zero mathematical 

expectation and variance of unit. 

An increase in the order of the process can also be used for the model (2) and its parameters (3), respectively. However, 

Fig. 1 shows the process which looks fairly ”prickly”. This fact allows the use of first-order models.  

It is important that the estimation of all parameters of the model can be performed by mathematical statistics using the 

available sample, but also satisfactory results can be obtained with a slight increase in complexity, for example, in estimating all 

the parameters of the model in a sliding window [10] or using a nonlinear Kalman filter [11]. In addition, such algorithms can be 

adapted to different dimensionalities of the models. 

3.3. Presentation in the form of a Random Field 

The observed quasi-periodicity of the process shown in Fig. 2, allows us to conclude that it is possible to use models of 

random fields to represent information of this kind. Consider, for example, the doubly stochastic models of images that allow 

describing heterogeneous signals [12]. As an example, we will use the following model: 

   (4) 

where 𝑂𝑖,𝑗 is modeled RF with a normal distribution having 𝑀{𝑂𝑖,𝑗} = 0, 𝑀{𝑂𝑖,𝑗
2 } = 𝜎𝑂

2;  {𝜉𝑖,𝑗} is RF of independent standard 

Gaussian variables with 𝑀{𝜉𝑖,𝑗} = 0, 𝑀{𝑥𝑖𝑖,𝑗
2 } = 𝜎𝜉

2 = 1; 𝜌𝑥𝑖,𝑗 and 𝜌𝑦𝑖,𝑗 are correlation coefficients of the model with multiple 

roots of characteristic equations of frequency rate (2,2) [13]; 𝑏𝑖,𝑗 is a scale coefficient of simulated RF. 

Random variables𝜌𝑥𝑖,𝑗; j and 𝜌𝑦𝑖,𝑗 have the Gaussian probability distribution function and can be described by AR 

equations of the first order or higher orders. 

It is easy to see that the model (4) is a transformation of the usual two-dimensional autoregressive model of the first order. 

This model of RF can also be used to describe a two-dimensional array of data and has the form: 

    (5) 

Note that the model (4), unlike the model with constant parameters (5), imitates heterogeneous in the structure of the RF, 

so it can fairly well reflect sharp surges on the number of orders on weekends and holidays. In order to estimate the parameters 

of such an image, we can use a vector (row-by-row) nonlinear Kalman filter. It requires to combine the elements of the image 

string into a vector �⃗�𝑖= (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑁). Then the model for a single frame of the image can be written as following equation: 

 
where diag(�⃗�𝑥𝑖) is the diagonal matrix with elements �⃗�𝑥𝑖on the main diagonal; 𝜗 is down triangle matrix determined by the 

decomposition of covariance matrix: 𝑉𝑥 = 𝜗𝜗𝑇. 

The evaluation process is described by the Kalman nonlinear filter: 

 

 
The use of this algorithm is possible if characteristics of information RF is exactly known, i.e. when we know the 

correlation coefficients 𝑟1𝑥 , 𝑟2𝑥 , 𝑟1𝑦 , 𝑟2𝑦, as well as average values by row and column correlation, variance of correlation 

parameters and variance of information signal. Otherwise, a preliminary assessment of these parameters is required. 

Pseudogradient assessment procedures, as well as expressions for covariation function for doubly stochastic models can be used 

for this purpose. Produced at the output sequence of parameters can then be further parsed and replaced with any model. Also 

you can use and evaluation in the sliding window. 

Fig. 3 shows the transformation of the original process to the image. 

Thus, we see that the resulting image, on the one hand, is not strongly correlated, and on the other hand, there are several 

regions with higher brightness values on the image, which indicates the properties of the heterogeneity. We propose 6 variants 

of the models to describe the available data. Let’s compare them in detail. 
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Fig. 3. Representation of orders statistics as an image. 

4. Comparative analysis of efficiency of prediction based on different models 

We will perform the necessary parameter estimation for models (1), (2), (4) and (5). So we produce forecasting the past 21 

values of a sequence on the basis of models which was considered. It should be noted that the image data will be structured by 

seasons and weeks, as presented in Table 1. 

Table 1. Data structure when converting it to image. 

 
The latter values will form a rectangular area in the lower right corner of the image, which is also useful for predicting and 

comparing the results of prediction based on various models. Denote the forecasting methods as follows: 

1) A1 is the prediction based on one-dimensional AR model; 

2) A2 is the prediction based on one-dimensional doubly stochastic model; 

3) A2* is the prediction based on one-dimensional mixed model with the evaluation parameters through the Kalman 

filter; 

4) A3 is the prediction based on two-dimensional AR model; 

5) A4 is the prediction based on two-dimensional doubly stochastic model; 

6) A4* is the prediction based on mixed model with evaluation parameters through the Kalman filter in two-dimension 

mode. 

Fig. 4 presents the results of statistical modeling. 

Relative variance of the prediction error of the last twenty one value, respectively, are as following: 

1) It equals 10.88 for one-dimensional (1D) AR model; 

2) It equals 0.254 for one-dimensional (1D) doubly stochastic model; 

3) It equals 0.067 for one-dimensional (1D) doubly stochastic model with Kalman filter evaluation; 

4) It equals 0.870 for two-dimensional (2D) AR model; 

5) It equals 0.174 for two-dimensional (2D) doubly stochastic model; 

6) It equals 0.049 for two-dimensional (2D)doubly stochastic model with Kalman filter evaluation. 

Thus, analysis of the diffierent models predicting results allows to say that using AR model leads to unsatisfactory results 

when predicting of complex data. Improving the effectiveness of predicting by the statistical models can be get using models of 

images. But such assessment will also not effective enough. So doubly stochastic models provide the best indicators because 

such models take into account the heterogeneity inherent in real data. Moving to the multivariate case leads to better forecast 
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because of the characteristics of the analyzed data set. In addition, the highest accuracy of prediction algorithms which were 

considered is provided by doubly stochastic models of the images. For such models estimation of parameters is performed using 

the Kalman filter. 

 
Fig. 4. Predicting the past values of the taxi service orders and real data (on X axis we have converted number of orders, on Y axis we have the 

certain day of the year). 

5. Software package for statistical analysis of data on taxi service 

As mentioned earlier the following algorithm of the taxi service is widely known. A dispatcher receives a call from the 

client and then communicates with a driver on the radio and transmits the order details to the driver. However, there is an 

alternative variant to this scheme of work at present time. The rapid growth of Internet traffic and the possibilities of IP-

telephony (SIP), the availability of smartphones running under iOS or Android in each family allow you to abandon the use of 

radios when organizing a taxi order service. 

At the same time, the task of optimizing the work of the taxi service is quite relevant, because this type of service is still in 

demand even during a finance crisis. Moreover, the opportunity to improve the efficiency of the service and save money by 

switching to automated mode is a very promising task.  

Thus, the solution of this problem implies research at the junction of information and telecommunications systems. Indeed, 

it is necessary to realize not only communication networks that allow to exchange the information between operators, taxi 

drivers and customers, but also have software implementation of algorithms for handling calls and orders. At the same time, an 

important study is the statistical analysis of orders data. 

We have solved the number of tasks during implemention of the software. First of all, the structure of the database has 

been developed. All the connections were thought out in the database, all the necessary information was collected. Secondly, it 

was suggested to use mixed or doubly stochastic autoregressive models to solute the orders forecasting problem. Third, we 

suggested a number of procedures based on the forecast data. We described how to calculate call traffic, determine the required 

number of operators. Fourthly, a Web-based interface has been developed that allows you to quickly change the settings on the 

telephony server. 

The organization of the taxi service is performed on the basis of integration with the contact center (Telephony 

Server). Furthermore, the service includes: 

- the database server; 

- the Web server; 

- the application server running the special Taxi program. 

Fig. 5 shows the work of the Contact Center in more detail when the operator processes the order form. After such 

processing the database is updated and the order for taxi drivers is distributed. 

Using the programming languages PHP and JavaScript, we developed the web-based interface for analyzing order data. As 

we mentioned earlier the interface can be conditionally called Tarififcator and allows you to obtain various statistical 

characteristics, as well as implement database modifications that are aimed at changing prices. In addition, you can view 

statistics on orders in real time using Tarifficator. 

Another application, implemented by PHP and JavaScript, is the calculator of complex routes. The program allows you to 

calculate the cost of an order in the case when the driver passes several points in sequence. For example, cabbie drives first from 

point A to point B, and then from point B to point C. 

The module for data analysis has been improved for convenience of the operating with different statistics in the languages 

PHP and JavaScript. This module (Fig. 6) allows to draw various statistical graphs using the library flot.js, and it also allows to 

make changes in the database related to setting prices. In addition, it is very important that in the Tarifficator module all 

necessary statistics is collected in real time mode. 
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Fig. 5. Call processing algorithm. 

You also can use module that allows the fitting of real data for operating the statistics module. So you can use statistical 

models of random sequences. Parameter identification may be implemented for the distribution of orders daily, calculated by the 

common AR model. Using these data the module will give forecast for the following days. Doubly stochastic models allow to 

consider the non-stationary in the distribution of data (bursts on weekends). For the such models you can use parameter 

identification algorithms based on a combination of algorithms of pseudogradient search and nonlinear Kalman filter [14]. 

The developed program complex allows you to accurately forecasting based on the doubly stochastic models of the images. 

Thus, improving the efficiency of taxi services is possible through the right choice of the necessary number of drivers in 

different time intervals. Similarly, it is possible to calculate, for example, the required number of call-center staff for different 

time periods. 

 
Fig. 6. Example of presenting statistics in the Tarifficator module. 

Thus, you can get rid of radio communication and go to a software complex that handles data through the Internet. At the 

same time, telephony in the contact center means not the operators attached to the handset, but the people who process the data 

directly on the computer. In our project the dispatching taxi is organized with the help of the powerful software and hardware 

complex. Furthermore, thousands of cars and more can work simultaneously. So it is possible to completely abandon the use of 

a radio for a taxi service. Obviously, the use of such technology allows you to effectively manage resources, increase the speed 

of processing orders, always have exact customer numbers, reduce the time for applications running. And in order that the work 

of the taxi dispatcher was possible and necessary condition is the presence of a standard computer and a headset with a 

microphone. 

6. Conclusion 

The problem of analysis and optimization of the taxi order service efficiency is considered. It is suggested to use the 

doubly stochastic models of images to account for the heterogeneity of the data. A comparative analysis of forecasting based on 

6 different models is carried out. In this case, the gain in comparison with autoregressive ones can reach several orders, and by 

applying the Kalman vector nonlinear filter it is possible to increase the forecast efficiency by another 4-5 times. A powerful 

software and hardware complex was developed. It will be used in the work of taxi order services and provide a solution to the 

task of real-time forecasting. 
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Detuning and dipole-dipole interaction effects on the entanglement of two qubits

interacting with quantum fields of resonators

Eugene K Bashkirov∗

Abstract

We investigate the entanglement dynamics between two dipole-coupled qubits interacting with vacuum or thermal

fields of lossless resonators. Double Jaynes-Cummings model and two-atom Jaynes-Cummings model are considered

taking into account detuning and direct dipole-dipole interaction. Using the dressed-states technique we derive the

exact solutions for models under consideration. The computer modeling of the time dependence of qubit-qubit nega-

tivity is carried out for different strength of the dipole-dipole interaction and detuning. Results show that dipole-dipole

interaction and detuning may be used for entanglement operating and controlling.

Keywords: Entanglement, Superconducting qubits, Detuning, Dipole-dipole interaction, Vacuum field, Thermal field

1. Introduction

Quantum computers are devices that store information on quantum variables such as spins, photons, and atoms,

and that process that information by making those variables interact in a way that preserves quantum coherence . To

perform a quantum computation, one must be able to prepare qubits in a desired initial state, coherently manipulate

superpositions of a qubits two states, couple qubits together, measure their state, and keep them relatively free from

interactions that induce noise and decoherence [1]. Qubits have been physically implemented in a variety of systems,

including cavity quantum electrodynamics, superconducting qubits, atoms and ions in traps, quantum dots, spins and

hybrid systems [2]. The connection between qubits can be arranged through their interaction with quantum fields of

resonators. Basic protocols of quantum physics calculations are based on the use of entangled states [1]. Therefore,

great efforts have been made to investigate entanglement characterization, entanglement control, and entanglement

production in different systems. It is well known that the Jaynes-Cummings model (JCM) [3] is the simplest possible

physical model that describes the interaction of a natural or artificial two-level atom (qubit) with a single-mode cavity

[2], and has been used to understand a wide variety of phenomena in quantum optics and condensed matter systems,

such as superconducting circuits, spins, quantum dots, atoms or ions in a cavity [2]. In order to explore a wider range of

phenomena caused by the interaction of the qubits with the quantum fields in resonators the numerous generalizations

of the JCM have been investigated in recent years (see references in [4]-[8]). Yönac et al. [9] have proposed the

so-called double JCM (DJCM), consisting of two two-level atoms and two resonator modes, provided that each atom

interacts only with one field of the resonator, and investigated the pairwise entanglement dynamics of this model.

Recently, the DJCM have been extensively investigated [10]-[17].

The direct dipole-dipole interaction between the qubits is the natural mechanism of entanglement producing and

controlling. It’s very important that the effective dipole-dipole interaction for superconducting Josephson qubits may

be much greater than the coupling between the qubit and cavity field [18, 19]. The numerous references to the

theoretical papers devoted to investigation of entanglement in two-qubit systems taking into account the dipole-dipole

interaction are cited in our works [20]-[24]. In this paper, we considered two two-atom Jaynes-Cummins models

taking into account the direct dipole-dipole interaction between qubits. We concerned our attention on two-atom

double JCM and two-atom JCM with common cavity field. We investigated the entanglement between qubits, and
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discussed the dependence of the entanglement on the parameters of the considered systems, such as the intensity of

dipole-dipole interaction and the detuning between the atomic transition frequency and the cavity field frequencies.

2. Double Jaynes-Cummings model

In this section we consider two identical superconducting qubits labeled A and B, and two cavity modes of coplanar

resonators labeled a and b. Qubit A not-resonantly interacts with a single-mode cavity field a, and qubit B not-

resonantly interacts with a single-mode cavity field b. Due to the randomness of the qubits positions in the cavity, it is

very difficult to control the couplings between different atom-cavity systems to be the same. Therefore the coupling

constants between the atoms and cavities are assumed to be unequal. For superconducting qubits interacting with

microwave coplanar resonators or LC superconducting circuits the intensity of effective dipole-dipole interaction can

be compared with the atom-cavity coupling constant. In this case the dipole-dipole interaction should be included in

the model Hamiltonian. Therefore the Hamiltonian for the system under rotating wave approximation can be written

as

H = (~ω0/2)σz
A
+ (~ω0/2)σz

B
+ ~ωaa+a+ ~ωbb+b+ ~γa(σ+Aa+ a+σ−A)+ γb(σ+Bb+ b+σ−B)+ ~J(σ+Aσ

−
B +σ

−
Aσ
+
B), (1)

where (1/2)σz
i

is the inversion operator for the ith qubit (i = A, B), σ+
i
= |+⟩ii⟨−|, and σ−

i
= |−⟩ii⟨+| are the transition

operators between the excited |+⟩i and the ground |−⟩i states in the ith qubit, a+ and a are the creation and the

annihilation operators of photons of the cavity mode a, b+ and b are the creation and the annihilation operators of

photons of the cavity mode b, γa is the coupling constant between qubit A and the cavity field a and γb is the coupling

constant between qubit A and the cavity field a, δa = ωa −ω0 and δb = ωb −ω0 are the detunigs for mode a and b and

J is the coupling constant of the dipole interaction between the qubits A and B. Here ω0 is the qubit frequency and ωa

and ωb are the frequencies of the cavities modes.

Firstly we take two qubits initially in the Bell-like pure state of the following form

|Ψ(0)⟩A = cos θ|+,−⟩ + sin θ|−,+⟩, (2)

where 0 ≤ θ ≤ π and the cavity fields initially are in vacuum states |0, 0⟩ = |0⟩ ⊗ |0⟩. We take into account that optimal

temperature at which the superconducting qubits are used for quantum computing is mK. For such temperature the

influence of thermal photons of the microwave cavity field on the dynamics of qubits can be neglected.

Then the full initial state is

|Ψ(0)⟩ = (cos θ|+,−⟩ + sin θ|−,+⟩) ⊗ |0, 0⟩. (3)

The evolution of the system is confined in the subspace |−,−, 0, 1⟩, |−,−, 1, 0⟩, |−,+, 0, 0⟩, |+,−, 0, 0⟩. To obtain

the time-dependent wave function of considered model one can use the so-called dressed states or eigenvectors of the

Hamiltonian (1). We have obtained these for general case when parameters of the Hamiltonian (1) take the arbitrary

values. But the general expressions for eigenvectors are too cumbersome to display here. Therefore, we present below

the eigenvectors and eigenvalues of the Hamiltonian (1) for special case when δa = −δb = δ and γa = γb = γ.

In this case the eigenvectors of the Hamiltonian (1) in a frame rotating with the qubit frequency ω0 can be written

as

|Φi⟩ = ξi(Xi1|−,−, 0, 1⟩ + Xi2|−,−, 1, 0⟩ + Xi3|−,+, 0, 0⟩ + Xi4|+,−, 0, 0⟩) (i = 1, 2, 3, 4),

where

ξi = 1/
√

|Xi1|2 + |Xi2|2 + |Xi3|2 + |Xi4|2

and

X11 =
2α

α2 + ∆2 − B +
√

2∆
√

A − B
, X12 =

√
2

∆
√

2 −
√

A − B
, X13 =

−α2 − ∆2 + B +
√

2∆
√

A − B

α
(

−2∆ +
√

2
√

A − B
) , X14 = 1;

X21 =
2α

α2 + ∆2 − B −
√

2∆
√

A − B
, X22 =

√
2

∆
√

2 +
√

A − B
, X23 =

α2 + ∆2 − B +
√

2∆
√

A − B

α
(

2∆ +
√

2
√

A − B
) , X24 = 1,
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X31 =
2α

α2 + ∆2 + B +
√

2∆
√

A + B
, X32 =

√
2

∆
√

2 −
√

A + B
, X33 =

α2 + ∆2 + B −
√

2∆
√

A + B

2α∆ −
√

2α
√

A + B
, X34 = 1,

X41 =
2α

α2 + ∆2 + B −
√

2∆
√

A + B
, X42 =

√
2

∆
√

2 +
√

A + B
, X43 =

α2 + ∆2 + B +
√

2∆
√

A + B

α
(

2∆ +
√

2
√

A + B
) , X44 = 1,

where ∆ = δ/γ, α = J/γ and A = 2 + α2 + ∆2, B =
√

α4 + 4∆2 + ∆4 − 2α2
(

−2 + ∆2
)

.

The corresponding eigenvalues are

E1 = −~γ
√

A − B/
√

2, E2 = γ~
√

A − B/
√

2, E3 = −~γ
√

A + B/
√

2, E4 = ~γ
√

A + B/
√

2.

For entanglement modeling we can obtain the time dependent wave function

|Ψ(t)⟩ = e−ıHt/~|Ψ(0)⟩. (4)

Using the eigenvalues and eigenvectors of Hamiltonian (1) and the initial state (3) we can derive from (4)

|Ψ(t)⟩ = C
(1)

1
(t)|−,−, 0, 1⟩ +C

(1)

2
(t)|−,−, 1, 0⟩ +C

(1)

3
(t)|−,+, 0, 0⟩ +C

(1)

4
(t)|+,−, 0, 0⟩, (5)

where

C
(1)

1
= cos θ Z11 + sin θ Z12, C

(1)

2
= cos θ Z21 + sin θZ22,

C
(1)

3
= cos θ Z31 + sin θ Z32, C

(1)

4
= cos θ Z41 + sin θ Z42

and

Z11 = e−ıE1t/~ ξ1 Y41 X11 + e−ıE2t/~ ξ2 Y42X21 + e−ıE3t/~ ξ3 Y4n X31 + e−ıE4t/~ ξ4 Y44 X41,

Z12 = e−ıE1t/~ ξ1 Y31 X11 + e−ıE2t/~ ξ2 Y3nX21 + e−ıE3t/~ ξ3 Y33 X31 + e−ıE4t/~ ξ4 Y34 X41,

Z21 = e−ıE1t/~ ξ1 Y41 X12 + e−ıE2t/~] ξ2 Y42 X22 + e−ıE3t/~ ξ3 Y43 X32 + e−ıE4t/~ ξ4 Y44 X42,

Z22 = e−ıE1t/~ ξ1 Y31 X12 + e−ıE2t/~] ξ2 Y32 X22 + e−ıE3t/~ ξ3 Y33 X32 + e−ıE4t/~ ξ4 Y34 X42,

Z31 = e−ıE1t/~ ξ1 Y41 X13 + e−ıE2t/~ ξ2 Y42 X23 + e−ıE3t/~ ξ3 Y43 X33 + e−ıE4t/~ ξ4 Y44 X43,

Z32 = e−ıE1t/~ ξ1 Y31 X13 + e−ıE2t/~ ξ2 Y32 X23 + e−ıE3t/~ ξ3 Y33 X33 + e−ıE4t/~ ξ4 Y34 X43,

Z41 = e−ıE1t/~ ξ1 Y41 X14 + e−ıE2t/~ ξ2 Y42 X24 + e−ıE3t/~ ξ3 Y43 X34 + e−ıE4t/~ ξ4 Y44 X44,

Z42 = e−ıE1t/~ ξ1 Y31 X14 + e−ıE2t/~ ξ2 Y32 X24 + e−ıE3t/~ ξ3 Y33 X34 + e−ıE4t/~ ξ4 Y34 X44,

where Yi j = ξ jX
∗
ji
.

We also can consider an another type of Bell-like pure initial state of two qubits

|Ψ(0)⟩A = cos θ|+,+⟩ + sin θ|−,−⟩.

For this initial atomic state and vacuum cavities fields the full initial state of the system is

|Ψ(0)⟩ = (cos θ|+,+⟩ + sin θ|−,−⟩) ⊗ |0, 0⟩. (6)

For initial state (6) the time-dependent wave function can be written in the form

|Ψ(t)⟩ = C
(2)

1
(t)|+,+, 0, 0⟩ +C

(2)

2
(t)|+,−, 0, 1⟩ +C

(2)

3
(t)|−,+, 1, 0⟩ +C

(2)

4
(t)|+,−, 1, 0⟩+

+C
(2)

5
(t)|−,+, 0, 1⟩ +C

(2)

6
(t)|−,−, 2, 0⟩ +C

(2)

7
(t)|−,−, 0, 2⟩ +C

(2)

8
(t)|−,−, 1, 1⟩ +C

(2)

9
(t)|−,−, 0, 0⟩. (7)

The coefficients Ci(t) may be obtained by using the way which is described in previous case. But these are too

cumbersome. Therefore, we will use below the numerical results for coefficients under consideration.
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For two-qubit system described by the reduced density operator ρA(t), a measure of entanglement or negativity

can be defined in terms of the negative eigenvalues µ−
i

of partial transpose of the reduced atomic density matrix ρ
T1

A

[26, 27]

ε = −2
∑

µ−i . (8)

Using the wave functions (5) or (7) one can obtain the density operator for the whole system as

ρ(t) = |Ψ(t)⟩⟨Ψ(t)|. (9)

Taking a partial trace over the field variable one can obtain from (9) the reduced atomic density operator in the two-

qubit basis |+,+⟩, |+,−⟩, |−,+⟩, |−,−⟩ for initial state (3) in the form

ρA(t) =

















































0 0 0 0

0 V(t) H(t) 0

0 H(t)∗ W(t) 0

0 0 0 R(t)

















































. (10)

The matrix elements of (10) are

V(t) = |C(1)

4
(t)|2, W(t) = |C(1)

3
(t)|2, R(t) = |C(1)

1
(t)|2 + |C(1)

2
(t)|2, H(t) = C

(1)

4
(t)C3(t)∗.

The partial transpose of the reduced atomic density matrix (10) is

ρ
T1

A
(t) =

















































0 0 0 H(t)∗

0 V(t) 0 0

0 0 W(t) 0

H(t) 0 0 R(t)

















































. (11)

From equation (11), we obtain four eigenvalues. Three of them are always positive. The eigenvalue µ−
4
= 1/2(R −√

4H2 + R2) is always negative. As a result, the negativity can be written as

ε(t) =
√

R(t)2 + 4|H(t)|2 − R(t). (12)

The partial transpose of the reduced atomic density matrix ρ
T1

A
for initial state (6) has the form

ρ
T1

A
(t) =

















































U1(t) 0 0 H̃1(t)∗

0 V1(t) H1(t)∗ 0

0 H1(t) W1(t) 0

H̃1(t) 0 0 R1(t)

















































. (13)

where one can obtain with using (7)

U1(t) = |C(2)

1
(t)|2, H1(t) = C

(2)

1
(t)C

(2)

9
(t)∗, H̃1(t) = C

(2)

2
(t)C

(2)

5
(t)∗ +C

(2)

4
(t)C

(2)

3
(t)∗,

V1(t) = |C(2)

2
(t)|2 + |C(2)

4
(t)|2, W1(t) = |C(2)

3
(t)|2 + |C(2)

5
(t)|2, R1(t) = |C(2)

6
(t)|2 + |C(2)

7
(t)|2 + |C(2)

8
(t)|2 + |C(2)

9
(t)|2.

Two eigenvalues of matrix (13) may be negative. Then, the negativity can be written as a superposition of two terms

ε(t) =

√

(U1(t) − R1(t))2 + 4|H̃1(t)|2 − U1(t) − R1(t) +
√

(V1(t) −W1(t))2 + 4|H1(t)|2 − V1(t) −W1(t). (14)

The first term is taken into account if and only if |H̃1|2 > U1R1 and the second term is taken into account if and only

if |H1|2 > V1W1.
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3. Two-atom Jaynes-Cummings model

In this section we consider two-atom JCM with common thermal cavity field. We have two identical qubits A and

B (spins, quantum dots etc.) non-resonantly interacting with common one-mode quantum electromagnetic field of

resonator. As in a previous case we assume that the direct dipole-dipole interaction between qubits takes place. But

in contrast with previous case we investigated the entanglement induced by a thermal field. In a frame rotating with

the field frequency, the Hamiltonian for the system under rotating wave approximation can be written as

H = ~δσz
A
+ ~δσz

B
+ ~γ

B
∑

i=A

(σ+i a + a+σ−i ) + ~J(σ+Aσ
−
B + σ

−
Aσ
+
B). (15)

Here σz
A

and σz
B

are the inversion operators for qubit A and B respectively, δ = ω − ω0 is detuning, where ω is the

cavity field frequency and ω0 is the atom transition frequency. The other notations are similar to these used in Section

2. Let us note that concurrence dynamics for system with Hamiltonian (15) without dipole-dipole interaction has been

earlier investigated by Zhang [25].

We consider two type of initial atomic states: separable state |+,−⟩ (or |−,+⟩) and entangled state (2). The initial

cavity mode state are assumed to be the thermal one-mode state ρF(0) =
∑

n
pn|n⟩⟨n|, where the weight functions are

pn = n̄n/(1+n̄)n+1.Here n̄ is the mean photon number in a cavity mode, n̄ = (exp[~ωi/kBT ]−1]−1, kB is the Boltzmann

constant and T is the equilibrium cavity temperature.

Before considering the interaction between two qubits and thermal field, it is straightforward to first study two

qubits simultaneously interacting with Fock state. Suppose that the excitation number of the atom-field system is n

(n ≥ 0). The evolution of the system is confined in the subspace

|−,−, n + 2⟩, |+,−, n + 1⟩, |−,+, n + 1⟩, |+,+, n⟩.

On this basis, the eigenfunctions of the Hamiltonian (15) can be written as

|Φin⟩ = ξin(Xi1n|−,−, n + 2⟩ + Xi2n|+,−, n + 1⟩ + Xi3n|−,+, n + 1⟩ + Xi4n|+,+, n⟩) (i = 1, 2, 3, 4),

where

X11n = 0, X12n = −1, X13n = 1, X14n = 0,

Xi1n = −
2
√

1 + n
√

2 + n

4 + 2n + 2∆ + Ein − 2∆ Ein − E2
in

, Xi2n = −
√

1 + n (2∆ + Ein)

4 + 2n + 2∆ + Ein − 2∆ Ein − E2
in

,

Xi3n = −
√

1 + n (2∆ + Ein)

4 + 2n + 2∆ + Ein − 2∆ Ein − E2
in

, Xi4n = 1 (i = 2, 3, 4).

The corresponding eigenvalues are

E1n = −~γ α, E2n = (1/3) ~γ (α + An/Bn + Bn) ,

E3n = (1/6) ~γ Re
[

2α −
(

1 + i
√

3
)

An/Bn + i
(

i +
√

3
)

Bn

]

,

E4n = (1/6) ~γ Re
[

2α + i
(

i +
√

3
)

An/Bn −
(

1 + i
√

3
)

Bn

]

.

Here

An = 18 + 12n + α2 + 12∆2,

Bn =

(

α3 − 54∆ + 9α
(

3 + 2n − 4∆2
)

+
1

2

√

−4
(

18 + 12n + α2 + 12∆2
)3
+ 4

(

α3 − 54∆ + 9α
(

3 + 2n − 4∆2
))2

)1/3

.

To derive the full dynamics of our model one can consider also the basis states |−,−, 1⟩, |+,−, 0⟩, |−,+, 0⟩.
Assume that the system is initially prepared in the state |+,−, n⟩ (n ≥ 0), then at time t, the whole system will

evolve to

|Ψ(t)⟩ = Z12,n|−,−, n + 2⟩ + Z22,n|+,−, n + 1⟩ + Z32,n|−,+, n + 1⟩ + Z42,n|+,+, n⟩. (16)



Here

Z12,n = e−ıE1nt/~ ξ1n Y21n X11n + e−ıE2nt/~ ξ2n Y22nX21n + +e−ıE3nt/~ ξ3n Y23n X31n + e−ıE4nt/~ ξ4n Y24n X41n,

Z22,n = e−ıE1nt/~ ξ1n Y21n X12n + e−ıE2nt/~] ξ2n Y22n X22n + e−ıE3nt/~ ξ3n Y23n X32n + e−ıE4nt/~ ξ4n Y24n X42n,

Z32,n = e−ıE1nt/~ ξ1n Y21n X13n + e−ıE2nt/~ ξ2n Y22n X23n + e−ıE3nt/~ ξ3n Y23n X33n + e−ıE4nt/~ ξ4n Y24n X43n,

Z42,n = e−ıE1nt/~ ξ1n Y21n X14n + e−ıE2nt/~ ξ2n Y22n X24n + e−ıE3nt/~ ξ3n Y23n X34n + e−ıE4nt/~ ξ4n Y24n X44n,

where Yi jn = ξ jnX∗
jin

.

If the initial state of our system is |+,−, 0⟩, the time dependent wave function takes the form

|Ψ(t)⟩ = Z12|−,−, 1⟩ + Z22|+,−, 0⟩ + Z32|−,+, 0⟩, (17)

where

Z12 = −2ıe−ı(α−2∆)t/2 sin(Ωt/2)/Ω, Z22 = e−ı(α−2∆)t/2
(

eı(3α−2∆)t/2 + Ω cos(Ωt/2) − 2ı sin(Ωt/2)
)

/(2Ω),

Z32 = e−ı(α−2∆)t/2
(

−eı(3α−2∆)t/2 + Ω cos(Ωt/2) − 2ı sin(Ωt/2)
)

/(2Ω)

and Ω =
√

8 + (α + 2∆)2.

For initial state |−,+, n + 1⟩ (n ≥ 0) the time-dependent wave function is

|Ψ(t)⟩ = Z13,n|−,−, n + 2⟩ + Z23,n|+,−, n + 1⟩ + Z33,n|−,+, n + 1⟩ + Z43,n|+,+, n⟩. (18)

Here

Z13,n = e−ıE1nt/~ ξ1n Y31n X11n + e−ıE2nt/~ ξ2n Y32nX21n + e−ıE3nt/~ ξ3n Y33n X31n + e−ıE4nt/~ ξ4n Y34n X41n,

Z23,n = e−ıE1nt/~ ξ1n Y31n X12n + e−ıE2nt/~] ξ2n Y32n X22n + e−ıE3nt/~ ξ3n Y33n X32n + e−ıE4nt/~ ξ4n Y34n X42n,

Z32,n = e−ıE1nt/~ ξ1n Y31n X13n + e−ıE2nt/~ ξ2n Y32n X23n + e−ıE3nt/~ ξ3n Y33n X33n + e−ıE4nt/~ ξ4n Y34n X43n,

Z42,n = e−ıE1nt/~ ξ1n Y31n X14n + e−ıE2nt/~ ξ2n Y32n X24n + e−ıE3nt/~ ξ3n Y33n X34n + e−ıE4nt/~ ξ4n Y34n X44n.

If the initial state is |−,+, 0⟩, the time dependent wave function takes the form

|Ψ(t)⟩ = Z13|−,−, 1⟩ + Z23|+,−, 0⟩ + Z33|−,+, 0⟩, (19)

where Z13 = Z12, Z23 = Z22, Z33 = Z32.

Now we go back to the theme of this Section. Using the equations (16)-(19) one can obtain the density operator

for the whole system. Taking a partial trace over the field variables one can obtain the reduced atomic density operator

and partial transpose of the reduced atomic density matrix ρ
T1

A
. For initial atomic state |+,−⟩ the partial transpose of

the reduced atomic density operator has the form

ρ
T1

A
(t) =

















































U2(t) 0 0 H2(t)∗

0 V2(t) 0 0

0 0 W2(t) 0

H2(t) 0 0 R2(t)

















































. (20)
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where

U2(t) =

∞
∑

n=0

pn|Z42,n(t)|2, V2(t) =

∞
∑

n=1

pn|Z22,n−1(t)|2 + p0|Z22(t)|2,

W2(t) =

∞
∑

n=1

pn|Z32,n−1(t)|2 + p0|Z32(t)|2, R2(t) =

∞
∑

n=1

pn|Z12,n−1(t)|2 + p0|Z12(t)|2, (21)

H2(t) =

∞
∑

n=1

pnZ22,n−1(t)Z32,n−1(t)∗ + p0Z22(t)Z32(t)∗.

Only one of the eigenvalues of matrix (20) may be negative. Therefore the negativity can be written in the form

ϵ(t) =
√

(|R2(t)| − |U2(t)|)2 + 4|H2(t)|2 − |R2(t)| − |U2(t)|.

For initial atomic state |−,+⟩ the partial transpose of the reduced atomic density operator has the form (20). Its matrix

elements may be obtained from (21) by replacing the coefficients Zi2n with Zi3n, where i = 1, 2, 3, 4. For entangled

initial atomic state (2) the partial transpose of the reduced matrix also has the form (20). The elements of this matrix

may be obtained by combining the elements of two partial transpose matrix for initial states |+,−⟩ and |−,+⟩.

(a) (b)

(c) (d)

Figure 1: The negativity as a function of γt for double JCM and initial state (3) with θ = π/4. Parameters δa = δb = 0, γb = γa

(a), δa = −δb = 5, γb = γa (b), δa = δb = 5, γb = γa (c) and δa = δb = 0, γa = 2γb (d). The strength of dipole interaction

α = 0 (dotted), α = 3 (dashed) and α = 5 (solid).
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(a) (b)

(c) (d)

Figure 2: The negativity as a function of γt for double JCM and initial state (6) with θ = π/4. Parameters δa = δb = 0, γb = γa

(a), δa = −δb = 5, γb = γa (b), δa = δb = 5, γb = γa (c) and δa = δb = 0, γa = 2γb (d). The strength of dipole interaction

α = 0 (dotted), α = 3 (dashed) and α = 5 (solid).

(a) (b)

Figure 3: The negativity as a function of γt for two-atom JCM with common field and initial atomic state |+,−⟩. The strength of

dipole interaction δ = 0 (a) and δ = 0.5 (b). The detuning δ = 0 (solid) and δ = 1 (dashed). Mean photon number n̄ = 0.1.

4. Modeling of qubits entanglement dynamics

The results of calculations of entanglement parameter (12) for double JCM and initial state (3) are shown in

Figs. 1(a)-(d). Results of calculations of entanglement parameter (14) for initial state (6) are displayed in Figs. 2(a-
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(a) (b)

Figure 4: The negativity as a function of γt for two-atom JCM with common field and entangled initial atomic state (2) with θ = π/4.

The strength of dipole interaction α = 0 (a) and α = 0.5 (b). The detuning δ = 0 (solid) and δ = 5 (dashed). Mean photon number

n̄ = 0.1.

d). Fig. 1(a) shows that for exact resonance the negativity evolves periodically between 0 and 1, but the period is

affected by the coupling constant. For resonance interaction the inclusion of the dipole-dipole interaction leads to a

stabilization of entanglement behavior. Figs. 1(b)-1(d) show the effect of dipole-dipole interaction on negativity for

non-resonant interaction and different couplings. When qubits A and B interact with a single-mode cavities fields

via not-zero detuning the presence of dipole-dipole interaction with intermediate strength leads to increasing of the

amplitudes of the negativity oscillations. But for large values of dipole-dipole interaction strength one can see the

stabilization of entanglement oscillations as in the case of exact resonance. Figs. 2(a)-(d) show the time dependence

of negativity for initial state (6) and different strength of dipole-dipole interaction. Fig. 2(a) gives the entanglement

behavior for exact resonance. This behavior is different from that obtained for initial state (3) in resonance regime. The

dipole-dipole interaction does not lead to stabilization of the entanglement, but has only an effect on the periods and

amplitudes of the oscillations of entanglement. However, for non-resonant interaction between dipole-coupled qubits

and fields the reverse behavior of atom-atom entanglement is true. For large values of the dipole-dipole interaction

strength we have to deal with the stabilization of entanglement. Figs. 3 and 4 show the influence of detuning and

dipole-dipole strength on atom-atom entanglement for two atoms interacting with common thermal field of resonator.

Fig. 3(a) shows the entanglement time behavior for different couplings and separable atomic state |+,−⟩ ignored the

dipole-dipole interaction. One can easily find that as the detuning increases, higher entanglement is obtainable. Zhang

[25] earlier discovered such behavior and noted that when the atom-field detuning is large enough, the atoms tend to

exchange energy with each other instead of with the field, and the field, which acts as a medium, is virtually excited

during the atom-atom coupling process. Fig. 3(b) shows the negativity behavior for dipole-coupled qubits. For this

case the reverse behavior of the entanglement is true. It seems like the negativity for qubits decreases as the detuning

increases. We can also consider the negativity behavior for entangled initial state (2). In this case the inclusion of the

detuning leads to a stabilization of entanglement behavior both to the model with dipole-dipole interaction and to the

model without such interaction.

5. Conclusion

In this paper, we investigated the entanglement between two qubits interacting with fields of resonators in the

framework of two type of JCM: double JCM with different coupling constants and detunings and two-qubit JCM

with common cavity field taking into account the direct dipole-dipole interaction. For double JCM we discussed the

influence of dipole-dipole interaction on qubit-qubit entanglement for resonance and not resonance interactions. The

results showed that these parameters have great impact on the amplitude and the period of the atom-atom entanglement

evolution. In addition, the presence of sufficiently large dipole-dipole interaction leads to stabilization of entanglement

for all Bell-types initial qubits states and different couplings and detuning. For two-qubit JCM with common field we
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investigated the entanglement dynamics taking into account the dipole-dipole interaction for separable and entangled

initial qubits states and thermal cavity field. For dipole coupled qubits prepared in a separable state the entanglement

decreases as the detuning increases. For dipole uncoupled qubits the reverse behavior of the entanglement is true. For

entangled initial states the inclusion of the detuning leads to a stabilization of entanglement behavior.
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Reduction of flexible joint manipulator mathematical model
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Abstract

The singularly perturbed differential systems which describe the dynamics of the manipulator with flexible joints are investigated

under the condition of weak dissipation. The method of integral manifolds is used to construct the reduced model of robot.

Integral manifolds may be constructed as an asymptotic power series. The simplified model is used to construct the control law

for the robot with two flexible joints.

Keywords: mathematical model; integral manifolds; reduction; asymptotic methods

1. Introduction

The dynamic and control problems for robotic systems are connected with difficulties caused by high dimensions of models

and availability of several time scales. Thereby the reduction problem ( the problem of the construction the lower order corrected

models) is topical.

We investigate the model of n-links robot-manipulator with flexible joints where dissipation is small. The dynamics of

such manipulators is described by quasi-oscillating singularly perturbed differential systems, which contain small parameter at

the leading derivative. The conditions ensuring the possibility of using classical asymptotic methods are described in the well-

known Tikhonov’s theorem. The main of them is the asymptotic stability of the so-called boundary layer system. For investigated

class of systems this condition of Tikhonov’s theorem is not satisfied.

One of the approaches, which allows to reduce the complex multirate dynamic systems, is based on the theory of integral

manifolds [1–14]. The conditions of the existence of an attractive slow integral manifold are investigated. This makes it possible

to use the slow subsystem, which describes the motion on the manifold, as the simplified model of the manipulator. Similar

questions for other classes of quasi-oscillating systems are studied in [10-13].

We consider the dynamic model of n-links robot with flexible joints Fig. 1.

Fig. 1. The link of the manipulator.

The dynamics of manipulator is described by the system [15 – 18]

D(q1)q̈1 + c(q1, q̇1) + K(q1 − q2) + B(q̇1 − q̇2) = 0,

Jq̈2 − K(q1 − q2) − B(q̇1 − q̇2) = u, (1)

where the coordinates of vectors q1 ∈ Rn and q2 ∈ Rn are the angles which characterize links and rotors positions respectively,

D(q1) is inertia matrix due to the links, J is diagonal inertia matrix of drive rotors, vector c(q1, q̇1) is determined by coriolis,

centrifugal and gravitation components. The flexibility of joint is represented by torsion spring with sufficiently large elastic

coefficient. Let K = k diag(K̃1, . . . , K̃n) be the matrix of elastic coefficients, B = diag(B1, . . . , Bn) be the matrix of damping

ratios, u be the unit torque.

Let µ = 1/k be a small positive parameter. Note that the more hard restriction on the matrix B was imposed in [15 – 18]. It was

supposed that B j = B̃ j/µ, or B j = B̃ j/
√
µ. In fact, it was assumed that there is a sufficiently high dissipation. Such assumption

guarantees the fulfillment of Tichonov’s theorem condition about the asymptotic stability of the boundary layer system. Let us

suppose that B j = O(1). Then the main condition of this theorem is not fulfilled.
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2. Reduction of the model

Putting q = q1, z = k(q1 − q2) gives us the following system

q̈ = a1(q, q̇) + A1(q)z + µA3(q)ż,

µz̈ = a2(q, q̇) + A2(q)z + µA4(q)ż + M2u, (2)

where

a1(q, q̇) = a2(q, q̇) = −D−1(q)c(q, q̇), A1(q) = −D−1(q)K̃,

A2(q) = −(D−1(q) + J−1)K̃, A3(q) = −D−1(q)B,

A4(q) = −(D−1(q) + J−1)B, M2 = −J−1.

Using the coordinates x1 = q, x2 = q̇, y1 = z, y2 = ż we can rewrite system (2) to the form

ẋ1 = x2,

ẋ2 = a1(x) + A1(x1)y1 + µA3(x1)y2,

µẏ1 = µy2,

µẏ2 = a2(x) + A2(x1)y1 + µA4(x1)y2 + M2u(t, x, µ. (3)

We obtained [14] the conditions for the existence of attractive slow integral manifold of system (3)

y = h(t, x, µ), (4)

where x =

(
x1

x2

)
, y =

(
y1

y2

)
, h(t, x, µ) =

(
h1(t, x, µ)

h2(t, x, µ)

)
.

Let function u(t, x, µ) is represented in the form u(t, x, µ) = u0(t, x) + µu1(t, x) + . . . .

Integral manifold (4) may be constructed as an asymptotic power series of the small parameter µ

yi = h
(0)

i
(t, x) + µh

(1)

i
(t, x) + µ2h

(2)

i
(t, x) + . . . , i = 1, 2 (5)

with any degree of accuracy. Substituting (5) to the equations

∂h1

∂t
+
∂h1

∂x1

x2 +
∂h1

∂x2

(a1(x) + A1(x1)h1 + µA3(x1)h2) = h2,

µ(
∂h2

∂t
+
∂h2

∂x1

x2 +
∂h2

∂x2

(a1(x) + A1(x1)h1 + µA3(x1)h2) =

= a2(x) + A2(x1)h1 + µA4(x1)h2 + M2u(t, x, µ), (6)

hi = hi(t, x, µ)

and equating the coefficients at the same powers of µ we can get h
( j)

i
= h

( j)

i
(t, x) for any j. In particular

h
(0)

1
= −A−1

2 (x1)[a2(x) + M2u0(t, x)], h
(0)

2
=
∂h

(0)

1

∂t
+
∂h

(0)

1

∂x1

x2 +
∂h

(0)

1

∂x2

[a1(x) + A1(x1)h
(0)

1
],

h
(1)

1
= A−1

2 (x1)

[∂h
(0)

2

∂t
+
∂h

(0)

2

∂x1

x2 +
∂h

(0)

2

∂x2

[a1(x) + A1(x1)h
(0)

1
] − A4(x1)h

(0)

2
− M2u1(t, x)

]
,

h
(1)

2
=
∂h

(1)

1

∂t
+
∂h

(1)

1

∂x1

x2 +
∂h

(1)

1

∂x2

[a1(x) + A1(x1)h
(0)

1
] +

∂h
(0)

1

∂x2

[A1(x1)h
(1)

1
+ A3(x1)h

(0)

2
].

For h
( j)

i
, i = 1, 2 from (6) we have

h
( j)

1
= A−1

2 (x1)

[
M2u j(t, x) − A4(x1)h

( j−1)

2
−
∂h

( j−1)

2

∂t
−
∂h

( j−1)

2

∂x1

x2 −
∂h

( j−1)

2

∂x2

[a1(x) + A1(x1)h
(0)

1
] −

−

j−2∑

s=0

∂h
(s)

2

∂x2

[A1(x1)h
( j−s−1)

1
+ A3(x1)h

( j−s−2)

2
]

]
,

h
( j)

2
=

∂h
( j)

1

∂t
+
∂h

( j)

1

∂x1

x2 +
∂h

( j)

1

∂x2

[a1(x) + A1(x1)h
(0)

1
] +

j−1∑

s=0

∂h
(s)

1

∂x2

[A1(x1)h
( j−s)

1
+ A3(x1)h

( j−1−s)

2
]. (7)
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The system, which describes the motion on the slow integral manifold, is

ẋ1 = x2,

ẋ2 = a1(x) + A1(x1)h1(t, x, µ) + µA3(x1)h2(t, x, µ). (8)

The dimension of this system is half of the dimension of the initial system. The slow subsystem has not fast variables, but

nonetheless reliably describes the behavior of full system near the slow integral manifold. This allows to use it as a simplified

model of flexible joints robot. The proposed approach to construct the reduced model is used in [11 – 13] to solve the problems

of control and estimation for robot with one flexible joint.

3. Example

Let us consider the control problem for the robot with two flexible joints. The dynamics of manipulator is described by

system (1), where [18]

D(q1) =

(
θ1 + θ2 + 2θ3 cosϕ2 θ2 + θ3 cosϕ2

θ2 + θ3 cosϕ2 θ2

)
, q1 =

(
ϕ1

ϕ2

)
, q2 =

(
ψ1

ψ2

)
,

θ1 = m1l2c1
+ m2l2

1
+ I1, θ2 = m2l2c2

+ I2, θ3 = m2l1lc2
, θ4 = m1lc1

, θ5 = m2l1, θ6 = m2lc2
,

c(q1, q̇1) = θ3 sinϕ2

(
−2ϕ̇1ϕ̇2 − ϕ̇

2
2

ϕ̇2
1

)
+

(
(θ4 + θ5)g cosϕ1 + θ6g cos(ϕ1 + ϕ2)

θ6g cos(ϕ1 + ϕ2)

)
,

J =

(
J1 0

0 J2

)
, K =

(
k 0

0 k

)
, B =

(
b 0

0 b

)
.

Using the coordinates x1 = q, x2 = q̇, y1 = z, y2 = ż we rewrite system (2) to the form (3), where

x =

(
x1

x2

)
, x1 =

(
x

(1)

1

x
(1)

2

)
=

(
ϕ1

ϕ2

)
, x2 =

(
x

(2)

1

x
(2)

2

)
=

(
ϕ̇1

ϕ̇2

)
, y =

(
y1

y2

)
,

a1(x) = a2(x) =
(−θ3 sin x

(1)

2
(2x

(2)

1
+ x

(2)

2
)x

(2)

2
+ θ4g cos x

(1)

1
+ θ6g cos(x

(1)

1
+ x

(1)

2
))

∆



−θ2

(θ2 + θ3 cos x
(1)

2
)

+

+
(θ3 sin x

(1)

2
(x

(2)

1
)2
+ θ6g cos(x

(1)

1
+ x

(1)

2
))

∆

(
(θ2 + θ3 cos x

(1)

2
)

−(θ1 + θ2 + 2θ3 cos x
(1)

2
)

)
, ∆ = θ1θ2 − θ

2
3 cos2 x

(1)

2
,

A1(x) =
1

∆

(
−θ2 θ2 + θ3 cos x

(1)

2

θ2 + θ3 cos x
(1)

2
−(θ1 + θ2 + 2θ3 cos x

(1)

2
)

)
,

A2(x) =
k

∆J1J2

(
−J2(θ2J1 + ∆) J1J2(θ2 + θ3 cos x

(1)

2
)

J1J2(θ2 + θ3 cos x
(1)

2
) J1(J2(θ1 + θ2 + 2θ3 cos x

(1)

2
) + ∆)

)
,

A3(x) =
b

∆

(
−θ2 J1J2(θ2 + θ3 cos x

(1)

2
)

(θ2 + θ3 cos x
(1)

2
) −(θ1 + θ2 + 2θ3 cos x

(1)

2
)

)
,

A4(x) =
b

∆J1J2

(
−J2(θ2J1 + ∆) J1J2(θ2 + θ3 cos x

(1)

2
)

J1J2(θ2 + θ3 cos(x
(1)

2
)) J1(J2(θ1 + θ2 + 2θ3 cos x

(1)

2
) + ∆)

)
, M2 =



−
1

J1

0

0 −
1

J2


.

The slow integral manifold (4) takes the form (5), where coefficients h
(i)

j,k
are obtained from (7)by using the computer algebra

system Maple. In particular

h
(0)

1,1
= −

1

kS
(u

(0)

1
(θ1θ2 + J2θ1 + J2θ2 − θ

2
3(cos x

(1)

2
)2
+ 2J2θ3 cos x

(1)

2
) + u

(0)

2
J1(θ2 + θ3 cos x

(1)

2
) −

− J1θ
2
3(x

(2)

1
)2 cos x

(1)

2
sin x

(1)

2
− J1θ3 sin x

(1)

2
(θ2(x

(2)

1
+ x

(2)

2
)2
+ J2x

(2)

2
(2x

(2)

1
+ x

(2)

2
)) +

+ J1g(θ4 + θ5) cos x
(1)

1
(θ2 + J2) + cos(x

(1)

1
+ x

(1)

2
)J1gθ6(J2 − θ3 cos x

(1)

2
)),

h
(0)

1,2
= −

1

kS
(u

(0)

1
J2(θ2 + θ3 cos x

(1)

2
) + u

(0)

2
(θ1θ2 + J1θ2 − θ

2
3(cos x

(1)

2
)2) − J2g(θ4 + θ5) cos x

(1)

1
(θ2 + θ3 cos x

(1)

2
) +

3rd International conference Information Technology and Nanotechnology, ITNT-2017

Mathematical Modeling / O.V. Vidilina, N.V. Voropaeva

Mathematical Modeling / O.V. Vidilina, N.V. Voropaeva 2513rd International conference “Information Technology and Nanotechnology 2017”



+ J2gθ6 cos(x
(1)

1
+ x

(1)

2
)(θ1 + J1 + θ3 cos x

(1)

2
) + J2θ

2
3 cos x

(1)

2
sin x

(1)

2
(2x

(2)

1
x

(2)

2
+ (x

(2)

2
)2
+ 2(x

(2)

1
)2) +

+ J2θ3 sin x
(1)

2
((θ1 + θ2)(x

(2)

1
)2
+ 2θ2x

(2)

1
x

(2)

2
+ θ2(x

(2)

2
)2
+ J1(x

(2)

1
)2)),

S = (J2θ1 + θ1θ2 + J1θ2 + J2θ2 + J1J2 − θ
2
3(cos x

(1)

2
)2
+ 2J2θ3 cos x

(1)

1
).

The reduced system (8) takes the form

ẋ
(1)

1
= x

(2)

1
, ẋ

(1)

2
= x

(2)

2
,

ẋ
(2)

1
=

1

S
(u

(0)

1
(θ2 + J2) − u

(0)

2
(θ2 + θ3 cos x

(1)

2
) − g(θ4 + θ5) cos x

(1)

1
(θ2 + J2) + θ2

3 cos x
(1)

2
sin x

(1)

2
(x

(2)

1
)2
+

+ θ3 sin x
(1)

2
(θ2(x

(2)

1
+ x

(2)

2
)2
+ J2x

(2)

2
(x

(2)

2
+ 2x

(2)

1
)) + gθ6 cos(x

(1)

1
+ x

(1)

2
)(θ3 cos x

(1)

2
− J2) + O(µ),

ẋ
(2)

2
=

1

S
(u

(0)

1
(θ2 + θ3 cos x

(1)

2
) − u

(0)

2
(θ1 + θ2 + 2θ3 cos x

(1)

2
+ J1) − cos x

(1)

1
(θ4 + θ5)g(θ2 + θ3 cos x

(1)

2
) +

+ θ3 sin x
(1)

2
(θ2x

(2)

2
(x

(2)

2
+ 2x

(2)

1
) + (x

(2)

1
)2(θ1 + θ2 + J1)) + θ2

3 cos x
(1)

2
sin x

(1)

2
(x

(2)

1
+ x

(2)

2
)2
+

+ gθ6 cos(x
(1)

1
+ x

(1)

2
)(θ3 cos x

(1)

2
+ J1 + θ1)) + O(µ),

We omitted here the terms containing µ because of their bulkiness.

We construct the control law to move both links of manipulator to the fixed stable positions. We choose the control law based

on the reduced system in accordance with the concept of linearizing feedback.

The Fig. 1 and Fig. 2 demonstrate the dynamics of the angles which characterize links positions with the control law formed

by reduced system for the following parameters

m1 = 10, m2 = 5, l1 = 1, l2 = 1, lc1
= 0.5, lc2

= 0.5, J1 = 1, J2 = 1, K̃1 = 1, µ = 0.01, K̃2 = 1.

0

0.2

0.4

0.6

0.8

2 4 6 8 10

Fig. 1. The first link angle ϕ1(t).
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Fig. 2. The second link angle ϕ2(t).

It can be seen that the trajectories of initial system, which is characterized by damped high-frequency oscillations tend to the

trajectories of reduced system, and those tend to the required fixed positions.

4. Conclusion

The application of the integral manifolds method allows us to reduce the dimension and simplify the problem of the control

law construction.
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Model for constructing an option’s portfolio with a certain payoff function
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Abstract

The portfolio optimization problem is a basic problem of financial analysis. In the study, an optimization model for constructing

an option’s portfolio with a certain payoff function has been proposed. The model is formulated as an integer linear programming

problem and includes an objective payoff function and a system of constraints. In order to demonstrate the performance of the

proposed model, we have constructed the portfolio on the European call and put options of Taiwan Futures Exchange. The

optimum solution was obtained using the MATLAB software. Our approach is quite general and has the potential to design

option’s portfolios on financial markets.

Keywords: option strategies; payoff function; portfolio selection problem; combinatorial model; linear programming problem

1. Introduction

Interest to the options market steadily grows. In general case, brokers are creating financial portfolios based on a combination

of standard European call and put options, cash, and the underlying assets itself, which are not associated with an investor’s goal.

Sometimes this goal is simply to insurance and hedge [1, 2], while, in other cases, the investor will wish to gain access to cash

without currently paying tax [3] or the manager will can choice an investment technology [4] as well as speculative purposes [5].

The option’s structures appeared in 1990’s and became a popular tool of protection against falling prices [5, 6, 7]. Most of the

company’s hedges were conducted through option’s portfolio (three-way collars), which involve selling a call, buying a put, and

selling a put [1, 2, 7].

In the study [1] the theoretical model of zero-cost option’s strategy in hedging of sales was demonstrated. In the model the

options prices were evaluated by banks. There are seven different cases and it is shown that the put option was not exercised in

either one of the researched cases. Therefore, it is difficult to talk about the positive effect of hedging.

In the study [2] authors provide an empirical analysis of the zero cost collar option contracts for commodity hedging and

its financial impact analysis. Authors assessed option’s portfolio as the hedging instrument on a quantitative basis using two

scenarios in which assets prices are changed in the certain range.

In the study [8] authors proved that option’s combinations are very popular on major option markets. They show the most

popularly traded combinations in order of contract volume: straddles, ratio spreads, vertical spreads, and strangles. If European

options were available with every single possible strike, any smooth payoff function could be created [9]. Authors [9] gives the

decomposition formula for the replication of a certain payoff, was shown that any twice differentiable payoff function can be

written as a sum of the payoffs from a static position on bonds, calls, and puts. Note that authors did not impose assumption

regarding the stochastic price path. Analytical forms and graphs of the typical payoff profiles of option trading strategies can be

found in publications [3, 10].

The portfolio optimization problem is a basic problem of financial analysis. In modern portfolio theory, developed by

H. Markowitz, investors attempt to construct the portfolios by taking some alternatives into account: a) the portfolios with

the lowest variance correspond to their preferred expected returns and vice versa, b) the portfolios with the highest expected

returns correspond to their preferred variance. The Markowitz optimization is usually carried out by using historical data. The

objective is to optimize the security’s weight so that the overall portfolio variance is minimum for a given portfolio return. In this

approach, options and structured products do not have a chance to be included into optimal mean-variance portfolios, but they

have a place in optimal behavioral portfolios [9]. Theoretical option pricing models generally assume that the underlying asset

return follows a normal distribution.

Another possible alternative is to apply some criterions to the payoff function as well as to the initial cost of a portfolio: for

example, market risk measure [10, 11], probabilistic [12], fuzzy goal problem [13].

In the paper [11] authors have proposed a method to optimize portfolios without the normal distribution assumption of the

portfolio’s return. The objective function of the portfolio optimization problem is the expected return which is written as an

integral over product of portfolio weights underlying assets and the joint density function of underlying asset returns. Also, the

optimization problem includes constraints on short sale as well as the probability of not reaching thresholds.

In the study [5] authors have described a class of stock and option strategies, involving a long or short position in a stock,

combined with a long or short position in an option. It was found that only the standard deviation, skewness, and kurtosis of the

returns distribution of the underlying stock affected the optimal strategy, i.e. yield maximum returns. In the study [10] also, first

four moments (mean, variance, skewness and kurtosis) were used to approximate the empirical distributions of the returns. Then

the authors [10] have stated the multi-asset stochastic portfolio optimization model that incorporates European options and the

3rd International conference Information Technology and Nanotechnology, ITNT-2017

3rd International conference “Information Technology and Nanotechnology 2017”
254



portfolio has a multi-currency structure. The objective function is to minimize the tail risk of the portfolio’s value at the end of

the strategy term, T . In the model, the Conditional Value-at-Risk (CVaR) metric of tail losses over the strategy term was used.

The hedge option’s portfolio is optimal in the sense of the CVaR metric. However, the proposed model depends on the quality of

a scenario tree which additionally must be test on containing arbitrage opportunities.

Authors [10, 11] have found that optimal behavioral portfolios are likely to include the combination of derivative securities:

put options, call options, and other structured products. Moreover, it must be noted that portfolios might include put options as

well as call options on the same underlying assets.

In the paper [14] there is a proposed model for constructing a multi-period hedged portfolio which includes an European-type

options. The objective function of optimization problem is recorded as the difference between the expected value of the portfolio

and the expected regret of an investor. The model takes into account, the features of long-term investment: the risk aversion level

is added into the objective function as well as the options contract with the different time to maturity were used.

In the paper [12] the two-step problem of optimal investment using the probability as an optimality criterion was studied.

Various cases of distribution of returns were investigated. It was found that the structure of the optimal investment portfolio is

almost identical despite of one or another distribution.

In the paper [13] a model for the construction of an option’s hedged portfolio was proposed under a fuzzy objective function.

The model does not explicitly takes transaction costs into account, but the entered membership functions are aimed at minimizing

transaction lots. Thus, the authors have implicitly tried to reduce the potential transaction costs.

In the study [4] proposed a model based on using exotic options – lookback call options. Authors denoted that lookback calls

have positive payoffs for both maximum and minimum asset’s prices, and thus have features similar to a portfolio on call and put

options.

In the paper [15] a computer-based system of identifying the informed trader activities in European-style options and their

underlying asset was proposed, then the mathematical procedure of informed trader activity monitoring was built.

Previous studies considered the set of option’s prices as a price function of an underlying asset: (1 + δ) × S t, where |δ| ≤ 0.1.

In contrast, in this paper the optimization is performed over the ask- and bid-prices and their combinations. We do not use the

historical empirical distribution of returns.

Options are popular in Europe, USA, Russia, India and Taiwan [2, 4, 5, 8, 11, 15]. In the paper [8] authors have collected

market data sets and shown that more than 55 percent of the trades of 100 contracts or larger are option’s combinations and they

account for almost 75 percent of the trading volume attributable to trades of 100 contracts or larger. In the numerical examples

section of this article we will use the prices quoted on the Taiwan Futures Exchange (TAIFEX). According to the Report1 in 2016

options amounted to almost 70 percent of total volume of derivative market in Taiwan.

The purpose of this study is to construct an option’s strategy with the piecewise linear payoff function. With this in mind, the

purpose for this study can be defined as the following problem statement: How does the personal investor’s goal can be realized

with an option’s portfolio? In order to answer this, two research questions have been put forward.

• Q1: How can the method of establishment of the option’s strategy be described from a theoretical perspective?

• Q2: How to validate a proposed method on option’s market?

The remainder of this paper is organized as follows. In Section 2 we present the main definitions and assumptions which

allow us to formulate the model as an optimization problem, including the objective function and the constraints for option’s

strategy. Section 3 then demonstrates the results of numerical experiments, including data description, and the integer solution

of the optimization problem. Finally, Section 4 presents conclusions and future research.

2. Basic Definitions and Method

Option contracts were originally developed and put into circulation in order to reduce financial risks (hedging, insurance),

associated with the underlying assets. In addition to existing standard option strategies [3] actively developing trading models,

oriented to the objectives of a particular trader (speculative trading) [5], construction of synthetic positions [10], .

An option is a contract that will give an option holder a right to buy (or sell) the underlying asset. An options premium is the

amount of money that investors pay for a call or put option.

A call option is a contract that will give its holder a right, but not the obligation, to purchase at a specified time, in the future,

certain identified underlying assets at a previously agreed price. A put option is a security that will give its holder a right, but not

the obligation, to sell at a specified time, in the future, certain identified underlying assets at a previously agreed price.

The strike price (exercise price) is defined as the price at which the holder of an options can buy (in the case of a call option)

or sell (in the case of a put option) the underlying security when the option is exercised.

An American option may be exercised at the discretion of the option buyer at any time before the option expires. In contrast,

a European option can only be exercised on the day the contract expires.

A covered option involves the purchase of an underlying asset (equity, bond or currency) and the writing a call option on that

same asset. Short selling is the sale of a security that is not owned by a trader, or that a trader has borrowed.

1http://www.taifex.com.tw/eng/eng3/eng3_3.asp
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A zero-cost option strategy is an option trading strategy in which one could take a free options position for hedging or

speculating in equity, forex and commodity markets.

There are main types of option’s portfolio in real-world applications in terms of the time to expiration: American-, European-

type options [16], and their combination.

The various option combinations represent strategies designed to exploit expected changes of the options values: the price

of the underlying asset, its volatility, the time to expiration, the risk-free interest rate, the cost to enter [3, 8]. There is a large

number of possible option combinations. When there are only two possible strike prices and two times to expiration we can

design 36 combinations on one call and one put which may be either bought or sold. This number of combinations will increase

significantly when any options values (strike prices, times to expiration, underlying assets) will be expanded insignificantly.

In this study we propose the strategy which involves European call and put options on the same underlying asset with the

same maturity date T , but different strikes in a series. Let Kc = {k
i
c ∈ Z>0, i ∈ I} and Kp = {k

i
p ∈ Z>0, i ∈ I} be the call and put

strikes, Kc, Kp are the increasing sequence of positive integers:

ki
c < ki+1

c , k
i
p < ki+1

p ,∀i = 1, 2, . . . , n − 1,

K = {Kc ∪ Kp} is the set of unique strikes, Z>0 = {x ∈ Z : x > 0} denotes the set of positive integers. Let the number of call and

put options be

Xc = {x
c
i ∈ Z : L ≤ xc

i ≤ U, L < 0,U > 0, i ∈ I},

Xp = {x
p

i
∈ Z : L ≤ x

p

i
≤ U, L < 0,U > 0, i ∈ I},

with xc
i
, x

p

i
> 0 for buying, xc

i
, x

p

i
< 0 for selling, if xc

i
or x

p

i
equal to 0 it means that the contract does not include in the portfolio,

L and U represents the lower and upper bounds of the integer search space, respectively, I = {1, 2, . . . , n} is the set of indices, and

S t is a price of the underlying asset at calendar time, 0 ≤ t ≤ T , Ŝ T is an expected (forecasting) price of the underlying asset at

the end of the strategy term, T (single period). Prices S t, Ŝ T ∈ R>0, where R>0 = {x ∈ R : x > 0} denotes the set of positive real

numbers. We assume that the initial capital W is given and that no funds are added to or extracted from the portfolio, 0 ≤ t ≤ T .

In order to determine the number of call and put options X = {Xc, Xp} for the implementation of the individual investor goal

we propose the following assumptions that have impact on the payoff V(T, X) and an initial cost C(t, X) of portfolio:

• (i) the strategy should have protection on the downside and upside of strike prices,

• (ii) the strategy should effectively limit the upside earnings and downside risk with a maximal loss, L,

• (iii) the strategy should have the certain initial cost to enter C(t, X) at time t = 0.

2.1. Objective Function of Payoff

To establish the strategy we propose to use a combination long and short positions in put and call contracts based on the same

underlying asset with different strike prices. We consider that one can take a static position (buy-and-hold), and the portfolio can

include xc
i
, x

p

i
units of European call and put options, i ∈ I. Its value at time t is given by the formula

V(T, X) =

n∑

i=1

xc
i (S t − ki

c)+ + x
p

i
(ki

p − S t)
+
, (1)

the first term is the value of the call option payoff and the second is the value of the put option payoff, and

X+ = max(X, 0).

Let the best ask- and bid-prices for buying and selling of call and put options at time t = 0 be

Ac = {a
i
c ∈ R>0, i ∈ I}, Bc = {b

i
c ∈ R>0, i ∈ I},

Ap = {a
i
p ∈ R>0, i ∈ I}, Bp = {b

i
p ∈ R>0, i ∈ I},

which we will name the input constants:

bi
c < ai

c, b
i
p < ai

p, i ∈ I and

ai
c > ai+1

c , a
i
p < ai+1

p , b
i
c > bi+1

c , b
i
p < bi+1

p ,

i = 1, 2, . . . , n − 1. The initial cost portfolio at time t = 0 can be expressed as

C(t, X) =

n∑

i=1

xc
i · gc(xc

i ) + x
p

i
· gp(x

p

i
), (2)

where the functions gc(xc
i
) and gp(x

p

i
) are defined as

gc(xc
i ) =






ai
c ∈ Ac, if xc

i
> 0,

bi
c, ∈ Bc, if xc

i
≤ 0,

(3)
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gp(x
p

i
) =






ai
p ∈ Ap, if x

p

i
> 0,

bi
p, ∈ Bp, if x

p

i
≤ 0,

(4)

i ∈ I. Thus taking into account Eq. (1) and Eq. (2) the overall profit and loss at time T will be the final payoff minus the initial

cost. So the objective function can be expressed as

F(X) = V(T, X) −C(t, X) =

n∑

i=1

xc
i ((Ŝ T − ki

c)+ − gc(xc
i )) + x

p

i
((ki

p − Ŝ T )+ − gp(x
p

i
)), (5)

which is a linear function of the decision variable X = {Xc, Xp}. The objective functional F(X) maps the entire stochastic process

(cash flow) to a single real number

F(X) : Zn 7→ R,where Z
n 7→ Z×

n
· · · ×Z.

2.2. Selection of Input Parameters

Using the conditional functions gc(·) and gp(·) in the objective function Eq. (5) leads us to solve a sequence of optimization

problems. There are four input parameter values for each call and put options: (Ac or Bc) and (Ap or Bp). In this case, the

number of permutations based on the selection between alternative prices (ask or bid) and possible contracts (call or put) equal

to N = 2n × 2n = 22n. In the numerical examples section of this article (Section 3) we will use the ask- and bid-prices quoted on

the Taiwan Futures Exchange (TAIFEX).

Let C denote the set of all 2 × n-tuples of elements of given ordered sets of ask- and bid-prices Ac, Bc, Ap and Bp. The set C

can be expressed as

C = {(x1, x2, . . . , xn, y1, y2, . . . , yn) : xi = ai
c or bi

c, yi = ai
p or bi

p, i ∈ I}. (6)

Thus C = {c1, c2, . . . , cN} is the set of ordered permutations without replacement of two n-elements sets Ac, Bc and two n-elements

sets Ap, Bp.

The calculation of the portfolio’s terminal payoff under each price combination in the vector notation takes the form:

max
X
{X⊤c ((Ŝ T − Kc)+ −Gc(Xc)) + X⊤p ((Kp − Ŝ T )+ −Gp(Xp))} = max

X
{FC(X)}, (7)

where C denotes the set of ordered permutations of model input constants Eq. (6), and Gc(Xc), Gp(Xp) are the vector notation

of conditional functions defined in Eq. (3) and Eq. (4). The objective function Eq. (7) maximizes the option’s payoff over the

holding period [0,T ].

2.3. System of Constraints

Each objective function FC(X) from the set Eq. (7) is the piecewise linear function. Taking into account the assumptions

mentioned in Section 2 we should determine the slope of the objective function Eq. (7) in the unique strike intervals. We

separately investigate the intervals 0 ≤ S T ≤ k1, k2 ≤ S T ≤ k3, . . ., km ≤ S T < +∞, here k1 = min(Kc,Kp) is the smallest strike

and km = max(Kc,Kp) is the largest strike.

The horizontal slope of the function (7) in the first closed interval [0, k1] and the left-closed interval [km,+∞) are specified

respectively by:

n∑

i=1

xc
i = 0, if S T ∈ [0, k1], (8)

n∑

i=1

x
p

i
= 0, if S T ∈ [km,+∞). (9)

Positive and negative slopes of the function (7) in the interior intervals [kq, kq+1] are provided by:

∑

i:ki
c≤kq

xc
i −

∑

j:k
j
p≥kq+1

x
p

j
is






≥ 0, if kq ≤ k,

≤ 0, if kq > k,
(10)

here k ∈ K is an inflection point of the function (7).

The next balance constraint defines the bound of the downside risk with a maximal loss,L, over the holding period 0 ≤ t ≤ T :

V(T, X) = −L. (11)

The objective function value (7) at the terminal time T must be positive:

V(T, X) > 0, S T = Ŝ T . (12)
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Fig. 1. Option Snapshot Quotes of the Taiwan Futures Exchange at May 16, 2016.

The model has the liquidity constraints, we assume that an investor can buy at least U and sell at least L contracts at each

strike price ki
c, k

i
p ∈ K:

L ≤ xc
i , x

p

i
≤ U, L < 0,U > 0, i ∈ I. (13)

The inflection point k introduced in Eq. (10), the maximal loss L, and the expected (forecasting) price Ŝ T Eq. (12) should

be specified by an investor. Thus to address research question Q1 we formulated the integer linear programming of option’s

portfolio selection problem (7), subject to the portfolio constraints (8)-(13).

We assume that an investor can use the money received from the sale of some contracts to buy other contracts in the portfolio,

then the initial cost of portfolio C(t, X) Eq. (2) can be either a positive number or zero, or even negative number. In the Section 3

we will represent the series of numerical experiments for these three cases. Thus, the system of constraints (8)-(13) can be

(optionally) extended with the constraint on the initial cost of portfolio:

C(t, X) T 0.

Another series of numerical experiments will be conducted to define the sensitivity of the solution on the liquidity constraints

Eq. (13).

3. Data Collection and Processing

To address research question Q2 we apply the optimization problem (7)–(13) and construct the option’s strategy with the

certain payoff function on the derivatives of Taiwan Futures Exchange. All options in the Taiwan’s market are European-style.

The expiration periods of TXO options have spot month, the next two months, and the next two quarterly calendar months2.

We will be designing option’s portfolio from the daily closing ask- and bid-prices for TXO options3. We select TXO options;

they are liquid assets and comprise above 60% of trading volume of TAIFEX. Here we have taken a single date, May 16, 2016,

selected at random, to illustrate the portfolio design in practice.

The strikes and the ask- and bid-prices of options are required inputs to the portfolio optimization model. The available

TXO prices are denominated in New Taiwan Dollars (NTD). The TAIFEX index closed at 8, 067.60 on May 16, 2016 (Fig. 1),

and the May options contracts expired 9 days later, on May 25, 2016. The option price equals to S 0 = 8, 067.60 NTD at May

16, 2016. Next, we will consider two cases for the expected price, Ŝ T . Suppose that the price will significant move up to 1)

Ŝ T = 8,300.00 NTD, 2) Ŝ T = 8,400.00 NTD at May 25, 2016.

The investor then wants to monetize his position, C(t, X) = 100 NTD at the time of purchase, t = 0, and to limit the maximum

loss byL = −100 NTD, if the price of underlying asset will come out of the certain range from 8,000 to 8,400 NTD, respectively.

The margin requirement for short positions and transaction costs are not accounted. To establish the proposed strategy we use

12 strike prices: sequential n = 6 strike prices are corresponding to call

Kc = (8050, 8150, 8250, 8350, 8400, 8500)

and sequential n = 6 strike prices are corresponding to put

Kp = (7850, 7950, 8050, 8150, 8250, 8350)

at the same expiration date May 25, 2016. The central strike of the option is K = 8050, is marked with bold. The number of

combinations of ask- and bid-price for the 12 options equal to 2n × 2n = 26 × 26 = 4096, thus the cardinality of set of feasible

2http://www.taifex.com.tw/eng/eng4/Calendar.asp
3http://www.taifex.com.tw/eng/eng2/TXO.asp
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Table 1. Optimal portfolios with the different initial costs, C, and the expected price Ŝ T , NTD

Ŝ T = 8400 Ŝ T = 8300

Strike

Price

C = 100 C = −100 C = 0 C = 100 C = −100 C = 0

Call Put Call Put Call Put Call Put Call Put Call Put

7850 0 0 0 0 0 0

7950 0 0 0 0 0 0

8050 4 -3 7 -6 3 -3 7 -7 3 -2 5 -5

8150 -8 8 -10 9 1 2 -8 9 -2 4 -4 6

8250 10 -5 4 0 -5 6 4 3 0 0 0 4

8350 -8 0 -3 -3 -5 -5 -3 -5 -1 -2 -5 -5

8400 -5 -2 2 -9 -7 -2

8500 7 4 4 9 7 6

max
X
{FC(X)} 700 400 600 400 250 300

Total number of contracts 58 48 36 64 28 42

Table 2. Optimal portfolios with the different liquidity constraints, |L| = U, contracts, and the expected price Ŝ T , NTD

Ŝ T = 8400 Ŝ T = 8300

Strike

Price

|L| = 10a) |L| = 50 |L| = 100 |L| = 10a) |L| = 50 |L| = 100

Call Put Call Put Call Put Call Put Call Put Call Put

7850 0 0 0 0 0 0

7950 0 0 0 0 0 0

8050 4 -3 -24 24 -51 51 7 -7 -24 24 -50 50

8150 -8 8 50 -50 100 -100 -8 9 47 -47 100 -100

8250 10 -5 -11 30 -4 49 4 3 -4 22 -12 50

8350 -8 0 -27 -4 -89 0 -3 -5 -21 1 -40 0

8400 -5 -1 21 -9 -15 -35

8500 7 13 23 9 17 37

max
X
{FC(X)} 700 1800 4400 400 800 1800

Total number of contracts 58 234 488 64 222 474
a) The column |L| = 10 corresponds to the column C = 100 of Table 1.
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portfolios |C| = 4096. The cardinality of the set |K| = |Kp ∪ Kc| is 8, therefore, we have 7 pairs of sequential strike prices

[kq, kq+1], and that these pairs produce the system of 7 inequalities from Eq. (10), and we should add two equalities on the first

closed interval and the left-closed interval from Eq. (8). In our example, we assumed that one can buy or sell at least L = −10,

U = 10 contracts at each strike price. This assumption does not limit our approach because the total volume (TtlVol, Fig. 1) is

bigger for all strike prices. Then we calculate the price for call and put in accordance with the specific strike (Fig. 1). Next, we

maximized the objective function FC(X), proposed in Eq. (7) with the system of constraints (8)–(13). The optimal portfolio was

obtained in approximately two minutes on a personal computer, using the MATLAB software.

As a result, the optimum solution in the case Ŝ T = 8400, C = 100 is

X = (4,−8, 10,−8, 5, 7
︸               ︷︷               ︸

call

, 0, 0,−3, 8,−5, 0
︸              ︷︷              ︸

put

)

the first six elements correspond to call options, the second six – to put options, the total number of contracts are 58 out of which

34 are for buying and 24 are for selling, with objective function value equal to 700 NTD (bold in Table 1). The optimum solution

in the case Ŝ T = 8300, C = 100 is

X = (7,−8, 4,−3,−9, 9
︸                ︷︷                ︸

call

, 0, 0,−7, 9, 3,−5
︸              ︷︷              ︸

put

)

– the total number of contracts are 64 out of which 32 are for buying and 32 are for selling, with objective function value equal

to 400 NTD (bold in Table 1). From the Table 1 one can see that the maximum values of the payoff function are achieved at

C = 100 NTD, and the minimum values at C = −100 NTD.

At the end of the strategy term, May 25, 2016, the price of underlying index increased to S T = 8,396.20 NTD. The forecast

come true, the amount of loss was limited by the maximal loss L = −100.

3.1. The Sensitivity of the Solution to the Constraints Variation

The initial cost C(t, X) Eq. (2) can be either a positive number or zero, or even negative number. We calculated the alternative

portfolios with the different initial costs C(t, X) = {−100, 0, 100} with fixed liquidity constraints |L| = U = 10 Eq. (13), and

then the values of liquidity constraints were varied |L| = U = {10, 50, 100} with the fixed initial cost C(t, X) = 100, results are

represent in Tables 1, 2. Table 2 shows the strong dependence: with the increase in the number of liquidity constraints, i.e.

|L| = U, the maximum value of the payoff function grows too. Fig. 2 show the payoff functions from the proposed option’s

portfolio, taking into account, the different values of: a), b) the initial cost C(t, X), Eq. (2) and c), d) liquidity constraints L, U,

Eq. (13), respectively. Our strike prices are the x-axis and the payoff functions are the y-axis.

The expansion of the boundaries on the liquidity constraints |L| = U ∈ {10, 50, 100} makes the options portfolio more

attractive from the point of view of the terminal payoff amount. On the other hand, there is the difficulty of forming a strategy in

view of the buy/sell of a sufficiently large number of underlying assets, a transaction which is difficult to implement for a short

time.

4. Conclusion and Future Research

In this study, the description of the method of construction of the option’s strategy with the piecewise linear payoff function

is carried out. We take into account the next set of assumptions of the proposed option’s strategy: strategy should effectively

limit the upside earnings and downside risks; strategy should have an initial cost to enter; strategy should have protection on the

downside and upside of the underlying asset price.

To address research question Q1 we have formulated the mathematical model as an integer linear programming problem

which includes the system of constraints in the form of equalities and inequalities. The optimum solution was obtained using the

MATLAB software.

To address research question Q2 we have demonstrated the possibility of the proposed model on the European-style TXO

options of Taiwan Futures Exchange.

In the study we do not use the historical empirical distribution of returns. Our approach is statical, quite general and has the

potential to design option’s portfolios on financial markets.

In option’s strategies, in addition to the forecast of the price of the underlying asset, various parameters can be taken into

account: exercise price, volatility, the time to expiration, the risk-free interest rate, option premium, transaction costs. In this case,

even an insignificant change of the parameter’s values can lead to a significant change in the number of possible combinations

of option’s strategies. In our numerical experiments the total number of contracts for different cases varieties from 28 to 64

(Table 1) and from 58 to 488 (Table 2). In papers [14, 17, 18], it is noted that transactional costs in the dynamic management of

the portfolio of options are one of the key factors without which it is impossible to talk about the feasibility of using the proposed

models. The use of option strategies, including covered options, leads to deformation of the initial distribution of returns – it

becomes truncated and asymmetric. The payoff of the option’s portfolio is asymmetric and non-linear, therefore, from the point

of view of risk management. The use of a portfolio with various options contracts is preferable and effective, but the problem of

choosing an optimal portfolio is significantly complicated too.
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Fig. 2. Payoff functions of proposed option’s portfolios, underlying S 0 = 8,067.60 NTD. Different initial costs C(t, X) : 100, 0,−100 NTD:

a) Ŝ T = 8,400.00 NTD, b) Ŝ T = 8,300.00 NTD. Different liquidity constraints L, U, contracts: 10, 50, 100: c) Ŝ T = 8,400.00 NTD, d)

Ŝ T = 8,300.00 NTD.

In this paper, we used the European type options in a series only. Pricing and valuation of the American option, even the

single-asset option, is a hard problem in a quantitative finance [16, 19]. One of possible approach in the pricing and considering

early exercise of the American option is dynamic programming.

The further research of our study can be continued in the following directions. At first, it is a portfolio optimization under

transaction costs (exchange commissions, brokerage fees) and the margin requirement for short positions which are essential in

the options market. At second, it is using options with different time to the expiration. At third, it is necessary to extend the

system of constraints and add the budget constraint. Such extensions allows us to make the proposed approach more realistic and

flexible.
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Stochastic Non-Markovian Schroedinger equation for a three-level quantum system

V. Semin1, A. Pavelev1
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Abstract

Non-Markovian dynamics of a three-level system is studied with the help of stochastic Schrödinger equation (SSE). We derive a

new form of SSE for a three-level system driven by four independent Ornstein-Uhlenbeck stochastic noises. The main advantage

of the suggested SSE is the ensuring of the complete positivity of the reduced density operator. We demonstrate significant

influence of the non-Markovian noises on the dynamics of the three-level quantum system.

Keywords: stochastic Schrödinger equation; three-level systems; non-Markovian dynamics

1. Introduction

Open quantum systems are usually described by the reduced density operator, which satisfies a master equation. All the

master equations can be strictly divided into two classes: Markovian and non-Markovian [1]. The Markovian ones traditionally

represent systems of the first order differential equations with the constant coefficients and they are well studied. In opposite,

non-Markovian master equations forsake many open questions and they are intensively studied during the last several years [2].

Today it is clear that the non-Markovian master equations may be of two types either integro-differential or diferential with

variable coefficients. Both types of the non-Markovian master equations are equivalent and the differential one is used more

often. Unfortunately, the general form of the non-Markovian master equation, which ensures the complete positivity of the

density operator is still unknown.

Another approach to describe dynamics of open quantum systems is to use Stochastic Schrödinger equation (SSE) for the

wave vector driven by the noise [3, 4]. The reduced density operator is recovered by mean of stochastic averaging over many

realizations of such vectors. There is an exact correspondence between Markovian master equations and SSEs. It is obvious that

the dimension of the wave vector is smaller than the dimension of the reduced density operator. This fact open a new possibilities

for investigation of high-dimensional open quantum systems, such as spin chains, photosynthetic reaction centre, etc.

As in the case of non-Markovian master equations, non-Markovian SSEs are also intensively examined. The main attempts

of researchers here are focused on the so called unravelling of the non-Markovian master equations [5], i.e. construction of a

SSE which reproduces all the results given by the master equation. Unravelling is not always possible especially for integro-

differential master equations. On the other hand, one can generalise Markovian SSEs to non-Markovian ones without direct

connection with the master equation formalism. Such an approach has many advantages and one of them is ensuring of the

complete positivity of the reduced density operator.

In this paper we consider the non-Markovian generalization of the SSE for a three-level quantum system. We present results

of the direct simulation of the non-Markovian SSE for this model and discuss the main difference between Markovian and

non-Markovian SSEs.

2. Model

Three level systems can be of three different types Λ, V and cascade. The difference between them is forbidden transitions

between the energy levels. Let us consider the three-level system of V -types for concreteness. The Hamiltonian of the V system

in the photonic thermostat is [6] (we set ~ = 1)

H = ω0H1 + Ω0H2 +

∞
∑

j=1

ω jb
†

j
b j +

∞
∑

i=1

[( fiJ+ + giL+)bi + h.c.], (1)

where b j and b
†

j
are creation and annihilation operator of the j th photon in the thermostate with frequencyω j, ω0/2 andΩ0+ω0/2

are transition frequency in the V- system, fi and gi are the constant of system-photon interaction and the matrices H1,H2, J+, L+
are define as follow [6]

H1 =
1
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1 0 0

0 0 0

0 0 −1
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1
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2.1. Markovian evolution

The Markovian master equation for the reduced density operator can be written as [6]

∂ρ

∂t
=
γJ

2
[(NJ + 1)(2J−ρJ+ − J+J−ρ − ρJ+J−) + NJ(2J+ρJ− − J−J+ρ − ρJ−J+)] + (J ↔ K), (3)

where γJ,K are the damping constants, NJ,K are the average numbers of the heat photons on the corresponding transition.

The standard procedure of unravelling allows to write the SSE, corresponding to (3) in the following form

d|ψ〉 = −
γJ

2
((NJ + 1)J+J− + NJ J−J+) |ψ〉dt + i

√

γJ(NJ + 1)J−|ψ〉dW1
J + i
√

γJ NJ J+|ψ〉dW2
J + (J ↔ K), (4)

where W
1,2
J,K

are independent standard Wiener processes. It is easy to verify using Ito calculus that ρ = E(|ψ〉〈ψ|) satisfies the

master equation (3).

2.2. Non-Markovian evolution

To describe non-Markovian effects Barchielli in [7] suggested to replace Markovian Wiener processes in (4) by some non-

Markovian noises. One of the simplest non-Markovian noises is the Ornstein-Uhlenbeck one, which is satisfies the stochastic

equation

dX = −kXdt + dW, (5)

where k > 0 is some constant. By substitution the Ornstein-Uhlenbeck processes (5) instead of the Wiener increments in (4) we

derived the following non-Markovian SSE

d|ψ̃〉 = −

(

γJ

2
(NJ + 1)J+J− +

γJ

2
NJ J−J+ + ik1

J X1
J

√

γJ(NJ + 1)J− + ik2
J X2

J

√

γJ NJ J+

)

|ψ̃〉dt

+i
√

γJ(NJ + 1)J−|ψ̃〉dW1
J + i
√

γJ NJ J+|ψ̃〉dW2
J + (J ↔ K). (6)

Unfortunately, the above SSE is not a mean-1 martingale and we have to somehow modify the equation to satisfy the martingale

property. It is straightforward to check that to be a mean-1 martingale Eq. (7) needs 4 more terms in the drift part, namely

d|ψ̃〉 = −

(

γJ

2
(NJ + 1)J+J− +

γJ

2
NJ J−J+ + ik1

J X1
J

√

γJ(NJ + 1)(J− + J+) + ik2
J X2

J

√

γJ NJ(J− + J+)

)

|ψ̃〉dt

+i
√

γJ(NJ + 1)J−|ψ̃〉dW1
J + i
√

γJ NJ J+|ψ̃〉dW2
J + (J ↔ K). (7)

Obviously, that Eq. (7) is transformed to Eq. (4) when all kl
m = 0.Moreover, it is easy to prove that Eq. (7) is a martingale, i.e.

E(〈ψ̃(t)|ψ̃(t)〉) = 1 and ρ̃(t) = E(|ψ̃(t)〉〈ψ̃(t)|) is a completely positive operator by construction. Note, that operator ρ̃(t) does not

satisfy the Markovian master equation (3) and, even more, we cannot construct any closed master equation for this operator due

to the presence of the noise terms in the drift part of the equation (7). All the above mentioned facts demonstrate the uniqueness

of Eq. (7).

3. Results of simulation

The Non-Markovian SSE (7) can be efficiently simulated. It is possible to do if we add to the three components of the wave

vector |ψ̃〉, four stochastic equations for the Ornstein-Uhlenbeck noises. Resulting seven equations form a closed system and

may be numerically solved by any suitable algorithm. The initial values for the Ornstein-Uhlenbeck processes are normally

distributed random numbers with zero mean and unit standard deviation.

In this paper we use the Euler stochastic algorithm [8], which for our problem can be written in the following general form

Ψn+1 = AΨn∆t +

4
∑

i=1

BiΨnδWi, (8)

where A, Bi are constant matrices, ∆t is the time step, δWi is independent normal distributed variables N(0,∆t). The vector

Ψ = (ψx, ψy, ψz, X
1
J
, X2

J
, X1

K
, X2

K
)T has seven components. Initial conditions is Ψ0 = (1, 0, 0,N(0, 1),N(0, 1),

N(0, 1),N(0, 1))T .

The results of simulation are presented in Fig. 1. The results was averaged over 104 realizations. The error bars are also

included in the graphic. In the same pictures we draw the dynamics given by the Markovian master equation (3). One can see

that the non-Markovian noise has significant effect on dynamics and cannot be neglected in general.
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Fig.1. Evolution of the upper state. Red curve is the Markovian dynamics and blue dots are the non-Markovian dynamics. Parameters: γK = 2γJ , NJ = 0.2,

NK = 0.3, k1
J
= k1

K
= 0.3, k2

J
= k2

K
= 0.5.

4. Conclusion

In this paper we have derived the non-Markovian SSE for a three-level quantum system driven by the four independent

Ornstein-Uhlenbeck processes. The SSE has unique properties which are hard to achieve in other approaches to non-Markovian

dynamics. Especially, it is the complete positivity of the density operator ρ̃(t) = E(|ψ̃(t)〉〈ψ̃(t)|) for all time. The suggested SSE

can be efficiently simulated using any appropriate algorithm and due to stochastic nature of the equation the solution can be easy

parallelized to perform calculation on a supercomputer or GPU.

It is shonw that quantum dynamics given by the non-Markovian SSE is significantly differ from Markovian one and this fact

should be taken into account in the explanation of future experiments with quantum ensembles.

The general features of SSE described in this paper for the three-level systems are valid for arbitrary quantum systems.

Moreover, the SSE has dimension much smaller than the corresponding master equation. This means that using SSE technique

one can describe high dimensional quantum systems. This may be relevant for understanding biological phenomena, such a

photosyntheses.
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Numerical simulations of the quantum systems dynamics

in the path integral approach
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Abstract

We study the dynamics of quantum system interacting with electromagnetic field. We present density matrix and transition

probability as a path integrals in energy state space without resonance and rotating wave approxinations. By the use of obrained

equations we develop an algorithm for numerical simulations of the dynamics of quantum system interacting with electromag-

netic field. Using this approach we consider rotational dynamics of nitrogen molecules 14N2 and 15N2 which interact with a

sequence of ultrashort laser pulses. Our computer simulations indicate the complex dependency of the high rotation states ex-

citation probability upon ultrashort laser pulses sequence periods. We observe pronounced resonances, which correspond to the

results of some experiments.

Keywords: Path integral formalism; Numerical simulation; Quantum optics; Non-resonance processes

1. Introduction

The modern development of laser radiation technologies induces theoretical and experimental investigations of the dynamics

of quantum objects (such as atoms or molecules) under the action of intense electromagnetic field of different forms.

This dynamics is principally non-linear, because the probability is high of multiphoton processes (absorption and emission

more the one photon) and nonresonant processes (electromagnetic field frequency is far from quantum transitions frequency).

We note the recent studies of different rare gases multiphoton ionization [1, 2, 3], of multiphoton photoemission of the Au(111)

surface state with 800-nm laser pulses [4], of multiphoton transitions in GaSb/GaAs quantum-dot intermediate-band solar cells

[5], of three-photon electromagnetically induced absorption in a ladder-type atomic system [6].

There are certain difficulties for theoretical studies of these processes and for simulations of quantum objects dynamics that

interact with laser field. Thus, different approximations are used. For example, there are two- or three-level quantum system

models [7] and rotating wave approximation [8]. For high-intensity laser field the perturbation theory runs into problems. It is

necessary to calculate the large number of terms. High-order perturbation theory for miltilevel quantum system dynamics was

considered in [9]. For theoretical researches of this processes the numerical solution of time-dependent Schrödinger equation is

used [10]. For this reason different schemes of space-time discretization is realized. The discretization parameter should be small

enough for simulations of a minute error.

We present original non perturbative method of transition probability calculation in path integral approach [11]. In this paper

we present original approach for numerical simulations of the dynamics of a quantum system, interacting with laser radiation by

path integration in energy states space.

Recent experimental [12] and theoretical [13, 14] investigations point at possibilities of selective excitations of nitrogen

isotopes by a sequence of ultrashort laser pulses (a pulse train). We have developed and are applying numerical algorithm to

quantum resonances problem in molecule rotational excitation by ultrashort laser pulses.

2. Mathematical model of quantum system interacting with electromagnetic field

We consider interaction of multilevel quantum system (such as an atom or a molecule) with electromagnetic field. The

Hamiltonian Ĥ f ull describing our model is given as

Ĥ f ull = Ĥsyst + V̂ , (1)

where Ĥsyst is Hamiltonian of the investigated quantum system. We define stationary eigenstates |l〉 with energies El having the

following properties:

Ĥsyst =

N−1
∑

l=0

El|l〉〈l|, (2)

N−1
∑

l=0

|l〉〈l| = 1, 〈l′|l〉 = δl′l; (3)
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V̂ – the interaction operator.

Our main goal is to define the probability P(l f , t|lin, 0) of investigated quantum system transition from eigenstate |lin〉 at the

moment t = 0 to the one |l f 〉 at the moment t > 0.

We describe the investigated system by statistical operator ρ̂(t). The evolution equation of ρ̂(t) in Dirac (interaction) picture

[15] is as follows:

ρ̂(t) = ÛD(t)ρ̂(0)Û+D(t), (4)

where ρ̂(0) — statistical operator at initial time moment t = 0,

ÛD(t) = T exp[−
ı

~

t
∫

0

V̂D(τ)dτ] (5)

– the evolution operator in Dirac picture,

V̂D(τ) = exp[
ı

~
Ĥsystτ]V̂(τ) exp[−

ı

~
Ĥsystτ] (6)

– the operator of quantum system and electromagnetic field interaction in Dirac picture.

Eq. (4) in energy representation on the base of eigenvectors Eq. (3) is

ρl f m f
(t) =

∑

lin,min

〈l f |ÛD(t)|lin〉ρlinmin
〈min|Û

+
D(t)|m f 〉, (7)

where

ρl f m f
(t) = 〈l f |ρ̂(t)|m f 〉, ρlin,min

= 〈lin|ρ̂(0)|m′in〉 (8)

are density matrix elements in energy representation at time moment t = 0.

The probability of a quantum state observation is to define as diagonal matrix element. At initial time moment t = 0 it is

equal to ρlinlin (t = 0) = ρlin . At final time moment t it is equal to ρl f l f
(t) = ρl f

(t).

Eq. (7) describes evolution of the probability of a quantum state observation:

ρl f
(t) =

∑

lin

〈l f |Û(t)|lin〉〈lin|Û
†|l f 〉ρlin , (9)

where lin, l f = 1, 2, . . ..

The quantum transition probability from state |lin〉 or ρlin (0) = δlinnin
) at time moment t = 0 to state |l f 〉 or ρl f

(t) = ρl f m f
(t)δl f m f

at time moment t > 0 is to describe as follows

P(l f , t|lin, t) = 〈l f |ÛD(t)|lin〉〈l f |ÛD(t)|lin〉 (10)

By the use of eq. (10) we present eq. (9) in the following

ρl f
(t) =

∑

lin

P
(

l f , t|lin, 0
)

ρlin (0) (11)

For numerical calculation ρl f m f
(t), ρl f

(t), P(l f , t|lin, 0) by the use of eq. (7), eq. (9) and eq. (10) we need to know matrix

elements 〈l f |Û(t)|lin〉 of evolution operator Û(t).

For that reason we use evolution operator Û group properties and express the evolution operator 〈l f |ÛD(t)|lin〉 as

ÛD(t) =

K+1
∏

k=1

ÛD(tk, tk−1), (12)

as long as tk > tk−1 and where

ÛD(tk, tk−1) = exp[−
ı

~

tk
∫

tk−1

V̂D(τ)dτ], (13)

here we introduce the notations tK+1 = t, lK+1 = l f , t0 = 0, l0 = lin,
K+1
∑

k=1

(tk − tk−1) = t.

By the use of eq. (12) and completeness condition Eq. (3) of eigenvectors |lk〉 basis the kernel 〈l f |ÛD|lin〉 can be expessed as

〈l f |ÛD(t)|lin〉 =

N−1
∑

l1,...lK=0

K+1
∏

k=1

〈lk |ÛD(tk, tk−1)|lk−1〉, (14)

3rd International conference Information Technology and Nanotechnology, ITNT-2017

3rd International conference “Information Technology and Nanotechnology 2017” 267

Mathematical Modeling / A. Biryukov, M. Shleenkov



where

〈lk |ÛD (tk, tk−1) |lk−1〉 = 〈lk | exp























−
ı

~

tk
∫

tk−1

V̂D(τ)dτ























|lk−1〉 (15)

We consider the evolution operator kernel Eq. (15) as a series and for the time interval (tk − tk−1)→ 0 it is

〈lk |ÛD(tk, tk−1)|lk−1〉 = 〈lk |lk−1〉 −
ı

~

tk
∫

tk−1

〈lk |V̂D(τ)|lk−1〉dτ. (16)

Using eq. (6), interaction operator matrix element in Dirac picture 〈lk |V̂D(τ)|lk−1〉 is expressed

〈lk |V̂D(τ)|lk−1〉 = Vlk lk−1
(τ) exp[ıωlk lk−1

τ]. (17)

where Vlk lk−1
(τ) = 〈lk |V̂(τ)|lk−1〉 – interaction operator matrix element, ωl′l = (El′ − El)/~ – frequency of quantum transition

between eigenstates with eigenvalues (energies) El′ and El.

It is possible to prove that for small time interval (tk − tk−1) → 0 the evolution operator kernel 〈lk |ÛD(tk, tk−1)|lk−1〉 eq. (16)

can be expressed as

〈lk |ÛD(tk, tk−1)|lk−1〉 =

1
∫

0

exp[ıS [lk, lk−1; ξk−1]]dξk−1, (18)

where S [lk, lk−1ξk−1] – dimensionless (in ~ units) action in energy representation during time interval (tk − tk−1)

S [lk, lk−1; ξk−1] = 2π(lk − lk−1)ξk−1 −

tk
∫

tk−1

Vlk lk−1
(τ)

~
2 cos[2π(lk − lk−1)ξk−1 − ωlk lk−1

τ]dτ, (19)

where Vlk lk−1
(τ) = 〈lk |V̂(τ)|lk−1〉 – interaction operator matrix element.

For this proof, by using eq. (15) we transform eq. (18) into eq. (16).

By the use of eq. (15) we present eq. (14) in the following

〈lk |ÛD(tk, tk−1)|lk−1〉 =

=

1
∫

0

exp[2πı(lk − lk−1)ξk−1] exp[−
ı

~

tk
∫

tk−1

Vlk lk−1
(τ)2 cos[2π(lk − lk−1)ξk−1 − ωlk lk−1

τ]dτ]dξk−1 (20)

If (tk − tk−1)→ 0 then we write

exp[−
ı

~

tk
∫

tk−1

Vlk lk−1
(τ)2 cos[2π(lk − lk−1)ξk−1 − ωlk lk−1

τ]dτ] ≃

≃ 1 −
ı

~

tk
∫

tk−1

Vlk lk−1
(τ)2 cos[2π(lk − lk−1)ξk−1 − ωlk lk−1

τ]dτ (21)

where

2 cos[2π(lk − lk−1)ξk−1 − ωlk lk−1
τ] = e−ı[2π(lk−lk−1)ξk−1−ωlk lk−1

τ + e+ı[2π(lk−lk−1)ξk−1−ωlk lk−1
τ. (22)

Using eq. (21) and eq. (22) we present eq. (20) in the following

〈lk |ÛD(tk, tk−1)|lk−1〉 =

=

1
∫

0

exp[2πı(lk − lk−1)ξk−1]dξk−1 −

−
ı

~

tk
∫

tk−1

Vlk lk−1
(τ)

1
∫

0

(exp[4πı(lk − lk−1)ξk−1 − ıωlk lk−1
τ] + exp[ıωlk lk−1

τ])dξk−1dτ =

=

1
∫

0

exp[2πı(lk − lk−1)ξk−1]dξk−1 −

−
ı

~

tk
∫

tk−1

Vlk lk−1
(τ)

1
∫

0

{

exp[ıωlk lk−1
τ] + exp[4πı(lk − lk−1)ξk−1] · exp[−ıωlk lk−1

τ]
}

dτdξk−1 (23)
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We note that
1

∫

0

exp[4πı(lk − lk−1)ξk−1]dξk−1 = δlk lk−1
, (24)

if n = 1, 2, . . . is integer.

Using eq. (24) we transform eq. (23) to the following

〈lk |ÛD(tk, tk−1)|lk−1〉 = δlk lk−1
−
ı

~

tk
∫

tk−1

Vlk lk−1
(τ) exp[ıωlk lk−1

τ]dτ −
ı

~

tk
∫

tk−1

Vlk lk−1
(τ) exp[−ıωlk lk−1

τ]dτ (25)

By the use of eq. (3) and Vlk lk−1
= 0 for lk = lk−1 we prove that eq. (25) is the same as eq. (16)

We note that using Eq. (14), Eq. (18), Eq. (12) quantum transition amplitude UD(l f , t|lin, 0) for any t can be expressed as path

integral in energy eigenstates space

〈l f |ÛD(t)|lin〉 = UD(l f , t|lin, 0) = lim
K→∞

N−1
∑

l1,..,lK=0

1
∫

0

..

1
∫

0

exp[ıS [l f , lK , ξK ; ..; lk, lk−1, ξk−1; ..; l1, lin, ξ0]]dξ0..dξK , (26)

where

S [l f , lK , ξK ; ..; lk, lk−1, ξk−1; ..; l1, lin, ξ0] =

K+1
∑

k=1

S [lk, lk−1, ξk−1] (27)

– dimensionless action. It is a functional, which is defined on a path set in discrete variables lk space of size N (quantum system

levels number) and continuous c-number variables ξk space [0, 1].

The quantum transition amplitude eq. (26) with eq. (27) and eq. (19) describes transition of quantum system under electro-

magnetic field influence. It is possible to use for high-iintensity and an arbitrary structure of field in space and time. Parameters

ωlk lk−1
and Vlk lk−1

must be defined for investigated model.

However analytical calculation eq. (26) can not be realized on practice. Then we develop numerical approach to amplitude

eq. (26) calculation as well as for eq. (11), (10), (7).

3. Algorithm of numerical simulation of quantum system dynamics

We consider algorithm for numerical calculation of quantum transition amplitude U(l f , t|lin, 0) and probability P(l f , t|lin, 0).

Using eq. (14) the quantum transition amplitude calculation was made by recurrence relation

U(lK , tK |lin, 0) =
∑

lk−1

U(lK , tK |lk−1, tk−1)U(lk−1, tk−1|lin, 0), (28)

where we introduce

U(lK , tK |lin, 0) = 〈lK |ÛD(tK)|lin〉,

U(lK , tK |lk−1, tk−1) = 〈lK |ÛD(tK , tk−1)|lk−1〉,

U(lk−1, tk−1|lin, 0) = 〈lk−1|ÛD(tk−1)|lin〉.

We define transition amplitude U(l0, t0|lin, 0) for first iteration with t0 = ∆τ0. By the use of eq. (28) and eq. (18) we obtain

transition amplitude for an arbitrary time moment t =
K
∑

k=0

∆τk.

For any tk, tk−1 the transition amplitude U(lk, tk |lk−1, tk−1) is a complex number. Then for numerical calculation we need to

express real and imaginary part of amplitude:

U(lk, tk |lk−1, tk−1) = ℜ[U(lk, tk |lk−1, tk−1)] + ıℑ[U(lk, tk |lk−1, tk−1)] (29)

For these parts eq. (28) transform into two equations:

ℜ[U(lk, tk |lin, 0)] =

N−1
∑

lk−1=0

(

ℜ[U(lk, tk |lk−1, tk−1)]ℜ[U(lk−1, tk−1|lin, 0)] − ℑ[U(lk, tk |lk−1, tk−1)]ℑ[U(lk−1, tk−1|lin, 0)]
)

(30)

ℑ[U(lk, tk |lin, 0)] =

N−1
∑

lk−1=0

(

ℑ[U(lk, tk |lk−1, tk−1)]ℜ[U(lk−1, tk−1|lin, 0)] +ℜ[U(lk, tk |lk−1, tk−1)]ℑ[U(lk−1, tk−1|lin, 0)]
)

(31)

3rd International conference Information Technology and Nanotechnology, ITNT-2017

3rd International conference “Information Technology and Nanotechnology 2017” 269

Mathematical Modeling / A. Biryukov, M. Shleenkov



We present eq. (30) and eq. (31) in matrix form

(

ℜ[Ũ(lk, tk |lin, 0)]

ℑ[Ũ(lk, tk |lin, 0)]

)

=

=

N−1
∑

lk−1=0

1
∫

0

(

ℜ[U(lk, tk |lk−1, tk−1)] − ℑ[U(lk, tk |lk−1, tk−1)]

ℑ[U(lk, tk |lk−1, tk−1)] ℜ[U(lk, tk |lk−1, tk−1)]

) (

ℜ[U(lk−1, tk−1|lin, 0)]

ℑ[U(lk−1, tk−1|lin, 0)]

)

, (32)

The initial condition for pure quantum state |lin〉 is as follows

(

ℜ[U(l0, 0|lin, 0)]

ℑ[U(l0, 0|lin, 0)]

)

=

(

δl0lin

0

)

. (33)

Quantum transition probability P(lk, tk |lin, 0) of investigated system from the state |lin〉 at moment t = 0 to the state |lk〉 at

moment tk can be expressed as

P(lk, tk |lin, 0) =
(

ℜ[U(lk, tk |lin, 0)]
)2
+

(

ℑ[U(lk, tk |lin, 0)]
)2
, (34)

The transition probability P(lk, tk |lin, 0) must be normalized for each time moments tk

N−1
∑

lk=0

P(lk, tk |lin, 0) = 1. (35)

For this we calculateℜ[U(lk, tk |lin, 0)] and ℑ[U(lk, tk |lin, 0)] using eq. (34) and product them on normalizing factor A:

(

ℜ[U(lk, tk |lin, 0)]

ℑ[U(lk, tk |lin, 0)]

)

= A

(

ℜ[U(lk, tk |lin, 0)]

ℑ[U(lk, tk |lin, 0)]

)

. (36)

The normalizing factor A is calculated by the following formula:

A =

















N−1
∑

lk=0

(ℜ[Ũ(lk, tk |lin, 0)]2 + ℑ[Ũ(lk, tk |lin, 0)]2)

















−1/2

. (37)

Using Eq. (30)–(37) we calculate the amplitude U(l f , t|lin, 0), the transition probability P(l f , t|lin, 0) and the probability of

quantum state observation for any t.

4. Rotational dynamics of 14N2 and 15N2 interacting with laser pulses sequences

Recent results of experimental observation of 14N2 and 15N2 high rotational states excitation were published in [12]. Detailed

discussions of the results were in [14, 13].

In the experiments the groups of 14N2 and 15N2 molecules were investigated. At the initial moment the distribution of

rotational population is thermal and corresponds to T = 6.3 K. Molecules interact with a sequence of ultrashort laser pulses with

period from 6.5 ps to 9.5 ps. Each laser pulse has duration equal 500 fs. Laser radiation intensity reaches the value I = 5 ∗ 1012

W/cm2. The relative populations were measured of the rotational levels of 14N2 and 15N2 and the functional dependence of the

populations on the pulse train period was obtained.

The results of these experiments show that there are quantum nonlinear resonances i.e. the nonlinear increase of rotational

excitation efficiency under specific values of the pulse train period. The most efficient population transfer up the rotational ladder

occurs around 8.4 ps for 14N2 and 9 ps for 15N2.

We analyse these experiments using the method developed by us which is based on path integral formulation in energy states

space.

We calculate the energy El of investigated molecules rotational levels for quantum rigid rotor model [16]

−
~

2

2I

1

sin θ

∂

∂θ
(sin θ

∂

∂θ
)Yl(θ) = ElYl(θ), (38)

where I = µR2 – moment of inertia,

µ – molecule reduced mass,

R – atom distances,

Yl(θ) = Y0
l
(θ, φ), where Ym

l
(θ, φ) – spherical harmonics.

Eq. (38) defines the rotational energy spectrum of a diatomic molecule

El =
~

2

2I
l(l + 1), (39)
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where l – azimuthal quantum number.

It is known, that nonpolar molecule dipole moment is equal to zero. However, strong laser fields induce the molecular dipole

by exerting an angle-dependent torque.

The interaction is described by the potential [17, 18]

V(τ) = −
1

4
∆αE2(τ) cos2 θ, (40)

where ∆α describes the molecular polarizability, θ is the angle between the molecular axis and the field polarization.

Matrix elements of interaction operator are

Vl′l(τ) = −
1

4
∆αE2(τ)〈l′| cos2 θ|l〉, (41)

where

〈l′| cos2 θ|l〉 = 2π

π
∫

0

Y∗l′ (θ) cos2 θYl(θ) sin θdθ. (42)

Matrix elements 〈l′| cos2 θ|l〉 were numerically calculated by Eq. (41) and Eq. (42).

The investigated molecules parameters are [19]: ∆α = 1.97 ∗ 10−40 C∗m2/V, I = 1.4 ∗ 10−46 kg∗m2 for 14N2, I = 1.5 ∗ 10−46

kg∗m2 for 15N2.

We consider a sequence of ultrashort laser pulses which was used in [12]. The electric field value is as follows

E(τ) =

3
∑

n=−3

Jn(A)E0 exp[−
(τ − nτper)

2

τ2
pul

], (43)

were Jn(A) is Bessel function of the first kind,

A = 2.5 is the spectral phase modulation amplitude,

E0 ≈ 6 × 109 V/m is electric field value,

τpul ≈ 500 fs is each laser pulse duration,

7.98 ps ≤ τper ≤ 9.38 ps is pulse train period.

We are considering the model of N2 with N = 8 rotational levels (l = 0, 1, . . . , 7). This model is a good approximation,

because in experiments [12] higher rotational states are practically not excited.

The initial distribution of rotational population is thermal and corresponds to T = 6.3 K:

Plin =
1

Z
exp[−

Elin

kBT
], (44)

where

Z =

N−1
∑

lin=0

exp[−
Elin

kBT
] (45)

— particle function,

k — Boltzmann factor,

T — absolute temperature,

N — rotational states number in the theoretical model.

By the use of Eq. (44)-(45) and numerical simulation algorithm we calculate the probability of excitation from the initial state

(Boltzmann distribution) to different rotational states having interacted with a sequence of ultrashort laser pulses as a function

of pulse train period. The absolute error of our probability calculation was not more than 10−3. The results of our numerical

simulations are given in fig. 1, fig. 2 and agree well with experimental data as for 14N2 both for 15N2 molecules.

In fig. 1 we present the population of 14N2 molucels on diffent rotational quantum level l after interaction with pulse train.

For the pulse train period equal to 2.79 ps, 5.58 ps and 8.38 ps for 14N2 the population is efficiently transferred from the initial

(thermal distribution) states l = 0, 1, 2 to the higher states l = 3, 4, 5, 6, 7. The resonanse train period value τ = 8.38 ps was

observed in experiment [12].

In fig. 2 we present normalized probability of 14N2 molecules rotational state observation after they have interacted with 7

laser pulses with period τ = 8.38 ps and different values of laser pulses maximum intensity 0.5I0, I0 and 2I0, where I0 = 5 ∗ 1012

W/cm2. We note the population of high rotational state is depend on intensity of laser pulses non-linearly.

5. Conclusion

In this paper we present new method of calculating the transition probability of a quantum system interacting with electro-

magnetic field by the path integral formalism. We construct the amplitude and probability of quantum transition as path integrals
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Figure 1: Rotational population of 14N2 molucels on diffent rotational quantum level l after interaction with pulse train with period τ
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Figure 2: The distribution of observation probabilities of 14N2 molucels on diffent rotational quantum level l after interaction with pulse train (τ = 8.38 ps)

in energy states space. The algorithm of path integral calculation was developed. This approach enables us to perform computer

simulations of molecule dynamics induced by a laser field.

By the deduced formulas we describe quantum resonances in dynamics of nitrogen molecules, that interact with a sequence

of ultrashort laser pulses. The obtained results are in good agreement with the experimental data [12] and the theoretical investi-

gations [14, 13] by Schrödinger equation numerical solution.

The approach developed is appliable to nonperturbative studies of different multiphoton and nonresonant processes.
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Abstract 

The incentive problem of executors of the new products development project at the industrial enterprise is considered in this article. Mastering 

of a new product leads to the learning effect, which implies reduction of time spent on performing repetitive tasks by workers, resulting in a 

dynamic change in the economic performance of production. The project of the new products development is considered as a managed 

hierarchical dynamic system, consisting of a project management board (principal) and teams of agents. The interaction of project participants 

is formalized as a hierarchical dynamic game. To solve the problem, a numerical algorithm is developed based on a sequential solution of two 

optimal control problems that are solved using the Bellman dynamic programming method.  

Keywords: new products development project; learning effect; hierarchical dynamic game 

1. Introduction 

In the new products development project at industrial enterprises, employees have to master new types of work and 

equipment, which is associated with the acquisition of new professional skills. In the process of mastering, the learning effect 

manifests itself, which is that the time spent by workers on performing repetitive tasks is reduced [1, 2]. The learning effect 

leads to a dynamic change in the economic performance of production: the volume of output per unit of time, labor intensity and 

production costs.  

Every time the cumulative volume of production doubles, the productivity of workers increases by 10-15 percent [1]. The 

cumulative volume of production means the number of products manufactured from the beginning of production as a cumulative 

result. 

The new production development project at an industrial enterprise is regarded as a managed hierarchical dynamic system 

consisting of the manager of the project (principal) and executors (agents). The state of the hierarchical dynamic system in each 

period of time depends on its state and the actions of the participants in the previous period. 

Production activity in the project of the new production development is characterized by the mismatching interests of the 

principal and agents, which leads to a decrease in economic efficiency. The solution of these contradictions is possible with 

coordinated management mechanisms that encourage agents to choose actions that are beneficial to the principal. 

Dynamic models of interaction of unequal players are considered in the theory of Stackelberg's dynamic games [3] and the 

theory of dynamic games of Germeyer [4]. Applied models of the dynamic games theory in the field of economics and 

management are given in [5, 6]. 

In this dynamic game model there are dynamics of decision making and dynamics of the managed system. The inequality of 

participants is fixed by the moves order. The first move is made by the principal, who chooses his own strategy – the unit 

payment rate, - and reports it to the agents. The principal, knowing the agent's goal functions, maximizes his goal function, 

taking into account the optimal responses of agents. It is assumed that agents are not linked to each other and perform 

independently. Dynamic game model is considered in a discrete form, which reflects the nature of production activity. 

2. Statement of the dynamic problem of proportional incentive 

2.1. The decision-making model of the principal 

A two-level dynamic production system consisting of the principal and n independent agents is considered. Agents produce 

parts, from which the final product is assembled. Labor costs and financial incentives for agents depend only on their own 

actions. 

The dynamics of the new product production is described by a discrete equation: 

,,1,1 Ttuxx ttt      (1) 

where xt - cumulative production volume of a new product for the t-th time period, t - number of the time period, ut - 

production volume of new product in the period t, T - amount of time periods.  

In the initial period, the number of products produced is as follows: 

,00 Xx     (2) 

In the final period, the cumulative volume of finished products should be equal to the specified volume: 

,0 RXxT     (3) 

where R – specified number of finished products. 

The production volume of products in each period t is imposed by the following restrictions: 

,,1,maxmin TtQuQ t     (4) 
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where min
iQ  – minimum production volume, taking into account technological and logistic requirements, maxQ  – maximum 

production volume limited by the production capacity of equipment.  

The labor costs of manufacturing the product in period t are defined as the multiplication of the product labour intensity cpt 

and production volume in this period ut: 

.,1, TtuсС tptpt     (5) 

Due to the learning effect, the product labor intensity decreases depending on the cumulative production volume [1]: 

,1
pb

tppt xac


    (6) 

where аp – labor costs of agents for the production of the first product, bp – speed of a product labor intensity reduction with 

increase in the cumulative production volume. 

Let us substitute the expression (6) in the formula (5) and find the labor costs for manufacturing the finished product in t 

period: 

.,1,1 TtuxaС t

b

tppt
p 



    (7) 

The production volumes of the finished product ut are chosen by the principal while planning production activities based on 

its goal function. 

Several options are considered as a goal function of the principal. 

1. Minimization of the discounted cumulative labor costs of all agents producing a new product: 
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where rp – discount rate of the principal. 

2. Maximization of discounted profit from the production of a new product:  

max,
)1(1
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where Pt-1 - price of the new product.  

3. Maximization of the production volume of a new product: 

.max Tp xJ    (10) 

4. Minimization of implementation time of the new product development project: 

.minTJ p    (11) 

Let us formulate the dynamic task of planning the production volumes of a new product for the principal. 

The dynamic planning task consists of finding optimal production volumes ntuopt

t ,1,   satisfying the constraint (4), which 

transfer the dynamic production system (1) from the initial state (2) to the final state (3) and deliver the extremum of one of the 

goal functions of the principal (8) - (11). 

To solve the formulated optimal control problem, Bellman's dynamic programming method [7], implemented in the Free 

pascal programming environment, was used. Formulation and solutions for dynamic planning problems are given in [8]. 

As a result of solving the problem of dynamic planning, the principal determines the optimal production volumes of a new 

product ntuopt

t ,1,  . To implement the project, it is necessary that the production volumes of the product and parts match. But 

the choice of the actual production volumes of parts, from which the finished product is assembled, is made by agents upon their 

own interests. The principal influences the production process through the mechanism of material incentives, encouraging 

agents economically to fulfill the planned production volumes. 

2.2. The decision-making model of an agent 

The dynamics of the production activity of the i-th agent who manufactures the parts for a new product is described by a 

discrete equation: 

,,1,1 Ttvyy ttt      (12) 

where yt - cumulative production volume by the agent for the t-th time period, vt - production volume by the agent at the 

period t.  

The choice of the production volume vt at the period t is the agent’s management. 

In the initial period, the number of parts produced by agent is known: 

,00 Yy     (13) 

in the final period, the cumulative volume of the parts produced by the agent should be equal to the specified volume: 

,0 RYyT     (14) 

where R – specified number of parts, which coincides with the number of finished products. 

The production volume of parts in each period t is imposed by the following restrictions: 

,,1,maxmin TtQvQ t     (15) 

where min
iQ  – minimum parts production volume, considering technological and logistic requirements, maxQ  – maximum 

parts production volume limited by the production capacity of equipment.  

Restrictions on the parts production volume coincide with the restriction on the final product production volume. 
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The agent labor costs in monetary terms in the period t are defined as the multiplication of part labor intensity cat, the cost of 

the norm-hour at the enterprise s, and the parts production volume in this period vt : 

.,1, TtvsсС tatat     (16) 

Due to the learning effect, the labor intensity of parts decreases depending on the cumulative production volume [1]: 

,1
ab

taat yac


    (17) 

where аa – agent’s labor costs for the first part production, ba – speed of a part labor intensity reduction with increase in the 

cumulative production volume. 

Substituting the expression (17) in the formula (16) the agent’s labor costs in the period t can be found: 

.,1,1 TtvysaС t

b

taat
a 



    (18) 

Principal uses a dynamic proportional incentive system for the project implementation: 

  ,,1,, Ttvv ttttt 
   (19) 

where αt - agent's payment rate for a manufactured part in the periods t=1,T (parameters of the incentive function).  

Parameters of the incentive function are principal management, through which the principal affects the economic interests of 

the agent, stimulating him to choose the planned production volumes. 

The amount of financial incentives for an agent should not exceed a limited payroll budget F: 

.,1,
1

niFv
T

t
tt 




  (20) 

The goal function of the agent is to maximize the discounted income: 
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where ra – agent’s discount rate. 

The agent income is the difference between the financial incentives and his labor costs, expressed in monetary terms. 

Taking into account (18) and (19), the agent goal function (21) will be as follows: 
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The stated problem is the problem of discrete system optimal control for an agent. The solution of the stated problem is an 

optimal control vt
opt

, t=1,n, satisfying constraint (15), which transfers the discrete system (12) from the initial state (13) to the 

final state (14) and maximizes the agent’s discounted income (22). Alongside, the solution of the agent‘s optimization task 

depends on the payment rates for the production unit αt, t=1,n, which are given by the principal. 

To solve the formulated optimal control problem, Bellman's dynamic programming method [7], implemented in the Free 

pascal programming environment, was used. 

2.3. Algorithm for solving the dynamic incentive problem  

Let us formulate the problem of agent dynamic incentive: 
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   (23) 

where gp - specific form of the goal function of the principal, is determined by one of the expressions (8) - (11).  

The formulated problem (23) represents a dynamic game, the solution of which determines the conditions for coordination 

between the principal and the agent. The solution of the dynamic game will be the parameters of the incentive system and the 

production volumes of the parts ,,1,, *** Ttuv ttt   that deliver the extremum to the goal functions of the principal and the 

agent. 

Let us formulate an algorithm for solving the dynamic problem of proportional incentive. 

1. The optimal control problem for the principal is solved using Bellman's dynamic programming method, the new product 

optimal planned volumes ut, t=1,T are found. 

2. The principal management is being set – the parameters of the incentive function αt,, t=1,T should meet the condition of 

not exceeding the agent's payroll budget: 
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3. For the given parameters of the incentive function αt, t=1,T the optimum control problem for the agent is solved using the 

Bellman dynamic programming method, and the agent's optimal response is determined as an actual part production volumes 

vt(αt), t=1,T. 

4. The coincidence condition of the planned and actual production volumes that the agent chooses is checked: 

  ,)(
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2
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t
ttt vu   

where ε- predetermined small value. If the condition is satisfied, then the dynamic proportional incentive problem is solved. If 

not, then the parameters of the incentive function αt, t=1,T are changed and the step 2 is repeated. The principal goal functions 

(8) - (11) considered above do not depend on the function of financial incentives. Let's formulate the goal functions of the 

principal, taking into account the expenses of the principal for the agent incentives. 

1. Minimization of discounted costs for agent incentives: 
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2. Maximization of discounted income from the agent's production activity: 
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where tp  – part price produced by the agent. 

In this case, the task of the agent dynamic incentive is as follows: 
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where gp - specific form of the goal function of the principal, is determined by one of the expressions (24) - (26).  

The solution of the dynamic game will be the parameters of the incentive function and the parts production volumes 

,,1,, ** Ttvtt  that deliver the extremum to the goal functions of the principal and the agent. Let us formulate an algorithm for 

solving the dynamic problem of proportional incentive in the case when the goal function of the principal depends on the 

incentive costs (26): 

1. The parameters of the principal incentive function αt, t=1,T are given. 

2. For the given parameters of the incentive function αt, t=1,T the optimum control problem for the agent is solved using the 

Bellman dynamic programming method and the agent's optimal response is determined - the actual part production volumes 

vt(αt), t=1,T.  

3. The found agent's response vt(αt) is substituted into the optimal control problem for the principal, which is solved by 

Bellman's dynamic programming method. Thus the optimal parameters of the incentive function αt(vt(αt)), t=1,T are found. 

4. The condition of coincidence of the parameters of the incentive function at the given iteration and the previous one is 

checked: 
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where ε- predetermined small value. If the condition is satisfied, then the dynamic proportional incentive problem is solved. If 

not, the parameters of the incentive function must be changed and the step 2 repeated. 

3. Results and Discussion 

The problem of dynamic incentive with the following initial data is considered. 
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The numerical solution of the problem was obtained using the proposed algorithm. 

The planned trajectory corresponds to the trajectory, which minimizes labor costs of agents and coincides with the rate of a 

product mastering bp=-0,7. At a constant parameters of an incentive function the agent chooses an actual trajectory of the 

production cumulative volume, which corresponds to an agent’s learning rate ba=-0,1. Figure 1 shows the planned and actual 

trajectory of the cumulative volume of production of a new product.  

 

Fig. 1. The planned and actual trajectory of the cumulative volume of production. 

In the process of numerical research the following results were obtained: 

1. Constant rate of payment does not affect the choice of the agent of the actual cumulative production trajectory. In this case, 

the trajectory is determined only by the speed of the agent learning.  

2. Coordination of the interests of the principal and the agent is achieved using a variable wage rate, which depends on the 

cumulative volume of production.  

3. Applying a payment rate in the form of a linearly increasing function from the cumulative production volume αt=kyt+d 

makes an agent select the trajectories with a higher learning rate. The agent moves from the "slow" trajectory to the "fast", more 

"convex" one. The larger value of the control parameter k corresponds to a more "convex" trajectory selected by the agent (Fig. 

2). 

4. Applying a payment rate in the form of a linearly decreasing function from the cumulative production volume leads to the 

agent selection of trajectories with a lower learning rate. The agent moves from "fast" trajectory to "slow", less "convex" one. 

The lager modulo value of the control parameter k corresponds to the agent’s chose of a less "convex" trajectory (Fig. 3).  

 

Fig. 2. Influence of parameter k on the actual trajectory of the cumulative volume of production. 
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Fig. 3. Influence of parameter k on the actual trajectory of the cumulative volume of production. 

4. Conclusion 

Dynamic decision-making models for the principal and agent in the project for the production of a new product have been 

developed. The problems of agent dynamic incentive for various goal functions of the principal are formulated. Two options are 

considered: the goal functions include the costs of material incentives for the agent and do not include them. 

For both variants, a numerical algorithm is proposed, based on a sequential solution of two optimal control problems, which 

are solved using Bellman's dynamic programming method. 

A numerical example of the problem solution for the principal goal function, which does not depend on the agent incentive 

costs, is given. It is shown that the application of the agent salary rate in the form of a linear function, that depends on the 

cumulative production volume, ensures that the agent selects the planned trajectory of the principal. 
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Nonlinear eigenvalue problems in fracture mechanics: eigenspectra and 
eigenfunctions 
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Abstract 

The study is aimed at analytical determination of eigenfunctions of the nonlinear eigenvlaue problems following from the crack problems in 
power law materials under mode III loading and mixed mode (mode I and mode II) loading. The study is based on the perturbation theory 
technique (the small artificial parameter method) allowing us to find the analytical solution for the eigenfunctions in the closed form in the 
case of mode III crack problems and to derive the analytical approximations for mixed mode (Mode I and Mode II) crack problems. The 
method of analytical determination of eigenfunctions of the nonlinear eigenvalue problem is presented.  

Keywords: crack tip field; antiplane shear; series expansion method; nonlinear eigenvalue problem; eigensolution; eigenspectrum; 
eigenfunction; closed-form solution 

1. Introduction 

Hutchinson [1,2] and Rice and Rosengren [3] derived the classical Hutchinson-Rice-Rosengren (HRR) stress field in plane 
stress and plane strain for a crack in power-law hardening materials. They solved the governing nonlinear differential equations 
for the stress function (describing a nonlinear eigenvalue problem) by a numerical procedure. This solution exclusively 
describes the dominant singular crack-tip field. Up to now for plane stress and plane strain neither higher order eigensolutions 
are known nor an analytical solutions for the dominant field is available in the literature [4]. As it is noted in [4] the 
corresponding antiplane shear problem of a notch with traction free faces in an nonlinear hardening material first was analyzed 
by Neuber [5] and Rice [6,7] by the use of the hodograph transformation. The brief review of classical results for antiplane 
deformation of cracked bodies can be found in [4]. Since then researchers have tried to derive the analytical solutions for the 
antiplane shear problem as well for mode I and mode II crack problems [4 - 25]. Thus in [4] the higher order fields at a notch or 
a crack tip in the power-law hardening material under mode III loading (longitudinal shear) are studied. The authors derived a 
closed form solution for the eigenvalues, determining the asymptotic behavior of the fields analytically applying the perturbation 
technique. It is shown that the eigenvalues of the nonlinear eigenvalue problem solely depend on the eigenvalues of the 
corresponding linear problem and on the hardening exponent. It is noted that it is valid for all three combinations of 
homogeneous boundary conditions. A method is derived for constructing the higher order eigensolutions from dominant 
singular solutions. 

The asymptotic stress and strain fields near the crack tip under antiplane shear in an elastic power-law hardening material are 
developed in [8]. Using an asymptotic expansion and separation of variables for the stress function, a series solution for all of 
the hardening exponents can be obtained. The stress exponents for the higher order terms are analytically determined; the 
angular distributions which are governed solely by plastic strains are also analytically obtained. Good agreement with the finite 
element solutions confirms the proposed approach. It is further demonstrated that the first three terms, controlled by two 
parameters, can be used to characterize the crack tip stress and strain fields with various hardening exponents. In [8] a series 
solution with assumed separation of variables form for the stress and strain fields near the crack tip in an elastic power-law 
hardening material under antiplane shear has been developed. The leading order term is analytically obtained by solving a 
nonlinear eigenvalue problem. The higher order fields are governed by either linear homogeneous eigenvalue equations or linear 
nonhomogeneous governing equations. The stress exponents of higher order fields for any hardening exponent are analytically 
determined. The governing equations for higher order terms which are controlled solely by the plastic strains can also be 
obtained analytically. However, the governing equations governed by elastic and plastic strains need to be solved numerically. 
With the analytically determined stress exponents, distinct regions resulting from different strain hardening exponents where the 
higher order terms up to the fourth order attributed to the plastic strains or elastic and plastic strains can be identified. It has been 
demonstrated that a truncated three term solution with two parameters accurately characterizes the crack tip stress and strain 
fields. The paper [9] considers the mechanical fields near the tip of a crack deformed by an anti-plane shear at infinity for a class 
of nonlinear elastic materials. For brittle materials rupture occurs when a maximal stretch is reached. Taking into account of this 
critical value, the crack is replaced by a totally damaged zone of finite thickness named a quasicrack. Inside this domain, the 
stress is identically zero and the shape of the boundary between damaged and undamaged body is found analytically. C. Stolz 
has determined [9] the shape of the damaged zone under anti-plane shear condition for hyperelastic brittle material. The 
analytical results are a generalization of preceding results obtained in [10] for brittle materials. The thickness of the damaged 
zone is determined by the critical strain energy at rupture and the loading. C. Stolz has extended [9] the theory for a more 
complex constitutive law and recovered results obtained many years ago. The case of power law and its extension on a class of 
non linear elastic law is discussed with and without brittle damage. With brittle damage one obtains for mode III loading, the 
geometry of the quasi-crack proposed by Neuber for hardening law has been found. This result is extended to some cases of 
softening especially for a generalization of the special material introduced in [11]. In [12] the stress and strain fields near the tip 
of a steady-state growing crack are examined for elastic-viscous materials. A solution to this problem has been originally 
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derived by Hui and Riedel [13], with some paradoxes such as the non-dependence of the far fields with respect to the crack 
growth rate. A two-scale match asymptotic analysis is suggested in [12] to overcome these paradoxes. The scale factor is 
completely determined by the material properties. The inner scale may be considered as a boundary layer, where the stress field 
completely described by a serial Fourier analysis. The unit value fits with the Hui and Riedel solution [13]. 

In [14] it is noted that there exist many nonlinear eigenvalue problems in science and engineering. Nonlinear eigenvalue 
problems are much more difficult to solve than linear ones. Many nonlinear eigenvalue problems have multiple eigenvalues and 
eigenfunctions. However, even by means of numerical techniques, it is difficult to find all multiple solutions of a nonlinear 
differential equation. There are some analytic techniques for nonlinear eigenvalue problems, which are based on either 
perturbation techniques [15 - 20], or traditional non-perturbation methods such as the Adomian decomposition method [21 - 24], 
Lyapunov artificial small parameter method [25], and so on. It is well known that perturbation techniques are too strongly 
dependent upon small physical parameters. Besides, convergence radius of perturbation series is often small, so that perturbation 
approximations are valid in general only for problems with weak nonlinearity. In [14] a general analytic approach for nonlinear 
eigenvalue problems is described. Two physical problems are used as examples to show the validity of this approach for 
eigenvalue problems with either periodic or non-periodic eigenfunctions. Unlike perturbation techniques, this approach is 
independent of any small physical parameters. Besides, different from all other analytic techniques, it provides a simple way to 
ensure the convergence of series of eigenvalues and eigenfunctions so that one can always get accurate enough approximations. 
Finally, unlike all other analytic techniques, this approach provides great freedom to choose an auxiliary linear operator so as to 
approximate the eigenfunction more effectively by means of better base functions. This approach provides us a new way to 
investigate eigenvalue problems with strong nonlinearity. In [14] an analytic approach to get series solutions of nonlinear 
eigenvalue problems is described by means of two examples. This analytic approach is valid for nonlinear eigenvalue problems 
with either periodic or non-periodic eigenfunctions, and thus is rather general. All of the series solutions agree well with exact or 
numerical results, and this fact shows the validity of the analytic approach realized in [14]. The author of [14] shows that the 
analytic approach proposed has some obvious advantages. First of all, unlike perturbation techniques, it is independent of any 
small physical parameters: it is valid no matter whether or not there exist any small physical parameters in governing equations 
and/or boundary conditions. Second, different from other traditional techniques, it provides us a simple way to ensure the 
convergence of series solution of eigenvalue and eigenfunction, so that one can always get accurate enough approximations. 
Thus, this approach can be applied to solve eigenvalue problems with strong nonlinearity. Third, unlike all other analytic 
techniques, this approach provides us great freedom to choose an auxiliary linear operator so as to approximate the 
eigenfunction more effectively by means of better base functions. Therefore, this approach can be widely applied to solve 
strongly nonlinear eigenvalue problems in science and engineering, no matter whether the corresponding eigenfunction is 
periodic or not. Analytical approaches to nonlinear eigenvalue problems following from fracture mechanics analysis as well as 
the perturbation theory methods in general attract many researches in the past and nowadays [9,12, 26-36].  

The present paper is aimed at analytical determination of eigenfunctions of the nonlinear eigenvalue problems arising from 
the antiplane shear crack problems in power-law materials. The goal of the study is to develop the analytical approach for 
determination of the eigenfunctions of the nonlinear eigenvalue problems by the perturbation theory methods. The paper 
continues the perturbation theory  method applied for the mode III crack problems in [4, 33-35]. 

2. Fundamental equations. Statement of the problem 

Singular fields and higher order fields in the vicinity of the crack in a power-law material under longitudinal shear are 
investigated in many works [1-4]. The very neat approach for the nonlinear eigenvalue problem has been proposed in [4] where 
singular fields and higher order fields near a sharp notch in a power-law material under longitudinal shear are analyzed. In [4] 
using the perturbation theory method the whole set of eigenvalues is determined. A closed form solution for the eigenvalues 
determining the asymptotic behavior of the fields is analytically derived by applying the perturbation method. However 
nowadays along with the eigenvalues and along with the eigenspectrum of the problem it is important to know the 
eigenfunctions corresponding to the eigenvalues derived. In the present paper the closed form solution for the eigenfunctions for 
the crack tip fields is obtained. It is shown that the asymptotic analysis and methods of summability allow us to derive the 
analytical solution for the eigenfunctions of the nonlinear eigenvalue problem. The constitutive behavior shall be given by the 
power law of the Ramberg-Osgood type 

1 1 2 23 / 2, 3 / 2,n n
rz e rz z e z e rz zB B                  (1) 

where e  is the effective stress, and B  and the hardening exponent n are materials constants determined experimentally. The 

equilibrium equation and the compatibility equation in polar coordinates are written as 

, , 0,rz r z rzr          , ,
.rz z r

r       (2) 

Introducing the stress function  ,r   such as 1 , , ,rz z rr         the equilibrium equation is satisfied identically. 

The asymptotic solution is searched in the separable form 

   , sr r f   .    (3) 

Introducing  the asymptotic presentation (3) into (1) and (2) one can obtain the nonlinear ordinary differential equation (NODE) 

         2 22 2 2 21 ( 1) 1 0, ' .e e ef f n f f s f s n sf f f f sf              (4) 

The solution of equation (4) should satisfy the conventional traction-free boundary conditions on the crack faces: 
( ) 0f     .    (5) 
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In conjunction with the boundary conditions (5) the nonlinear ordinary differential equation (4) describes a nonlinear 
eigenvalue problem where the unknown eigenvalue s and the eigenfunction ( )f   depend on the boundary conditions and the 

hardening exponent n . The unknown eigenvalue s  and the eigenfunction ( )f   should be found as a part of the solution. In [4] 

the subtle approach allowing us to find the closed form solution for the eigenvalue has been used. Thus, hereafter we will 
consider that all the eigenvalues are known. 

3. Eigenvalues and eigenfunctions of the antiplane shear problem 

An analytical expression for the eigenfunctions of the nonlinear equation (4) can be derived by applying the perturbation 
technique. For this purpose, the eigenvalue is represented in the form [4] 0s s   , where 0s  is the eigenvalue of the 

"undisturbed" linear problem and  is the deviation on account of the nonlinearity. Furthermore, the hardening exponent n and 
the stress function ( )f   are represented as power series 

 

2 3 4 5
0 1 2 3 4 5

0

2 3 4 5
0 1 2 3 4 5

0

... ,

( ) ( ) ( ) ( ) ( ) ( ) ... ( )

j
j

j

j
j

j

n n n n n n n n

f f f f f f f f

     

             









       

       




.    (6) 

where 0n  and 0 ( )f   are referred to the linear “undisturbed” problem. Introducing the asymptotic expansions (6) and collecting 

terms of equal power in  , the following set of linear differential equations is obtained 
0 2

0 0 0: 0f s f          (7) 

 1 2
1 0 1 1 0 0 0: 2 1f s f n s s f               (8) 

   2 2 2
2 0 2 1 2 0 0 0 1 0 0 0 1 0 0 0: 1 1 1 2 /f s f n n s s f n s f s n f f g                       (9) 

   

      
3 2 2

3 0 3 1 2 0 0 0 1 0 1 0 0 1 0 0 2 0 0 0

2 2 2
0 2 3 0 0 1 2 0 0 2 0 2 1 1 0 0 1 0 0 0

: 1 / 1 1 / 2 /

1 1 / /

f s f n n s s f g g n s f g g s n f f g

s n n s f n n s f f s f g n f g n f f g

                 

                 
     (10) 

where 2 2 2
0 0 0 0g f s f  ,  2 2

1 0 1 0 0 0 0 12 2 2g f f s f s f f    . The boundary conditions are the conventional traction free conditions 

on the crack surfaces:   0kf     . It implies that all the functions ( )kf   have to satisfy the same condition. It is known 

that when the boundary value problem for the homogeneous differential equation has a nontrivial solution, the corresponding 
boundary value problem for inhomogeneous differential equation has a solution if and only if the inhomogeneous part satisfies 
the solvability condition [20]. The solvability condition permits to find the coefficients kn  in equations (6). The coefficients kn  

have been found and the closed form solution was presented in [4]: 

0 0 0

0 00 0 0 0 0 0 0

(2 1) 2 11
1 .

1 ( 1) 1 1 (2 1) 1

j j

j j

s s s s
n

s s s s s s s s s

  

 

     
                

      

The asymptotic expansion for the hardening exponent when the HRR-type problem 0( 1/ 2)s   is considered takes the form  

00 0

1
1 .

1 1 1

j

j

s
n

s s s





 
       

  

It allows us to find the whole spectrum of the eigenvalues 
2 2 2

0 0 0 00 0

0 0

(( 1)s ( 1)(2s 1)) 4 (2s 1)( 1)s ( 1)(2s 1)
.

2 (2s 1) 2 (2s 1)

n n n sn n
s

n n

        
 

 
    

Our aim is to study the possibility to derive the closed form solution for eigenfunctions. To obtain the closed form solution 
one can solve analytically the system of linear ordinary equations and two point boundary problems for these equations. Further 
one can analyze the structure of the solution and reveal the general features and inherent properties of the approximate solutions. 
For this purpose one can analyze the structure of the solutions of each boundary value problem obtained. In the case of a linear 
material the eigenfunctions and eigenvalues can be easily determined:  

0 ( ) 2 ( / 2).f cos       (11) 

The solution of equation (8) satisfying the traction free boundary conditions 1( ) 0f     can be written as 

1 1( ) ( / 2)f n cos        (12) 

The solution of equation (9) satisfying the traction free boundary conditions 2 ( ) 0f     can be expressed as 
2 2 2
1 1 2 2

2

cos 8 cos 81
( )

16 cos( / 2)

n n n n
f

 



   

  .    (13) 

The solution of the two point boundary value problem for equation (10) with the boundary conditions 3 ( ) 0f      with 

respect to function 3 ( )f   has the form 
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3 2 3 3 2 3 2 2 3 3 2 3
1 1 1 1 1 2 1 1 2 1 2 1

3

2 2 2 2 2
1 1 1

1 3 1 2 1

sin cos 3 cos ( ) cos sin 8 cos 2 cos 4 sin 8 61
( )

32 cos( / 2)

2 cos sin 21
cos( / 2).

32 cos( / 2)
2

2 1

n n n n n n n n n n n n
f

n n n
n n n n (n - n )n

       



 




       
 

  
      

.   (14) 

Similarly one can find the solution of the boundary value problem for the subsequent function 4 ( )f  : 
3 2 3 3 2 3 2 2 3 3 2 3

1 1 1 1 1 1 2 1 1 2 1 2 1
4

2 3 4 2 2 2 2 2 2 2
1 2 1 1 2 1 3 1 2 1 2 1 3 2 2

sin cos 3 cos ( ) cos sin 8 cos 2 cos 4 sin 8 6
( )

64 cos( / 2)

24 cos 4 sin 24 cos 32 sin 24 24 sin cos 64 32 721

256

n n n n n n n n n n n n n
f

n n n n n n n n n n n n n n n n
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1

4 2 2 2 4 2 2 2 24 4 4 4 4 3
1 2 1 2 1 31 1 1 1

4 2 2 2 2 2 2 2 2
1 1 1 1

9

2
2 1

cos( / 2)

4 cos 8 cos 3 cos sin 4 sin 16 cos7 cos 5 cos 5 cos1 1
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sin cos (2 2 cos sin )1 1

64 cos( / 2) cos( / 2)2

1
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4
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2 2 2 2 2
31 1 1

3 1 3 2 1 1

2 cos sin 2
( ) cos( / 2).

cos( / 2)
2

2 1 3 2 1

n n n
n n n (n - n )n n - 2n n +n n

 



 

      

.   (15) 

The solution of the boundary value problem for the function 5 ( )f   can be expressed as 
2 2 2 2 2 2

3 1 2 2 1 1 1 1 1
5

2 2 2 2 2 2 2 4 2 2 2
1 1 3 1 2 2 3 2 1 2 1 2 1 21

2 4
1 3 11
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6 2 8 2
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  .
cos( / 2)

   (16) 

The sequence of the solutions obtained has been analyzed carefully. The following perturbation series expansions based on the 
generalized multinomial theorem [36] are used 

 2 3 2 3
0 1 2 3 0 1 2 3

0

... ... ... ...
m

mi n n
i n n

i

a a a a a a            




                
 
     (17) 

where n  is the coefficient of the term .n  The asymptotic expansion of  2 3
0 1 2 3 ... ...

mn
na a a a a          can be 

determined as follows [36]:  
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The coefficient n can be expressed as  

 0 0 1 1

1
20

0 1 1
, 00 11

... ... , , 0 0,1,2,..., 2 .n

n
n m k k k k

n n i i i
k n in

kkm
a a a k n k k i n

k kk
 


  




   
        

    
      (19) 

The solutions (12) – (16) have been thoroughly analyzed and then the perturbation expansions (17) – (19) are used. This gave 
the opportunity to derive the general form of the eigenfunction ( )kf  . Having obtained the solutions of the linear ordinary 
differential equations one can find the sum of the second series expansion in (6)    1 / 1k n n   : 

         2 2 2 2( ) 1 / 1 sin cos 1 sin cos / 2 1 .
k

k
f n n k k k k                   

 

4. Mode I and mixed mode loadings of the cracked specimens 

The objective of this part of the paper is to study the stress singularities at the vicinity of the mixed mode (Mode I and Mode 
II) crack under plane stress conditions by the approach described above. The governing equations for the power law constitutive 
relations are transformed to eigenvalue problems of ordinary differential equations (ODEs) based on the assumption that the 
stress fields are asymptotic near the mixed-mode crack tip. The asymptotic and numerical methods are further developed in the 
present work to analyze eigenvalue problems of ODEs. Consider a stationary crack in a power-law material under plane stress 
conditions. Applied loading is accounted as mixed-mode I/II loading. Polar coordinates are introduced and centered at the crack 
tip. With reference to the polar coordinates the equilibrium equations can be written as  

, , , ,0, 2 0.rr r r rr r r rr r                      (20) 

The compatibility condition has the following form 

   , ,2 , , ,r r rr rr r rrr r r r             (21) 

For a material subjected to a power law hardening the constitutive equations for plane stress conditions can be written as follows 

   1 1 12 / 2, 2 / 2, 3 / 2n n n
rr e rr e rr r e rB B B                        (22) 

where 2 2 23e rr rr r            is the von Mises equivalent stress; ,B n  are the material constants. It should be noted 

that in the case considered the analogy between nonlinear elastic behavior and creep holds. That implies that all relations and 
solutions obtained for a nonlinear elastic (plastic) material with the constitutive equations (3) can be transferred to creep 
processes with the constitutive relations of Norton’s creep law simply by replacing the strains by strain rates. The solution of 
Eqs. (1) – (3) should satisfy the traditional traction free boundary conditions on the crack surfaces ( , ) 0r r     , 

( , ) 0r     . The mixed-mode loading can be characterized in terms of the mixity parameter pM  which is defined as  

   
0

(2 / ) lim , 0 / , 0p
r

r
M arctg r r     


   .    (23) 

The mixity parameter pM equals 0 for pure mode II; 1 for pure mode I, and 0 1pM   for different mixities of modes I and 
II. Thus, for combine-mode fracture the mixity parameter pM  completely specifies the near-crack-tip fields for a given value of 

the hardening exponent n . By postulating the Airy stress function  ,r   expressed in the polar coordinate system, the stress 

components state are expressed as: ,rr  , 2, / , /rr r r r    ,  , / ,r rr    . As for the asymptotic stress field at the 

crack tip 0r  , one can postulate the following Airy stress function  

  1, ( )r Kr f       (24) 

where K  is an indeterminate coefficient,   is indeterminate exponent and ( )f   is an indeterminate function of the polar 
angle, respectively. In view of the asymptotic presentation (5) the asymptotic stress field at the crack tip is derived as follows 

  1, ( )ij ijr Kr     or 

               1 1 1, 1 ( ) , , 1 , ,rr rr Kr f f r Kr f r Kr f  
                             (25) 

where 1   denotes the exponent representing the singularity of the stress field, and will be called the stress singularity 
exponent hereafter. According to (3) the asymptotic strain field as 0r   takes the form   ( 1), ( )n n

ij ijr BK r      or in the 
expanded form 



Mathematical Modeling / A.A. Peksheva, L.V. Stepanova 

3rd International conference “Information Technology and Nanotechnology 2017”     285 

      
            

( 1) 1

( 1) 1 ( 1) 1

, 1 2 ( ) 2 / 2,

, 1 2 1 / 2, , 3 / 2.

n n n
rr e

n n n n n n
e r e

r BK r f f f

r BK r f f f r BK r f f



 
 

     

         

 

   

     
       

   (26) 

The compatibility condition (2) results in the nonlinear forth-order ordinary differential equation for the function ( )f  : 
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   (27) 

where the following notations are adopted 
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  (28) 

The boundary conditions imposed on the function  f   follow from the traction free boundary conditions on the crack faces:  
( ) 0, ( ) 0.f f                    (29) 

One of the effective method for the solution of nonlinear eigenvalue problems is the perturbation theory technique based on 
the artificially introduced small parameter [14, 16, 20 - 35]. An analytical expression for the eigenvalues of the nonlinear 
equation (7) can be derived by applying the perturbation theory method. For this purpose the eigenvalue   is split up into 

0     where 0  refers to the “undisturbed” linear problem and   is the deviation on account of the nonlinearity. 

Furthermore, the hardening exponent n  and the stress function  f   are represented as power series (6).The set of the 

boundary value problems for  kf   is obtained:  
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          2 2
0 0 0 0 0 0 02 1 2 /h x g h f g  

     (31) 
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where the following notations are used 
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The solution of the fourth-order linear ordinary differential equation (30) with respect to function  0f   satisfying the 

traction-free boundary conditions has the form: for the crack opening mode I (for symmetric stress fields, pure mode I) 

0 0 0cos cos , 1, 1If              , for the shear crack mode II (the skew-symmetric stress fields, pure mode II) 

0 sin sinIIf    , where the spectrum of the eigenvalues is determined by the characteristic equation 0sin 2 0  , whence 

one can easily find 0 / 2m  , where m  is an integer. Thus it is shown that an infinite number of eigenvalues exists. In view of 

the linearity of Eq. (30) for the mixed-mode crack problem the solution is the superposition of the symmetric and antisymmetric 
parts of the stress field with respect to the crack plane 
      0 1 2cos cos sin sinf C C           (33) 
where 1C  and 2C  are unknown coefficients which have to be determined from the boundary conditions of the actual crack 

problem and represent the modes I and II, respectively. In view of (23) the unknown constants 1C  and 2C  are related to the 

mixity parameter  0 1 22 ( 1) / /pM arctg C C   . The zeroth-order problem (30) has the nontrivial solution (33), hence the 

inhomogeneous problems for the functions  1f   and  2f   (13) will not have solutions unless a solvability condition is 

satisfied [16, 35]. Therefore, if 0  is not an eigenvalue of the homogeneous problem (i.e. the homogeneous problem has only 

the trivial solution), the inhomogeneous problem has a unique solution for every continuous right hand side ( )kG   of the 

differential equation for ( )kf  , 0k  . On the other hand, if 0  is an eigenvalue of the homogeneous problem (i.e. the 

homogeneous problem has a nontrivial solution), the inhomogeneous problem does not have a solution unless [16, 27, 35]. 
Following the procedure described in [16, 27, 35] one can find that the compatibility condition has the form 

( ) ( ) 0.kG u d



  


      (34) 

That is, ( )kG   is orthogonal to the eigenfunction ( )u  , corresponding to the eigenvalue 0 . These results constitute the so-

called Fredholm’s theorem: for a given value 0 , either the inhomogeneous problem has a unique solution for each continuous 

right hand side of the equation, or else the homogeneous problem has a nontrivial solution [16, 35]. To determine the solvability 
condition (34) we use the concept of adjoint problems [16-35]. The boundary value problem (31) is self-adjoint since the 
differential equation and the boundary conditions of the adjoint problem coincide with the differential equation and boundary 
conditions of the homogeneous problem (30). Therefore, 0( ) ( )u f  , where the function 0 ( )f   is determined by Eq. (33). 

According to Eq. (34) the solvability condition of the boundary value problem (34) has in the expanded form 
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The compatibility condition of the boundary value problem for the function 1( )f   allows us to find the coefficient 1n . Having 

obtained the function 1( )f  , one can determine the unknown function 2 ( )f  . Using the analogous reasoning, one can formulate 

the compatibility condition for the solution of the boundary value problem for 2 ( )f   and calculate numerically the values of the 

following coefficient of the asymptotic expansion 2n  of the hardening exponent n  for different values of the mixity parameter.  

5. Results and Discussion 

The perturbation theory method allowed us to find the closed form solution for mode III crack problem. The problem has 
been reduced to the nonlinear eigenvalue problem and the analytical presentational of the eigenfunction has been obtained by the 
small parameter method. The asymptotic analysis based on the artificial small parameter method of the perturbation theory 
provided a possibility to reveal the new stress singularity in the vicinity of the mixed mode crack tip. In the paper the technique 
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. 

for numerical determination of the eigenvalues of the nonlinear eigenvalue problem is proposed. Numerical approach allows us 
to find the eigenfunctions immediately and the results of calculations are shown in Fig. 1. Using this technique the new 
eigenvalues resulting in the continuous radial stress components at 0   are found. It is shown that the method proposed gives 
the eigenvalues corresponding to the HRR problem in particular cases of mode I and mode II crack problems. The theoretical 
significance of the present paper is that from the method described here one can clearly know all the mathematically possible 
distributions of stress singularities at the crack tip under mixed-mode loading. It should be noted that it is important to develop 
asymptotic analysis methods and their applications for nonlinear eigenvalue problems in solid mechanics [27-37] and, in 
particular, in nonlinear fracture mechanics and continuum damage mechanics [37] for enunciating newer and better approaches 
for imparting knowledge on reliable determination of fatigue and fracture behavior. In nonlinear fracture mechanics the 

eigenfunction expansion method is one of the most commonly encountered approaches [25-37]. The method leads to nonlinear 
eigenvalue problems which stipulate the possible distributions of stress singularity at the crack tip and the determination of the 
whole eigenspectrum requires invoking developed asymptotic and computational techniques and their combinations. 

Fig. 1.  Eigenfunctions: solution of the nonlinear eigenvalue problem for near crack-tip stress field under mixed-mode loading. 

6. Conclusion 

Using an asymptotic expansion and separation of variables for the stress function a series solution for all hardening 
exponents is obtained. In the present work the closed form solution for the eigenfunctions for the crack tip fields under antiplane 
shear is obtained. It is shown that the perturbation method allows us to derive the analytical solution for the eigenfunctions. The 
approach developed here and the closed-form solution obtained can be used for Mode I, Mode II and mixed mode crack 
problems for determining the eigenfunctions. It should be noted either that the class of nonlinear eigenvalue problems arising in 
nonlinear fracture mechanics is essential in connection with creating the multiscale models of fracture with multi-singularities 
with different orders at the crack point. The singularity representation scheme has to be considered where the local damage at 
the different scales will be modeled by different orders of the stress singularities. Different stress singularities can be related to 
different loading type and severity of material damage. In accordance to these models it is necessary to introduce the hierarchy 
of the zones in the vicinity of the crack tip with dominating role of different stress asymptotic behavior and to realize the 
matching procedures between different stress asymptotic solutions. The accurate construction of all the intermediate zones with 
one or other stress asymptotics requires the knowledge of the whole spectrum of eigenvalues and these problems are still open.  
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Abstract 

The microstructural and molecular characteristics of the butadiene-styrene copolymer are investigated depending on the feeding mode of the 

chain transfer agent in the paper. The study is based on mathematical simulation of the butadiene-styrene copolymerization process by the 

Monte Carlo method, where the tert-dodecyl mercaptan is used as the chain transfer agent. The dependences of the values of the weight-

average molecular weight, molecular weight distribution and microheterogeneity index on the serial index of the reactor in the cascade are 

obtained. 

Keywords: copolymerization; simulation; Monte Carlo method; butadiene; styrene; tert-dodecyl mercaptan 

1. Introduction 

One of the leading branches of modern petrochemistry is the synthetic rubber industry. Butadiene-styrene rubbers obtained by 

the method of cold emulsion-type polymerization at the temperature of 5-8 °C are the most common and popular types of 

synthetic rubbers. These rubbers are widely used in the production of rubber products, but the main area of their usage is the tire 

industry. That is due to the high technical properties of tires obtained on their basis, as well as to the availability of monomers. 

2. The object of the study 

The production of butadiene-styrene synthetic rubber is carried out in the cascade of connected polymerizers, each of which is 

a continuous stirred tank reactor. This process is carried out in the continuous mode with a feed of new reagents to the reactor 

and an extraction of reaction products from it, which provides the continuation of the reactions. But due to the peculiarities of 

the copolymerization process, the product obtained is heterogeneous in composition and microstructure of the macromolecules. 

One of the ways to correct the parameters of the butadiene-styrene copolymer is the effect of the chain transfer agent on the 

macromolecules growth of the product. The chain transfer agent is continuously added to the reaction mixture at several points 

of the mechanism of process [1, 2]. But the optimum quantity of the chain transfer agent’s feed and the selection of the feed ing 

mode in the cascade of reactors can only be established by the experiment. In connection with this, it is relevant to study the 

characteristics of the butadiene-styrene copolymerization product depending on the mode of production and the composition of 

the reaction mixture. 

3. Methods 

In modern conditions, methods of mathematical modeling are used to study technological processes within the framework of 

industrial production. The obtained mathematical model allows to predict the physicochemical parameters of the product yielded 

under exploitation’s conditions for a given kinetic scheme and parameters of process. 

The kinetic scheme of butadiene-styrene copolymerization was described in paper [3], and an algorithm for simulation the 

synthesis of butadiene-styrene copolymer in the cascade of reactors by continuous mode has been described in papers [4, 5, 6]. 

The algorithm of simulation of processes is based on the Monte Carlo method. Since the process under study is continuous, the 

residence time distribution of the product’s macromolecules is taken into account during the simulation. 

The choice of this approach was conditioned by the fact that the basis of simulation is an imitation of the formation of 

copolymer’s macromolecules, which allows to store the information about the composition and length of the chains being 

formed in the dynamics of the synthesis. This, in its turn, allows to determine the values of the product’s characteristics at any 

time during the simulation. 

A software was developed to simulate the synthesis of butadiene-styrene copolymer which is carried out in the cascade of 

stirred tank reactors on continuous mode on the basis of the created model. For the design Visual Studio programming 

environment was used with C # and Visual C ++ languages [7, 8]. 

4. Results and Discussion 

The developed software was used to investigate the effect of the chain transfer agent’s feed mode on the characteristics and 

microstructure of the obtained product. For this purpose, series of computational experiments were performed under the 

following conditions: 

 the load on the cascade by monomers: 3.5 t/h (100 w.p., butadiene – 70 w.p., styrene – 30 w.p.), 
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 dosage of initiator (pinane hydroperoxide): 0.054 w.p., 

 ratio water / monomers – 220:100, 

 working volume of polymerizer – 10.8 m
3
,  

 volumetric flow rate – 9.5982 m
3
/h, 

 residence time of the reaction mixture in polymerizer – 1.125 h. 

In this case, we will use the following chain transfer agent’s feed mode: 3 points (1
st
 reactor – 0.125 w.p., 3

rd
 reactors – 0.027 

w.p., 6
th

 reactor – 0.027 w.p.,) and 2 points of the cascade (1
st
 reactor – 0.125 w.p., 6

th
 reactor – 0.027 w.p.). 

Fig. 1 depicts the dependence of the weight-average molecular weight of the butadiene-styrene copolymer on the index of 

the reactor in the cascade. The additional feed of the chain transfer agent in the third point of the cascade promotes to slow 

growth of the values of the product’s weight average molecular weight. The molecular weight distribution (MWD) is 

characterized by an increase in the low molecular weight’s fractions and a decrease in the high molecular weight’s fractions of 

the formed copolymer (Fig. 2). 

 

Fig. 1. Changing the weight-average molecular weight of the formed copolymer depending on the index of reactor in the cascade: the dotted line – two-point 

feed mode, the solid line – three-point feed mode of chain transfer agent. 

 

Fig. 2. Differential curve of the molecular weight distribution of the styrene-butadiene copolymer: the dotted line – two-point feed mode, the solid line – three-
point feed mode of chain transfer agent. 

The constructed model allows to investigate the sequence of the combination of monomeric units in the formed copolymer’s 

chains. At the same time, the microstructure of macromolecules is usually characterized not by fractions of different sequences 

of units, but by parameters that represent some of their combinations. This parameter is the microheterogeneity index for the 

binary copolymer. 

If the chain of the binary copolymer can be represented as a sequence of dyads of butadiene-butadiene (BB), butadiene-

styrene (BS), styrene-butadiene (SB), styrene-styrene (SS), whose fractions are denoted PBB, PBS, PSB, PSS, then the 

microheterogeneity index can be calculated from the following formula: 

,BS

M

B S

P
K

P P
    (1) 

where the fractions of butadiene and styrene in the chains are calculated according to the formulas: 

,
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In Fig. 3 the dotted line shows the dependence of the microheterogeneity index of the copolymer on the index of the reactor 

in the cascade. Values of the microheterogeneity index vary from 0.98 in the first reactor to 0.87 in the last reactor of the 

cascade. It characterizes the final product as a statistical copolymer with a tendency to form long blocks. The additional feed of 

the chain transfer agent to the third point of the cascade helps to narrow the range of variation of the microheterogeneity index 

and decrease the probability of formation of long blocks: the microheterogeneity index varies from 0.98 in the first reactor to 

0.94 in the last reactor of the cascade. 

It can be noted that the range of the change in the fraction of butadiene-butadiene homodyads from 0.78 to 0.38 corresponds 

to the two-point feed mode of the chain transfer agent to versus the range of the change from 0.78 to 0.52 for the three-point 

feed mode. The fraction of styrene-styrene homodyads varies from 0.02 to 0.2 at the two-point feed mode of the chain transfer 

agent versus the change from 0.02 to 0.09 at the three-point feed mode. The range of the change in the fraction of butadiene-

styrene heterodyads at different feed mode of the chain transfer agent varies insignificantly: from 0.2 to 0.42 in the two-point 

feed mode and from 0.2 to 0.39 in the three-point feed mode. A significant change in the fraction of dyads in the last reactors of 

the cascade is associated with the total consumption of the chain transfer agent (Fig. 4-5). 

 

Fig. 3. Changing the microheterogeneity index of the formed copolymer depending on the index of reactor in the cascade: the dotted line – two-point feed mode, 

the solid line – three-point feed mode of chain transfer agent. 

5. Conclusion 

Simulation of the synthesis of the butadiene-styrene copolymer makes it possible to study the characteristics of the obtained 

product on the basis of the Monte Carlo method. Since simulation is based on imitating the growth of copolymer’s 

macromolecules and tracking the given processes, it contributes to the accumulation of information on the composition and 

length of the formed chains in the dynamics of synthesis. This makes it possible to predict and analyze the microstructure of the 

product. It is established that the fractional feed mode of the chain transfer agent supply leads to the narrowing of the range of 

the copolymer’s microheterogeneity index. The high molecular weight fractions of the copolymer increase during the course of 

the process, which results in the rigidity of the product obtained on the basis of the copolymer. At the same time, the increase in 

the content of styrene homodyads in macromolecules contributes to the decrease in the elasticity of the product. 

 

 

Fig. 4. Changing the values of the butadiene-butadiene homodyads fraction in copolymer chains depending on the index of reactor in the cascade: the dotted line 

– two-point feed mode, the solid line – three-point feed mode of chain transfer agent. 



Mathematical Modeling / T. Mikhailova, E. Miftakhov, S. Mustafina 

3rd International conference “Information Technology and Nanotechnology 2017”     292 

 

Fig. 5. Changing the values of the styrene-styrene homodyads fraction in copolymer chains depending on the index of reactor in the cascade: the dotted line – 
two-point feed mode, the solid line – three-point feed mode of chain transfer agent. 

 

Fig. 6. Changing the values of the butadiene-styrene heterodyads fraction in copolymer chains depending on the index of reactor in the cascade: the dotted line – 

two-point feed mode, the solid line – three-point feed mode of chain transfer agent. 
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Abstract 

Magnetic Resonance Imaging (MRI) is one of the most widely used medical diagnostic techniques. Digital Imaging and COmmunications in 

Medicine (DICOM) is standard format to store results of MRI. In the paper methods of visualization of three-dimensional voxel models of 

human organs from data obtained using MRI are considered. These models may be used both in medical research and for planning of the 

radiation therapy treatment. The result of the work is a software package developed for medical physics research. 

Keywords: Magnetic Resonance Imaging; DICOM; biological system modeling; voxel volume model; 3D rendering 

1. Introduction 

Efficient methods of reconstruction of realistic three-dimensional models of biological objects from medical images may be 

used both to improve quality of human’s life and for medical purposes. For example, they may be used for creating of tool 

detecting cancer which is one of the leading reasons of mortality [1]. Cancer should be treated on as early stages as possible, so 

its early diagnostics is extremely important. One of the most widely used techniques of diagnostics is magnetic resonance 

imaging (MRI). MRI allows imaging in three mutually perpendicular planes. A qualified specialist should have the ability to 

detect abnormalities in the structure of the body without surgery by viewing the individual images. Reconstructed realistic 

volume model with possibility of visual transformations makes analysis more efficient. Reconstructed from real tomograms 3D 

models may be also used for the purposes of computer simulation of processes of radio- and hadron therapy [2-3]. Usage of such 

models allows getting more reliable results taking into account personal features of the patient, so it should help to develop more 

rigorous treatment plans. In addition, technologies of augmented reality allow associate preoperative data with the current state 

of the organism, or to use them in real-time in the operations. 

MRI is based on the phenomenon of nuclear magnetic resonance. The patient is placed in a scanner which creates cross-

sectional images of a human body or other biological object. MRI image should be analyzed and interpreted by physician. 

Tomographic survey results are stored in the file according to the medical industry standard DICOM 3.0 file [4]. This standard 

uses its own internal storage technology, so there is a need of efficient conversion of DICOM images to the volume geometrical 

model which may be used in diagnostics and simulation. 

2. Reconstruction of volume models from DICOM files 

DICOM format (Digital Imaging and Communications in Medicine) is most universal standard in digital medical imaging. It 

should be supported by software tools for medical diagnostics and simulation.  

Metadata of patients and medical information are stored in DICOM format as objects with assigned attributes. The hierarchy 

of DICOM files is presented on Fig.1. 

 
Fig. 1.  The hierarchy of DICOM files. 

DICOM objects and attributes have to be defined according to the DICOM Information Object Definitions (IOD). Patient 

IOD, for example, generally is described by name, medical record number (ID), sex, age, weight, etc. - any clinically relevant 

patient information. Formally the patient is a set of his attributes. DICOM includes creation of a list of standard attributes. The 

list is the main part of the DICOM Data Dictionary. DICOM dictionary allows to guarantee consistency of naming and handling 

attributes [5]. Numerical data are stored in binary format. 

The primary unit of DICOM is a Data Element (DM). DM includes four mandatory and one optional elements:  Group 

Number, Element Number, Value Length, Value, Value Representation (optional). 

DICOM data also include tags. For example, if DICOM needs to search for either CT or MR studies it will search by the 

pattern string "CT \ MR". Information IODs register in the tags. 

For decoding of DICOM files and extracting both images and metadata there are specialized DICOM viewers. Some of the 

DICOM viewers provide opportunity to get only two-dimensional images. Such simplified form of visualization is sufficient to 

formulate diagnosis. More complete and rigorous method of visualization is reconstruction of volume model on the basis of 

combination of 2D images corresponding to different sections. It may be highly desirable to get not only the visual appearance 

of the object, but also associate with geometrical volume model its physical characteristics, such as tissue density, chemical 

composition and so on.  



Mathematical Modeling / A.V. Lebedeva, V.V. Mamontova , S.A. Nemnyugin, A.V. Komolkin 

3rd International conference “Information Technology and Nanotechnology 2017”  294 

 

 

Distance between successive sections in MRI images in general is greater than size of a two-dimensional pixel in the plane. 

Volume model is composed from voxels which are 3D generalization of plane pixels. Thus, the geometrical dimensions of the 

voxels in a volume model may be different in all three dimensions. In this case, the data element consists of voxels having a 

base corresponding to the size of the pixel which belongs to a plane and a height corresponding to the distance between section 

images.  

3. Method of reconstruction of volume model 

Method of volume model reconstruction consists of the following steps: processing of the DICOM-file (extracting of 

metadata, extracting of 2D images and patient IOD), volume model reconstruction, 3D image rendering. 

3.1. 2D Image Processing 

MRI data of each image section have to be converted to image in graphic png format. Color of every pixel is defined by the 

density of body tissue in the tomogram. In case of MRI DICOM file stores signal intensity. It is necessary to take into account 

additional information in tags "window width" and "window center" to get an array of densities. In our work algorithm proposed 

in [6] is used with simple transformation function. Results are presented on Figs.2-3. 

Fig. 2.  Image of the brain. 

Fig. 3.  Image of chicken carcass with MRI markers. 

3.2. 3D Image Processing 

3D reconstruction implemented by third-party packages has a number of shortcomings, including the specialized formats of 

output files and lack of information about algorithms of volume model reconstruction, so we realized 3D model reconstruction 

method in our own software package. 

From a set of different methods of 3D reconstruction the most common one - voxel-based volume model was used. In the 

model a voxel is not only a volumetric pixel, but it also contains a color value, generally corresponding to density of biological 

tissue. Reconstruction of 3D model is based on combining of section images. Distance between the images is defined by 

orientation of each image in space, as well as its spatial coordinates and thickness of each layer. Serious shortcoming of the 

voxel-based volume model is in large resulting data files. Processing of such files requires a lot of computer memory and CPU 

times. To reduce data to be processed in rendering it is necessary to show only those voxels that are not hid by others.  

3D image processing is implemented with OpenGL Shading Language. It is high-level shading language with a syntax based 

on the C programming language. GLSL shaders represent a set of strings that are passed to the hardware vendor’s driver for 

compilation from within an application using the OpenGL API’s entry points.  

4. Results and Discussion   

Algorithm of the volume model reconstruction from DICOM file was implemented with options of visual transformations of 

rendered image. Reconstructed models represent not only 3D geometry of biological object from MRI tomogram but they also 
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store information on the density of tissues. Three-dimensional model of chicken carcass is presented on fig. 4. Other example is 

the image of the brain given on fig.5.  

   
Fig. 4.  3D rendering of of chicken volum mode based on MRI. 

   
Fig. 5.  3D rendering of reconstructed volume model of the head. 

5. Conclusion 

Algorithms of the volume model reconstruction from MRI images in DICOM files were developed and implemented as 

software program. The program allows reading DICOM file and visualizing its content as two-dimensional image. Volume 

model could also be reconstructed. It may be rendered to present MRI results more completely. 3D model may be also used for 

simulation of interaction of the radiotherapeutic beam with tissues of human body or other biological object. It is necessary to 

optimize the operation of the program, for example, using HPC and parallel programming techniques. The program can be used 

both for medical purposes and for studies in medical physics. 
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Abstract 

This paper introduces a hybrid model of the neuro-fuzzy classifier with an integrated prediction of pilots’ mistakes. Experiments and studies of 

the network were conducted on real and test samples.The upgraded hybrid neuro-fuzzy classifier structure and the learning algorithm can solve 

the problem of the need for multiple individual performance measurements, the dynamics of which would make it possible to build a trend and 

solve the problem on small samples. Used in organizational and management activities, this principle can help in predicting the danger caused 

by the human factor.  

Keywords: forecast; wrong actions of the pilot; intellectual support; hybrid neuro-fuzzy classifier; two-layer perceptron; small samples 

1. Introduction 

Throughout the history of aviation, pilot’s error as a safety-reducing factor was the subject of attention of the flight-technical 

and airlines management personnel and of the researchers in the field of psychology. For a long time, claiming the pilot’s error, 

made him guilty of the task failure, of the equipment damage and, eventually, of his death. Therefore, all measures to combat 

errors were aimed at professional selection, training and «education» (punishment). These measures are obviously necessary, but 

not sufficient, since the errors are committed by highly-qualified pilots, which suggests that the human factor accidents are not 

limited to the issue of professional incompetence.  

Pilot’s activities feature unusual for other professions spatial orientation. The pilot evaluates the aircraft position in space 

according to the visual reference from the ground and from electronic devices, and in bad weather and visibility conditions - 

only from instruments. The quality of pilot-instruments interaction is largely determined by his individual psychological 

characteristics. 

Psychological characteristics of the person are one of the main causes of air accidents. In this case, the role of self-esteem, 

stress levels and their influence on the pilots’ professional qualities are the most interesting aspects in the error occurrence [1]. 

2. The object of the study 

The study was conducted in the air squadron in one part of the closed garrison. Based on the data of psychological testing, we 

have created a pilot’s professional efficiency diagnostic forecast complex. 

2.1. Mathematical formulation of the problem 

Every person can be described by a finite set of attributes [2], in this case, the characteristics obtained by the psycho-

diagnostics, A = {A1, A2, ..., An}, where 55,1n . Each of Ai corresponds to a universal set of Ui, consisting of linguistic 

variables and numerical values {a1i, a2i, ... anii}, where ni ,1 . 

In turn, each element of the function has its own identity. 

The result set R = {R1, R2, ..., Rk}, where 4,1k . 

R = {not suitable, partly suitable, mainly suitable, suitable} 

The fuzzy base of rules in general will look as follows: 

IF  (
1

111 iaA  , 
1

222 iaA  , …, 
1

innn aA  ) then (
1

11  R ,
1

22  R , …, 
1

kRk   ) 

IF  (
2

111 iaA  , 
2

222 iaA  , …, 
2

innn aA  ) then (
2

11  R ,
2

22  R , …, 
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kRk   ) 

… 

IF  (
r

iaA 111  , 
r

iaA 222  , …, 
r

innn aA  ) then (
r

R 11   ,
r

R 22   , …, 
r

kRk   ) 

where Rl  - the degree of the rule belonging to R1 class. 

3. Methods 

Regression analysis appears to be the traditional method of forecasting in psychology. It is assumed that the values of the time 

series is a random time function, and the task is to identify the correct model. The choice of the form of the function is not 

formalized and depends entirely on the expert's experience. At the same time, a neural network acts as a universal approximator 

of the training data, so the use of neural networks for the prediction is very promising.  

In addition, the neural network can be seen as an adaptive model, as it can develop while gaining new information. Human 

behavior by nature is evolutional, and the use of static models leads to the forecast quality deterioration.  

Another problem that we faced was the need for a large amount of input data for network training. It is usually assumed that 

the time series contains at least hundreds of values, and it is impossible for us to complete this amount of observations. However, 
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there are opportunities to train the neural network on small amounts of input data. In this case, the a repeated learning on the 

same examples is being used, as well as different methods of time series processing, allowing to extend the training set. 

The peculiarity of the problem lies in the fact that self-assessment and stress levels cannot be the input vector for the 

prediction of the network. The input is the values vector of the professional suitability dynamics for the period from six months 

to two years (that means, from 3 to 12 measurements, testing being conducted no more frequently than once every two months). 

By the professional suitability dynamics of the candidate we mean the degree of affiliation to one of four classes: the candidate 

fully meets the requirements of the specialty, basically corresponds, partially meets or does not meet - which in turn is obtained 

by analysis of 55 psychological characteristics. 

Since the information, based on which a decision on the professional suitability of the candidate is made, is the result of 

various psychological techniques, classified data should be inaccurate or poorly defined. Due to this fact, it is necessary to use 

fuzzy logic and fuzzy sets theory as an effective approach to solving this problem. 

To solve all the problems above, a modified hybrid model of neuro-fuzzy classifier with an integrated forecast function has 

been developed. 

3.1. Hybrid neuro-fuzzy classifier 

San and Jang offered the architecture to solve the fuzzy classification problem[3]. One possible structure of a hybrid neuro-

fuzzy classifier is shown in Fig. 1. 

Neuro-fuzzy network consists of four layers. 

 
Fig. 1. Structure of the neuro-fuzzy classifier. 

First-layer-elements implement the fuzzification operation, in other words, they form the degree of the membership of input 
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where 

ijijс ,  – the parameters of the membership bell-shaped type function. 

The initial values of these parameters are set so as membership function satisfies the completeness, normality and convexity 

properties. Values should be equally distributed in the input vectors X. The values of these parameters can be adjusted in the 

process of the network education, which is based on the gradient method. 

Each element of the second layer is an "I" neuron. It performs the aggregation of each database rule prerequisites truth 

degrees according to the T-norm operation using the following formulas: 
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Third-layer elements perform the aggregation of each database rule prerequisites truth degrees according to the S-norm 

operation. 

To solve the problem of candidates’ classification for vacancies, basing on psycho-diagnostics, an input volume is quite 

small, with an average of 50 values. In order to speed up the network training algorithm and its simplifications, we should 

replace neurons of the third layer with the neurons that perform normalization and calculate the following values: 
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where 
ii ba ,  – nonlinear membership function parameters )(y

iB  to the rule conclusion fuzzy sets. 

Fuzzy network outputs are computed as follows: )(1'

iiii By   . 

These outputs are interpreted as the membership degree of the object to the corresponding class. Since hybrid neuro-fuzzy 

classifier is represented as a multi-layer structure with a direct signal spread and the output variable value can be changed by 

adjusting the parameters of elements in layers, the gradient algorithms can be used to train the network. 

Using this neuro-fuzzy network model the problem of classification can be solved, the results of which are the input vector 

for the prediction network. 

3.2. The network structure 

Then, a conventional two-layer perceptron can be added to a modified hybrid neuro-fuzzy classifier [4] with an additional 

neuron, which accumulates input values for classification prediction vector and, in fact, is one of Grossberg star [5] (Fig. 2). 

Two-layer perceptron was implemented without any changes. 

 

 

 

 

 

 

 
Fig. 2. The network structure. 

4. Results and discussion 

Tsukomoto algorithm was implemented in the hybrid neuro-fuzzy classifier, as well as a backpropagation method – a 

learning algorithm. The influence of the hybrid neuro-fuzzy classifier was also detected. The optimal structure of the network 

was selected: the volume of training sample - 35 samples, one network learning step h = 0,45 and Gaussian fuzzification 

function, defuzzification method based on the r.m.s. deviations. 

A study of the prediction quality using the constructed neural network was conducted on the test and the real-time series. For 

each time series, a structure of the network was chosen, providing the best quality of forecasting. The results are shown in Table 

1. 
Table 1. The frequency of the various structures use for the two-layer perceptron. 

The number of inputs 
Kn/s 

Total 
1% 5% 10% 15% 

2 12 7 1 2 22 

3 3 8 9 11 31 

4 0 0 3 1 4 

5 0 0 2 1 3 

 
The number of neurons in the 

hidden layer 
1% 5% 10% 15% Total 

2 13 15 11 10 49 

3 2 0 3 4 9 

4 0 0 1 1 2 

The prediction is considered to be sufficiently accurate, if the prediction error is not more than 20%. 

 

Hybrid neuro-

fuzzy classifier   

 

Two-layer 
perceptron ∑ 
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Fig. 3 shows the dependence of the prediction accuracy on the noise effects using different methods. 

The "ideal" forecast - a forecast, the values deviation of which is caused only by random factors. If the prediction error is 

slightly different from the error of the "ideal" forecast, then it can be considered accurate. 

 

Fig. 3. Dependence of the prediction accuracy on the noise effects. 
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- inconsistency coefficient (the second Teil coefficient), estimating the forecast accuracy. 

5. Conclusion 

According to the study it can be concluded that the predictions, obtained using a neural network, have  high level of accuracy 

and for many dynamics types seem to be significantly superior to the ones obtained using the regression model. 

Moreover, the upgraded hybrid neuro-fuzzy classifier structure and the learning algorithm can solve the problem of the need 

for multiple individual performance measurements, the dynamics of which would make it possible to build a trend and solve the 

problem on small samples. 

This approach allows with a certain degree of probability to calculate a predisposition to wrong actions in each case. If used 

in organizational and management activities, this principle can help in predicting the danger caused by the human factor.  
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Abstract

The article considers algorithms and methods for the classification of neurodegenerative diseases, in particular Alzheimer’s

disease and dementia. Stages are considered for carrying out such studies, including the search for raw materials, pre-

processing and processing of MRI images.
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1. Introduction

Information technologies are presented in all areas of life, expanding opportunities and providing new tools.

Medicine is no exception, as the technical complexity of the equipment used is also constantly growing. The quality

and volume of information obtained from modern medical equipment makes possible statistical and other types of

research based on stored data.

One of the most universal and fast tomographic methods for studying the human body is magnetic resonance

imaging. It is widely used for the studies of brain, cerebral and neck vessels, temporomandibular joints, eye orbit,

paranasal sinuses and oropharynx, soft tissues of the neck, spine, spinal cord, osteoarticular system, abdominal cavity

organs and abdominal space, small organs Pelvis, chest, heart, arteries and veins, tumors and metastases.

At the moment, pictures taken by magnetic resonance imaging are stored in various digital formats. There are

many software products with proprietary and open source code that allow specialists to view and process such images.

But software products that provide the ability to conduct automated diagnostics are very few and they have many

limitations.

Alzheimer’s disease is the most common form of dementia. Among all reported cases of dementia Alzheimer’s

disease is 60-80%. Moreover, among people who have reached the age of 65, about 5% suffer from this ailment. And

among people older than 85 years, the diagnosis of ”Alzheimer’s disease” is already 30%[1]. Alzheimer’s disease

belongs to diseases that impose the heaviest financial burden on society in developed countries[2]. At the moment

the disease is incurable. The body of patients in the end, in any case, will lose most of its functions, which will lead

to death. The newest medicines make it possible to alleviate the symptoms and to postpone the moment of complete

erasure of the patient’s personality. The quality of treatment depends on the stage of the disease, which was diagnosed.

All images taken with MRI are currently being processed by software, in general, not including automatic diag-

nostic tools. The doctor, when studying a picture of a patient, may miss the initial stage of Alzheimer’s disease, if

specifically does not focus on this. The presence of an effective algorithm that gives a probabilistic assessment of the

possibility of a neurodegenerative disease would allow one to notice Alzheimer’s disease at an early stage and begin

treatment, thereby prolonging the patient’s full life.

2. Principles of Magnetic Resonance Imaging. The Format of the Data Received from the MRI Scanner.

Magnetic resonance imaging (MRI) is a method of obtaining tomographic medical images for the study of internal

organs and tissues using the phenomenon of nuclear magnetic resonance. The method is based on measuring the
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electromagnetic response of atomic nuclei, most often the nuclei of hydrogen atoms, namely, their excitation by a

certain combination of electromagnetic waves in a constant magnetic field of high tension.

After the research, a special file is created that contains information about the patient, research, and information

for drawing the image. In fact, each file is a slice of some part of the body in any plane. The physical meaning of

each pixel is the intensity of the return signal received by the scanner (simplified, tissue density of the body). The

diagnostic station produces not one file, but several for one study. These files have a logical structure. Files are

combined in a series and represent a set of consecutive sections of an organ. The series are combined in a stage. The

stage determines the entire study. The sequence of the series in the stage is determined by the research protocol.

To visualize the data contained in the image, you need to compare the density of the texture and the color. Various

transfer functions are used for this. Transfer functions are divided by type into absolute and relative ones. The

absolute transfer function is constructed for all possible densities. MR-tomograph for each series generates its own

set of densities. That is, for two series, the same density can correspond to different tissues of the body. Relative

transfer function is built on the basis of the so-called window, which indicates which particular range of densities to

draw.

Since the set of sections for MR-tomography can be represented as three-dimensional data, the concept of a voxel

is introduced. Voxel is an element of a 3D image containing the value of an element in a three-dimensional space. As

a voxel value, color can generally be used, but density is often used. As for the voxel shape, in general, voxels can be

cubic, or a parallelepiped[3].

3. Databases of MRI images

There are several databases with pictures of MRI of the brain. They are designed for research in the field of

automated diagnosis of various diseases. Databases storing pictures of patients with Alzheimer’s disease will be

considered.

3.1. The BRAINnet Database

Brain Resource Ltd. Provides processed data from the Brain Resource International database available to BRAIN-

net for independent scientific use, freely and without restrictions on publication. The international database of brain

resources is the largest accessible library of information on human brain health, obtained using standardized measures,

several sources of data are available for the same individuals.

The database contains about 5000 pictures of healthy people, as well as about 1000 pictures of patients with

various diseases, including Alzheimer’s disease[4].

3.2. The Open Access Series of Imaging Studies (OASIS)

The Open Access Research Series (OASIS) is a project aimed at making the MRI data set available to the scientific

community. By compiling and freely distributing MRI data sets, the project is aimed at future discoveries in basic and

clinical neurology. OASIS is provided by the Research Center for Alzheimer’s Disease Research in Washington, DC,

by Dr. Randy Buckner at the Howard Hughes Medical Institute (HHMI) at Harvard University, the NRG Research

Group at the University of Washington School of Medicine, and the BIRN[5].

Contains two sets of data:

• Cross-sectional MRI Data in Young, Middle Aged, Nondemented and Demented Older Adults

• Longitudinal MRI Data in Nondemented and Demented Older Adults

3.3. OpenfMRI

The OpenfMRI database is a repository of human brain imaging data collected using MRI and EEG techniques.

The data is collected from 2010. Initially, the project included datasets of functional MR imaging, but subsequently

became open to all forms of neuroimaging data that included MRI data. The success of the platform can at least partly

be explained by the simplicity of the organization of data and the absence of any obstacles to accessing the data.

To obtain data that is distributed by default using the Public Domain license, no registration or license agreement is

required[6].

3rd International conference “Information Technology and Nanotechnology 2017”
301

Mathematical Modeling / Olga Vasilchuk, Alexey Fedorov



3.4. Alzheimer’s Disease Neuroimaging Initiative (ADNI)

ADNI is a continuous, multifaceted study designed to develop various data for the early detection and tracking

of Alzheimer’s disease (AD). It is divided into two main study periods (ADNI1 in ADNI2). The study aimed to

enroll 400 subjects with early mild cognitive impairment (MCI), 200 subjects with early AD, and 200 normal control

subjects[7].

4. ROI extraction

Since the processing power is limited in order to be able to process such a large amount of data, and to facilitate

the task of training neural networks, the ROI extraction prestep is using. There are two common used methods for

ROI extraction.

Figure 1: ROI extraction

4.1. Methods are based on dictionary learning

Learning dictionaries is a learning method, the purpose of which is to search for a divided representation of input

data as a linear combination of basic elements, as well as the basic elements themselves. These elements form the

dictionary, and no requirement to contain them orthogonal, they can also be redundant. That makes the input signals

to represent a larger dimension that the specifically observed signal. This qualities lead to the presence of redundant

elements that provide improved flexibility of component separation and presentation. At the same time, they allow

multiple representations of the same signal.

This method requires that the dictionary for learning should be composed of input data. The use of the dictionary

learning method was due to the fact that signal processing usually requires the presentation of input data, in which a

large number of different components are involved. Prior to this approach, the general practice was to use predefined

dictionaries (such as the Fourier transform or the Wavelet transform). However, in some cases, a dictionary that is

learned to customize input data can significantly improve component separation, which has value in decomposing,

compressing, and analyzing data[8][9].

4.2. K-Mean method

The k-means method is the most popular method of clustering. He was invented in the 1950s by the mathematician

Hugo Steinghaus and almost simultaneously by Stuart Lloyd. Particularly popular after McQueen’s work. The action

of the algorithm is such that it tends to minimize the total quadratic deviation of cluster points from the centers of

these clusters:

V =

k∑

i=1

∑

x j∈S i

(x j − µi)
2
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k - clusters number, S i - received cluster, i = 1, 2, . . . , k µi - centers mass of the vector x j ∈ S i.

The algorithm is a version of the EM algorithm, which is also used to separate the Gaussian mixture. It splits the

set of elements of the vector space into a known number of clusters k.

The basic idea is that at each iteration the center of mass is recalculated for each cluster obtained in the previous

step, then the vectors are divided into clusters again according to which of the new centers is closer to the selected

metric.

The algorithm is completed when, at some iteration, there is no change in the center of mass of the clusters. This

happens for a finite number of iterations, since the number of possible partitions of a finite set is finite, and at each

step the total quadratic deviation of V does not increase, so cycling is impossible[10].

Figure 2: The K-means algorithm

5. Classification Methods Based on Neural Networks

5.1. A bag of visual words (BoVW) and the method of reference vectors

There is a study in which an approach combining several algorithms for the classification of MRI images is

applied[11]. The scheme of the framework is shown in the figure 3.

Figure 3: The possible framework overview

The method begins with the normalization of the image of the brain. Then the areas of interest (the hippocampus

and the back waist crook) are extracted from normalized images, described by local visual descriptors, and processed

within BoVW[12]. After decreasing the dimension, the resulting descriptors are classified using SVM.

A bag of words is a method originally created for the analysis of texts. In fact, a bag of words is a collection of

word pairs - the number of its appearances in the text. In the case of images, everything is the same, with the only

difference that instead of words, averaged fragments of images are used.
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The support vector machine (SVM) is a set of similar learning algorithms with the teacher used for classification

tasks and regression analysis. Belongs to the family of linear classifiers. A special property of the support vector

method is a continuous decrease in the empirical classification error and an increase in the gap, so the method is

also known as the classifier method with the maximum gap. The main idea of the method is the translation of the

initial vectors into a space of higher dimension and the search for a separating hyperplane with the maximum gap in

this space. Two parallel hyperplanes are constructed on both sides of the hyperplane that separates the classes. The

separating hyperplane is a hyperplane that maximizes the distance to two parallel hyperplanes. The algorithm works

under the assumption that the greater the difference or the distance between these parallel hyperplanes, the smaller

will be the average classifier error[13].

Each data object is represented as a vector (point) in p-dimensional space (an ordered set of p numbers). Each

of these points belongs to only one of the two classes. The question is whether it is possible to separate points by a

hyperplane of dimension p − 1. This is a typical case of linear separability. The desired hyperplanes can be many,

so it is believed that maximizing the gap between classes contributes to a more confident classification. That is, is it

possible to find such a hyperplane so that the distance from it to the nearest point is maximal. If such a hyperplane

exists, it is called the optimal separating hyperplane, and the corresponding linear classifier is called the optimally

separating classifier.

The points have the form:

{(x1, c1), (x1, c1), (xn, cn)} (1)

Where c(i) takes the value 1 or -1, depending on which class the point x(i) belongs to. Each x(i) is a p-dimensional

real vector, usually normalized by the values [0,1] or [-1,1].

If the points are not normalized, the point with large deviations from the average coordinates of the points will

affect the classifier too much. We can treat this as a learning collection, in which the class to which it belongs is

already assigned for each element. We want the algorithm of the support vector method to classify them in the same

way. To do this, we construct a separating hyperplane that looks like this:

w · x − b = 0 (2)

The vector w is the perpendicular to the separating hyperplane. If the parameter b is zero, the hyperplane passes

through the origin, which limits the solution. Since we are interested in the optimal separation, we are interested in

support vectors and hyperplanes parallel to the optimal and closest to the supporting vectors of two classes. If the

training sample is linearly separable, then we can choose hyperplanes in such a way that no points of the training

sample lie between them and then maximize the distance between the hyperplanes. The width of the strip between

them is easy to find from considerations of geometry, so our task is to minimize ||w||.

ci(w · xi − b) ≥ 1, 1 ≤ i ≤ n (3)

5.2. Convolution artificial neural networks

The neural net (CNN) – a special architecture of artificial neural networks, is part of the technology of in-depth

training. Uses some features of the visual cortex, in which so-called simple cells reacting to straight lines from dif-

ferent angles were discovered, and complex cells whose reaction is associated with the activation of a certain set of

simple cells. Thus, the idea of convolutional neural networks is the interleaving of convolutional layers and sub-

sampling layers. The network structure is unidirectional (without feedbacks), essentially multilayered. For training,

standard methods are used, most often the method of back propagation of the error. The function of activation of

neurons (transfer function) is any, at the choice of the researcher. The operation of a convolutional neural network

is usually interpreted as a transition from specific image features to more abstract details, and further to even more

abstract details, up to highlighting high-level concepts. At the same time, the network is self-tuning and develops the

necessary hierarchy of abstract attributes (sequences of feature cards), filtering unimportant details and highlighting

the essential[14].
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Figure 4: 3 layer neural network[15]

6. Conclusion

Modern methods allow them to be used for processing MRI images for the purpose of early diagnosis of brain

diseases. It is necessary to develop and improve technologies that could do this automatically in the framework of other

brain research. Such technology will allow to increase the statistical probability of finding diseases which require early

diagnosis for effective treatment, such as Alzheimer’s disease. It also allows in the long term to conduct preliminary

diagnosis of diseases and detection of the patient’s entry into risk groups without direct medical involvement on the

basis of a combination of factors derived from various diagnostic devices and the already collected medical history.
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Abstract 

Software faults are the causes for repeating catastrophes in modern space missions. There are various problems in lifecycle of flight control 

software including lack of adequate models of real-time control algorithms. Real-time control algorithms have the totally distinct nature in 

contrast to computational algorithms. The paper presents mathematical models suitable for analysis, design and formal verification phases of 

lifecycle of spacecraft’s flight control software. Two kinds of models - graph-based and algebraic, are being described. These models were 

successfully introduced in computer aided software engineering toolset for design and verification of spacecraft’s real-time onboard control 

software. 

Keywords: real-time control algorithm; real-time flight control software; lifecycle of the flight control software; computer aided software 

engineering; graph based model; algebraic model 

1. Introduction 

The modern spacecraft usually has various onboard systems such as Energy Supply System, Motion Control System, 

Onboard Control System, Autonomous Navigation System, Telemetry System, Thermal Control System, etc. In turn, each 

onboard system consists of a set of devices, aggregates, sensors. We can state that spacecraft is a system of systems or complex 

of complexes. Functioning of all these devices should be coordinated both in time and logically. The real-time mode of 

functioning is a very important issue entailing more complex nature of required models to be used for adequate reflecting of 

features of onboard apparatuses. This aspect is also quite important when we deal with the problems connected with designing 

and implementation of dependable control system for the spacecraft. In accordance with the Ashby’s Law of Requisite Variety, 

variety of onboard equipment’s behavior requires variety of onboard control system. Today the control logic of onboard control 

system is implemented in onboard Flight Control Software. Roughly speaking, there is a special control software module for 

each onboard device or aggregate. There are also a lot of supplemental modules involved into organization of computational 

process, etc. This is an illustration to a structural aspect of complexity of modern spacecraft’s onboard software. Another 

essential aspect corresponds to behavioral aspect of complexity. We can compare the onboard apparatus of the spacecraft with 

the orchestra with the string and wind instruments, drums, etc. But we need a conductor to get a symphony – violin should start 

at the right moment, next cello should start with accurately fulfilled delay, and so on. So, we need also a special sort of real-time 

software which will serve as an orchestra’s conductor. 

For example, there are about 500 software modules concurrently running at real-time mode onboard the modern spacecrafts 

manufactured by Samara Rocket and Space Center ‘Progress’ [1-4]. These modules have a different nature and objective – 

system, service, computational, support, etc. The very important part of the onboard flight control software is real-time control 

algorithms (analog of orchestra’s conductor), or so named ‘programs for complex functioning’ (it means cooperative functioning 

of various onboard spacecraft’s subsystems such as Motion Control System, Telemetry System, Energy Supply System, etc.). 

The purpose of this part of onboard software is to run needed ‘functional’ program modules, and execution of the needed 

commands by particular onboard equipment at ‘right’ moments of time with the proper considering of current situation. It is 

clear, that the overall success of space missions has a straight dependence on the correct functioning of program for complex 

functioning. This is an explicit example of mission-critical software. Herewith, the cost of the errors in such algorithms made at 

analysis, design and development phases of lifecycle is too high. The usual way for providing of reliability and quality of flight 

control software is many-staged testing and debugging with utilization of specially built test beds. This process is very labor and 

time consuming, but unfortunately it cannot guarantee the absence of the errors [3]. Unfortunately, we face with repeating 

catastrophes and faults in space missions caused by software errors. First well known incident happened in 1962 with Mariner-I 

space probe. Probably, the most expensive one was the explosion of Ariane-5 European Space Agency rocket during its first 

flight in 1996. The amount of loss was estimated more than 500 millions euros. We can also mention relatively recent widely 

discussed failures of onboard software of Mars Polar Lander, Mars Climate Orbiter and mars rovers. 

What is a reason for it? Complexity of onboard equipment entails failures of devices (which can be parried by switching to 

reserve equipment executed by special software module, but it requires more complex control logic). Complexity of the 

spacecraft tasks entails more complex behavior (especially in abnormal situations). Complex behavior also requires complex 

control logic. Complex Control Logic entails ‘broken phone effect’ between onboard devices’ specialists and programmers 

during coding it in Onboard Flight Control Software. Nowadays, complex control logic requires complexity of Flight Control 

Software. Complexity of Software means higher costs of software lifecycle. Moreover, complexity of software means more 

errors in software itself.  Is it a vicious circle? 

Summarizing, we can emphasize the following modern trends and problems in spacecraft control: 

1. use of onboard computers as a main control system; 
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2. transfer of ‘decision-making point’ from Earth onboard; 

3. growing of size and complexity of Flight Control Software (concurrent multi-tasking, hundreds of interacting modules, 

millions of lines of code); 

4. software-based support of spacecraft’s fault tolerance feature; 

5. dozens of people including non-programmers, involved in lifecycle of Flight Control Software; 

6. costs of Flight Control Software’s lifecycle became a very significant part of space mission’s total costs, moreover - 

design, development and testing of the Onboard Software often is a ‘critical path’ in network schedule of spacecraft ‘s 

producing as a whole; 

7. labor costs of control system software’s creation and testing is 10 times bigger than hardware related costs [3]. 

The very promising way in this area is application of formal verification methods [3,5].  Unfortunately, the main efforts in 

area in software formal verification is oriented to computational (data transforming) algorithms and software where adequate 

mathematical models and methods considering semantics of the algorithms were developed and researched. We can state the 

inadequacy of these models and methods to nature of real-time control algorithms consisted of not elementary computations but 

actions related to actuators and other spacecraft’s hardware. Accordingly, the development of the adequate models for this kind 

of software is very important. The developed models can be utilized in methods of analysis, design and verification which 

reduce real-time lifecycle labor costs and provide needed level of dependability of real-time control algorithms. In [6], the 

‘basic’ algebraic based mathematical model of real-time control algorithms was presented. This is a constructive model, 

allowing step-by-step building of control algorithms on the basis of ‘elementary’ actions – so called ‘functional tasks’, time 

intervals, and logical conditions. This paper presents some extended models which supplements and clarifies the basic model for 

further use with various purposes. 

2. Real-Time Control Algorithms 

The object of the study is real-time control algorithms. It should provide coordinated and well synchronized functioning of 

onboard spacecraft’s systems containing various sensors, actuators, devices. 

The very important features distinguishing the control algorithms from the data transformation algorithms are the following. 

First, we cannot correlate the function (in mathematical understanding), and the control algorithm. Moreover, the correctness of 

the control algorithm cannot be defined by the contents of the computer memory at the moment of algorithm’s end. The 

correctness of the control algorithm depends on its behavior in full time interval of functioning. Moreover, the values of 

conditions during execution of data transforming program are totally defined by the input data while the values of the conditions 

to be considered in control algorithm, are unpredictable because they are formed by the parameters of physical processes in 

controlled object (for example, velocity of the spacecraft). Actions executed by the control algorithm also can change not only 

the data in memory of the onboard computer, but influence on the state of the controlled object. When we need, for example, 

land the spacecraft on the Mars, we need to implement the very complex sequence of the operations with the participation of 

various onboard devices and mechanisms – but all of them are under control of onboard software. 

Unfortunately, the major efforts in the modeling of algorithms historically were focused on data transformers, since earliest 

models like Turing and Post Machines, Church’s recursive functions and Markov’s ‘normal algoriphmes’. But if we want to 

apply the promising modern methods like formal verification or automated synthesis of the control software with the guarantee 

of its properness, we need the adequate semantic model for the control algorithm. 

We can describe the following features of ‘traditional’ computational programs. Their main goal is transformation of input 

data to output data. The main components are the data transformers. The computational program correct if it successfully 

finishes (if input data is right) meanwhile output data matches specification. Structure of the traditional step-by-step sequential 

computational algorithm can adequately be represented by flowchart with begin and end(s) nodes. There are no time constraints 

and timer(s).  Semantics could be adequately formalized by 

1. axiomatic semantics [8] (Hoare, Floyd):   Pre {S} Post; 

2. denotational semantics describing mapping between sets [9]. 

Many control algorithms are being used by ‘reactive’ systems. The main features of such systems could be described as 

follows. The reactive system should right process the input event flow. The main components are actions (in contrast to 

computational algorithms). The following semantic models are used for reactive systems: 

1. Kripke structures [10]; 

2. finite state machines - automata; 

3. Petri Nets. 

Other important features of algorithms used in reactive systems distinguishing them both from the traditional programs and 

real-time control systems: 

1. there are no end of algorithms, use of infinite loop of event processing instead; 

2. there are no time constraints and time scale (timers) - asynchronous nature; 

3. correct, if algorithm implements required model and execute right actions as reaction on pre-defined events. 

We deal with Time-Driven Real-Time Control Algorithms (RTCA). This kind of algorithms has very important distinguishes 

from the reactive systems. Time-Driven Real-Time Algorithm should implement required schedule(s) (the term ‘cyclogramme’ 

widely used in space industry). The main components of algorithm are actions.  

Other essential features can be described as follows. There are begin and ends in contrast to reactive systems. There are ‘hard’ 

time constraints. There is time scale (timers) for quantitative description of time parameters. In other words, RTCA has a 
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synchronous nature. This kind of algorithm correct if it execute right actions at right time (more precisely, right time moments 

with right considering of the current situation). Thus, the adequate semantic models should consider the stated features. 

The known semantic models are  

1. timed automata [11]; 

2. timed Petri Nets [12]. 

These models are based on the idea of ‘state’. Unfortunately, if we try to apply this approach to real world system, we suffer 

because of ‘state explosion’ problem. This is why the author try to develop and use in CASE toolset another model based on idea 

of process. In some vision, this model utilizes more high level of abstraction allowing avoiding undue detalization and using in 

practice. 

As it presented in [6], we can use the following set of tuples (‘quads’) for representation of semantics of real-time algorithm 

built from actions executed at particular time if the values of specified logical conditions are equals to 1: 

 𝑈𝐴 = {〈𝑓𝑖 , 𝑡𝑖, 𝜏𝑖 , 𝑙𝑖⃗⃗ 〉}, 𝑖 = 1, . . 𝑁  

Each i-th quad in the above set describes one action executed by the real-time control algorithm; N is a number of actions 

executed. Here fi is an identifier of the action, ti – starting time of the action, i - duration. Starting time and duration defined as 

integers, this is adequate time model in this case because the minimal time difference recognized by the control algorithm is a 

‘tick’ of onboard clock generator. The set of elementary actions F should be previously defined, fi ϵ F. Logical vector l i  
specifies the combination of the conditions, allowing action fi to be executed in time interval [ti; ti + i]. For example, logical 

vector can looks as follows ([1=1], [2=H],…[M=0]). The 1 and 0 values recognized as true and false, and the third value ‘H’ 

means that this condition does not have an impact to execution of the action at specified time. The number of conditions actual 

for the control algorithm as well as the set L of the condition itself should be settled simultaneously with the set F of actions. We 

can interpret the logical vector in the model as an analog of the well known ‘guard’ conditions. 

Described model have a very clear and intuitive visual representation looks like Gantt diagram. This was a reason because 

this model and models inherited from it were intended to use and successfully applied during development of the 

GRAFKONT/GEOZ [6] integrated development suite for automated design and verification of onboard flight control ‘complex 

functioning’ software.  

But the ‘basic’ algebra of the control algorithms had the restricted descriptive power, for instance, there was no possibility to 

specify arbitrary time intervals between the actions, so it was necessary to introduce ‘fictive’ actions to taking in account the 

delays. And the time had the ‘relative’ nature only; we had no mechanism for binding the actions to the particular moment. 

3. Methods 

3.1. Extended algebraic model of the real-time control algorithm 

There are some known models for parallel systems utilizing higher level of abstraction than state-based models. First of all, 

we should mention the following approaches: 

1. process Algebras (Milner’s CCS [14],  Hoare’s CSP [15], Bergstra’s ACP [16], etc.);  

2. temporal Logics (LTL, CTL, RTTL, etc.) [17-19]; 

3. Allen’s Interval Logic [20]. 

Unfortunately, there are serious limitations for use of named models for Flight Control Software. If we talk about process 

algebras, we should underline the following. They provide just ‘common’ means for description of parallel execution of 

processes without opportunity to define coordination of processes’ begins and ends. Process algebras do not support logical 

inference (reasoning about algorithms needed for verification purposes). And there are no any tools for description of various 

situations (conditioning for different variants of situations – regular, abnormal, emergency, etc.) of system’s functioning. But in 

space missions we definitely need such instruments. 

In contrast to process algebras, temporal logics natively have special means for description of concurrency of processes 

extended in time. But initially, there are no means for quantitative aspects of synchronization in temporal logics. In addition, the 

semantic models are not advanced enough for our practical purposes. 

Allen’s Interval Logic is a very interesting and promising approach providing means for description of all possible overlay of 

processes extended in time. But there are no means in Allen’s logic for description of quantitative aspects of synchronization. 

Moreover, this approach also has no means for description of ‘different branches’ of Real-Time Control Algorithms. 

The method we developed is free from the limitations described above. It was initially developed for description of complex 

Real-Time Control Algorithms with considering internal logic, different variants (branches) and situations. There are advanced 

means for description of synchronization of parallel processes. There are means for quantitative descriptions of synchronization 

both for relative and absolute timing. 

The proposed model uses ‘constructive’ approach. We can construct new control algorithms using the existing ones by 

application of the set of operations. The basic operations introduced by Anatoly Kalentyev had only four operations – CH, СК, 

→, and . The extended algebraic model contains the following operations: 
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       Table 1. Operations of the extended algebraic model of real-time control algorithms. 

Name Mean Signature 

СН synchronization ‘begin-begin’ (UA1, UA2) → UA 

СК synchronization ‘end-end’ (UA1, UA2) → UA 

→ direct following (UA1, UA2) → UA 

Н Overlay (UA1, UA2, integer) → UA 

ЗА parameterized following (UA1, UA2, integer) → UA 

@ absolute time binding (UA, integer) → UA 

 qualification by the condition (condition, UA) → UA 

‘Begin-begin’ synchronization applicable to the two control algorithms (denoted in the table above as UA1 and UA2) and 

forms a control algorithm which includes all quads from both UA1 and UA2, but with the correction of the start time of each 

action inherited from the UA2. To make the correction, we should calculate overall starting time of the UA1 and UA2. It can be 

calculated as a minimum of the starting times ti of the actions included into the UA: 𝑡𝑈𝐴 = min𝑖=1..𝑁 𝑡𝑖 . After starting times for 

UA1 and UA2 will be found, we should calculate the difference = tUA2 - tUA1. And finally we must add the difference to the all ti 

inherited from the UA2. As a result, we will have the control algorithm where all actions from the UA2 will be shifted and the 

first action from UA1 and UA2 begins at the same time. The CH operation is transitive, associative but not communicative.  

‘End-end’ synchronization operation СК has the same signature as CH, and its result also includes all quads from both 

arguments. Again, the actions inherited from UA2 should be shifted by . But the rule for calculation of the  is different. The 

latest action of UA2  in resulting algorithm should ends at the time when ends the latest action of UA1. So, we need calculate 

overall finish time et for UA1 and UA2 as follows: etUA = maxi=1..N(ti + τi ) . And in this case  = etUA1-etUA2. The CK 

operation is transitive, associative, but not communicative like CH. 

Direct following means that in the resulting algorithm the first action inherited from UA2 starts when the latest action 

inherited from UA1 ends. For this, we need make shift like in the cases above, but the rule is different. We need set the starting 

time of the earliest action of UA2, as etUA1. Difference  = etUA1-tUA2 we then need to add to all starting times of actions in 

resulting algorithm, which are inherited from UA2. In contrast to basic algebra of real-time control algorithms, initially proposed 

by A.A. Kalentyev, the extended algebraic model includes also the following operations. 

Overlay operation H is similar to parameterized following ЗА operation. We form the control algorithm including all actions 

from the arguments UA1 and UA2 like for CH and CK operations, but applying difference is defined as the additional argument 

of the operation – integer number. The difference between H and ЗА is defined by the following. In the result of H the first 

action inherited from the UA2 should starts before the end of the latest action inherited from UA1 – so, we deal with ‘overlay’. In 

case of ЗА operation, conversely, the earliest action inherited from the second argument, should starts after the end of the latest 

action inherited from UA1, and plus one. 

Absolute time binding operation allows setting the particular time as the starting time of the control algorithm (starting time 

of the earliest action). We should find the overall starting time for the existing UA, and then calculate the difference between tUA 

and the second integer argument of the @ operation. After this, the difference  should be added to all starting times ti of the all 

actions to be executed by the algorithm. 

Finally, the ‘qualification’ operation has the UA and the condition as the arguments. We can write (1=0)UA1, and it will 

mean that in all logical vectors in the UA, we need to update the corresponding component (initially all values for all conditions 

for all actions settles as ‘H’, i.e. action is to be executed imperative). 

This model can be successfully utilized for the purposes of specification and verification of the real-time control algorithms. 

For example, author’s applied it at the corresponding stages of flight control software lifecycle for spacecraft [6]. 

3.2. Graph-based model 

Anyway, if we want to solve the synthesis problem of the program, we need the adequate model with the more deep detailing. 

The model in previous section specifies the control algorithm at the ‘semantic’ level. We can see parallel with the 

denotational semantics of the data transformation algorithms when we nominate the function to be calculated by the program. 

But the same semantics can be provided by different implementations. Moreover, it is well known fact that in case of software, 

the quality and characteristics – including efficiency, of the programs with the same semantics, can be quite different.  

We need the models for the next degree of detalization. The very popular and effective in practice models in theoretical 

computer science are graph-based. They are applicable also at the stages of design and analysis of efficiency of implementation 

of flight control software as well. However, the known models require clarification and extension.  

For example, the control flow graph is a very useful and popular model. But initially it describes sequential imperative 

program executed by the single CPU. Understandably, there are no any essences applicable for describing phenomena of time 

interval.  

But the nature of the complex technical system likes modern spacecraft urgently requires concurrent (multi-tasking) model of 

computation. It is unsurprising that the onboard software of the modern spacecraft is executed by the control of multi-tasking 

operating system. Such systems have an application programming interface allowing one process to be started by another (fork). 

In many cases, onboard real-time operating system allows starting the process with the specified time delay or at absolute time. 

This is the reason for defining the extended model – ‘timed logical scheme’ of the real-time control algorithm. First, we take 

the well known program control flow graph. In case of control algorithms, nodes with the single outgoing arcs will be associated 

with any actions executed by the algorithm. Nodes with the two outgoing arcs will be associated with the conditions formed not 

by the CPU flags only, but related to parameters of spacecraft motion, state of the onboard systems, etc. 
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We introduce also the special ‘weighted’ arcs. The weight specified by the integer, will denote the delay before the action 

associated with the following node be executed. The very important issue is that any ‘action’ node can have arbitrary number  of 

outgoing ‘weighted’ arcs additionally to one ‘usual’ unweighted. The example of the timed logical scheme is presented in Figure 

1 in alongside with the visual representation of the corresponding semantic model of control algorithm.  

Fig. 1.  Example of timed logical scheme. 

The depicted UA is {<f1,0,20,(1=1)>, <f2,0,100,(1=0)>, <f3,20,200,(1=1)>, <f4,180,50,(1=H)>, <f5,220,15,(1=Н)>}. 

Different qualification by the logical vectors can be shown by different texture or color on visual representation of the control 

algorithm’s semantics. Timed logical scheme implements the semantic by the fixation of the ‘key’ time moments – 0, 20, 180, 

200 when the algorithm must perform actions. This ‘activations’ are divided by relatively time delays: 20, 160, 40, 180 

associated with the weighed arcs in the graph-based model. We can see the ‘qualified’ branches of the timed logical scheme with 

the corresponding (1=1) and (1=0) conditions (in this case, there is only the single condition in the logical vector). Then, at  

timestamp 180, these branches join again. 

4. Results and Discussion 

 

The presented models looks be much more adequate to the nature of the onboard spacecraft’s flight control software than 

approaches oriented to computational sequential algorithms. Nature of the presented models is quite corresponds to the domain 

of real-time control of technical complexes consisting of many subsystems, devices, aggregates, etc. The main components of 

control programs are actions which can be executed both by software modules and equipment. The conditions which influences 

the process of computation, also does not formed by the input data only, but permanently changing in accordance with the state 

of controlled object. The semantic model presented in the paper, initially oriented to this particularities. 

These features provide possibility to potential application of these models in such area as SCADA systems, power plants, 

transport, etc. [7].  

If we compare presented timed logical scheme of the algorithm with the timed automaton, for example, we will discover that 

despite there are possibility to describe time related issues, timed automata cannot be used to adequate and unambiguous 

descriptions of control programs. Timed logical scheme, conversely, initially was developed with this purpose and good 

corresponds to the factors of problem domain. Moreover, the features of real-time operating systems are taken into account. 

 

5. Conclusion 

The paper presents two extended models for representation of real-time control algorithms implemented by spacecraft’s flight 

control software. One model is algebraic and another is graph-based. Algebraic model can be applied for ‘high level’ semantic 

modeling of the real-time control algorithms. This is important because known models were oriented to computational 

algorithms and did not take in account the nature of real-time control systems. Semantic models can be used for the accurate and 

unambiguous specification of flight control software and then applied for formal verification, which is reviewed nowadays as 

very promising method around the world. 

Another presented model is graph-based. It allows analyze the efficiency issues and can be successfully used at the design 

stage. Constructive nature of these models and their clear visual representations allow developing of GRAFKONT/GEOZ 

software toolset for specifying and verification of real-time control software. The toolset was introduced at Samara Space Rocket 

Center. 
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Session “Computer Modeling” was held at the 3rd International Conference on Information Technology and 
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Abstract 

Nowadays one of the most effective transducer rised to the high demands based on metrological and exploitative characteristics are fiber 

optical. In the article there is modern state of measurement fiber optical sensors. Basic types and methods of measurement are examined. New 

model of fiber optic Bragg grating sensor for measurement of electric parameters is suggested. For the suggested model a program for 

computing the parameters of sensor is written, valid model is presented on experimental board. The results of the work and their valuating are 

received.  

Keywords: fiber Bragg grating; fiber optic sensor; multisensor networks; direct current; commuted current; electrostatic field; magnetic field 

1. Introduction 

Nowadays one of the most effective transducer rised to the high demands based on metrological and exploitative 

characteristics are fiber optical, optomechanical, optoelectronic, transducer of the physical values with information transmission 

from sensor to controller by the fiber optic interconnections (with built-in fiber optic interconnections  FOI).  

Until quite recently the main type of sensor for measurement of mechanical deformation and temperature were strain gage 

sensors, piezotransducers, thermo-resistors and others. However thank for intensive development of fiber optics fiber optic 

sensors were elaborated and receives grate expansion possessing some advantages comparing to strain gage sensors: they 

possess higher sensitivity, interference protection, immunity to the influence of aggressive environments and lower cost. 

Among fiber optic sensors the most perspective are quasi-distributed fiber optic Bragg grating sensor (further  FOBGS), 

afforded to control the state of the object in most points at the same time due to the possibility of spectral and time multiplexing. 

2. Development of the mathematical model 

Bragg gratings bunch the main mode of fiber optic guide emitted in the straight direction in fiber optic guide with the main 

mode emitted in the opposite direction on the resonant wavelength 𝜆𝐵𝑟  determined by the correlation [2]: 

𝜆𝐵𝑟 = 2𝑛𝑒𝑓𝑓𝛬, 

where 𝑛𝑒𝑓𝑓  is efficient reflection index core of fiber of the main mode, Λ  period of Bragg grating.  

Spectral properties are the most important characteristics of Bragg gratings. The main of them are spectral location resonance 

its width and reflect coefficient at a maximum. Calculation of spectral characteristics of Bragg gratings usually accomplish with 

the use of mode coupling theory. Let’s express the coefficient function of Bragg grating from wavelength by the mode coupling 

theory [3]: 

𝑟 =
𝑠ℎ2(𝛾𝐵𝐿)

𝑐ℎ2(𝛾𝐵𝐿) −
𝜎2

𝜅2

, 

where 𝛾𝐵 ≡ √𝜅2 − 𝜎2  is spectral offset from strict resonance 𝜎 determines by the difference of propagation constants of the 

main mode 𝛽 =
2𝜋𝑛𝑒𝑓𝑓

𝜆
: 

𝜎(𝑧) = 𝛽(𝑧) − 𝛽𝐵𝑟(𝑧) =
2𝜋𝑛𝑒𝑓𝑓(𝑧)

𝜆
−

𝜋

𝛬(𝑧)
, 

where local reflection effective value is 𝑛𝑒𝑓𝑓(𝑧) = 𝑛𝑒𝑓𝑓 + +𝜂 ∙ Δ𝑛avr(z) 

Coherence coefficient of grating 𝜅(𝑧) on the wave length 𝜆 is proportional to the mod modulating range induced reflection 

value Δ𝑛𝑚𝑜𝑑(z): 

𝜅(𝑧) =
𝜋𝜂𝛥𝑛𝑚𝑜𝑑(𝑧)

𝜆
 

𝜂 − quantity of main mode power that propagates in the optic guide core. 

Resonance spectral width on the half-height Bragg gratings might be expressing the following close correlation [3]: 

𝛥𝜆0,5 = 2𝜆𝛼√(
𝜂𝛥𝑛

2𝑛𝑒𝑓𝑓

)

2

+ (
𝛬

𝐿
)

2

 

where α is about 1 for the deep grating (with reflection value 𝑟~1) and is about 0.5 for the small depth gratings. 

For the grating with modulation period Λ = 67,06µ𝑚  and with the refraction deviation index Δ𝑛 = 10−4  spectrum of 

reflection of light signal will look as on the fig.1: 
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Fig. 1.   Spectrum of the reflected signal. 

Central wavelength of optic emission reflected by the Bragg grating depends on the effective refraction value and on the 

grating period. Changing of the central wavelength taking in account the influence of the temperature and mechanic strain 

determines this way [4]: 

𝛥𝜆𝐵 = 2 (𝛬
𝜕𝑛𝑒𝑓𝑓

𝜕𝑙
+ 𝑛𝑒𝑓𝑓

𝜕𝛬

𝜕𝑙
) + 2 (𝛬

𝜕𝑛𝑒𝑓𝑓

𝜕𝑇
+ 𝑛𝑒𝑓𝑓

𝜕𝛬

𝜕𝑇
), 

where 𝑛𝑒𝑓𝑓 − is efficient reflection index core of fiber of the main mode, Λ  period of Bragg grating. 

The first component in this formula gives the value of wavelength shift depending on deformation (elongation). The second 

depending on the temperature. The dependence of the shift of the central wavelength of the reflected emission from the 

deformation also may be showed in the following way: 

𝛥𝜆𝐵 = 𝜆𝐵(1 − 𝑝𝑒)𝛿𝑍, 
where 𝑝𝑒 is a constant of deformation optic fiber is calculated from the following formula: 

𝑝𝑒 =
𝑛𝑒𝑓𝑓

2

2
(𝑝12 − 𝑣(𝑝11 + 𝑝12)), 

where 𝑝11  and 𝑝12  Pockels coefficients in the tensor optical strains, 𝑣   Poisson ratio. For the typical fiber  𝑝11 = 0,113, 
𝑝12 = 0,252, 𝑣 = 0,16 and 𝑛𝑒𝑓𝑓 = 1,4447. On the bases of values of sensitivity for the wavelength 𝜆𝐵 = 1550 𝑛𝑚 will make 

12,36𝑛𝑚/%. 

By the stretching optic fiber the length of Bragg grating changes, the period of the modulation of the refraction index and 

there is the change of refraction indexes of core and cover of optic fiber. Formula for changing of efficient reflection index as 

result of stretching is designated by photoelastic effect so that  

𝛥𝑛𝛿 = −
1

2
𝑛𝑒𝑓𝑓

3 ∙ 𝑝𝑒 ∙ 𝛿𝑍 

it is related to anisotropy of optic fiber occurring by stretching. 

The second element gives the dependence of wavelength shift from temperature. Emission wavelength reflected from Bragg 

grating sensors changes in dependence from temperature because of the following factors: heat expansion of optic fiber 

(stretches out period of Bragg grating) in other words there is a changing of grating mechanical length moreover there is a 

changing value of fiber refraction depending on temperature (changing of grating optical length). Whence it follows that the 

dependence of wavelength shift on temperature can be described the following formula [4]: 

𝛥𝜆𝐵 = 𝜆𝐵(𝛼𝛬 + 𝛼𝑛)𝛥𝑇, 
where 𝛼Λ  is temperature coefficient of linear expansion (𝛼Λ = 0,55 ∙ 10−6 is for fused quartz), 𝛼𝑛  thermo-optic coefficient 

(𝛼𝑛 = 8,6 ∙ 10−6 is for optic fiber with doped germanium). Due to these values of sensitivity of Bragg grating to the temperature 

for the wavelength 𝜆𝐵 = 1550 𝑛𝑚 will be 14,1
𝑝𝑚

°С
.  

The diagrams of wavelength dependence form the deformation and temperature are presented on fig. 2. The diagram of 

dependence from deformation is presented on the top; the diagram of dependence from temperature is below. 

3. The software for simulation technical parameters 

For the simulation of work of this type of sensors automation system was developed. 

The window of this system is presented on the fig. 3. The user has various opportunities for editing parameters of simulation. 

After pressing the button «Добавить график» in the both diagrams new simulated data is appearing which are different from the 

previous by color. Therefore user has an opportunity of clearing the diagrams, all the fields and report generation according to 

data by pressing the button «Report». 
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Fig. 2.  The diagrams of wavelength dependence form the deformation and temperature. 

 

Fig. 3.  Software interface. 

4. Laboratory tests 

In the course of the works on optic fiber sensor of electrical parameters suggested mathematical model was taken. Further on 

the bases of this model the sensor design was developed for laboratory tests and exposure of efficiency of its work. On the fig. 4 

principle diagram of sensor organization is presented. 

 

Fig. 4.  Sensor organization. 

In the course of the laboratory tests the experiments on the stand were performed where the sensor was assembled and the 

results of minimal sensitivity were received and the critical parameters of this sensor were committed (fig. 5, 6). Data received 

after performance of tests of this stand. Parameters of power supply: 20V, 2.5A. On the diagram we can see the surge of 
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wavelength changing reflecting specter from intrafibrous Bragg grating during the admission of power supply on the coil 

(number 7 on the fig. 5) (1524.990 – 1525.048nm). 

 

Fig. 5.  The stand photo (1 optical fiber, 2  connector, 3,4  Bragg gratings, 5  electrical connectors, 6  ruller, 7  coil, 8  pueso element(is not used)). 

 

Fig. 6.  Interrogator software photo. 

5. Conclusion 

During the analysis of analogs optical fiber current sensors the problems were educed: sensitivity to EM fields, amplitude 

separation of channels, sensitivity to acoustical influences, low correlation signal/noise. This device is suggested as a prototype 

which consists optical fiber with Bragg grating as a sensitive element, electromagnet for transformation electric energy into 

mechanic energy, optical fiber as a transfer channel and spectral analyzer with digital output for connecting to the PC. This 

device is free from the previously described problems. The laboratory test showed that resolution capability and sensitivity has 

quite high values and let use this types of sensors in the various measurement range of parameters. 
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Abstract 

The paper deals with the formulation and solution of the inverse kinetic problem, methods of chemical reactions optimization by economic 

criteria on the basis of a process kinetic model. Yield of a target product, productivity, profit and productivity are considered as indicators.  

Keywords: dimethylcarbonate; kinetic model; theoretical optimization; economic criteria; Hooke-Jeeves method 

1. Introduction 

"Green chemistry" is a scientific direction in chemistry, which can include any improvement in chemical processes that 

positively affects the environment. "Green chemistry" involves the use of low-toxic and non-toxic initial reagents. 

 Twelve principles of green chemistry should be noted, which were developed by scientists Anastas P. and Warner J. [1] 

which are used by scientists: 

1. It is better to prevent waste than to treat or clean up waste product after it is formed. 

2. Synthesis methods should be designed to maximize the incorporation of all materials used in the process into the final 

product. 

3. Wherever practicable, methodologies of synthesis should be designed to use and generate substances that possess little 

or no toxicity to human health and the environment. 

4. Chemical products should be designed to preserve their efficiency and usage while reducing toxicity. 

5. Better to not use at all auxiliary substances (e.g. solvents, separation agents, etc.) if there are any, they  must be 

innocuous when used. 

6. Energy requirements should be recognized for their environmental and economic impacts and should be minimized. 

Synthesis methods should be conducted at ambient temperature and pressure. 

7. A raw material or feedstock should be renewable rather than depleting wherever technically and economically 

practicable. 

8. Reduce amount of receiving intermediate products whenever its possible (blocking group, protection / deprotection, 

temporary modification). 

9. Catalytic reagents (as selective as possible) are better then stoichiometric reagents. 

10. Chemical products should be designed so that at the end of their function they do not persist in the environment and 

break down into innocuous products. 

11. Analytical methodologies need to be further developed to allow for real-time, in-process monitoring and control prior 

to the formation of hazardous substances. 

12. Substances and the form of a substances used in a chemical process should be chosen to minimize potential for 

chemical accidents, including releases, explosions, and fires. 

 The reaction of alcohols with dimethyl carbonate (DMC) meets many of these principles. DMC is an effective substitute for 

toxic methyl halides (MeX, X = I, Br, Cl) and phosgene (3
th

, 4t
h
 principles). It is produced with CO2 as initial reagent. For 

reactions, involving DMC, only a catalytic amount of transition metal complexes is required, resulting in no waste (10
th

 

principle). According to the literature, the reactivity of DMC is moderate [2-6]. In order to reduce the energy costs of the 

reaction (6
th 

principle), catalysts are used. As a result, alkylmethyl esters of alcohols and alkylmethyl carbonates are formed with 

the process selectivity of 95-98% (2
 th

, 6
 th

, 9
 th

 principles). 

 The reaction is new, it is implemented only in the laboratory. To study its mechanism, it is necessary to develop a 

mathematical model and, based on the results of the constructed mathematical model, to carry out optimization. 

 The reaction of DMC with alcohol in the presence of the catalyst W (CO) 6 leads to the formation of four products: ROMe, 

ROCO2Me, CO2andMeOH. 

 ROH + (MeO)2CO          ROMe + ROCO2Me + CO2 +MeOH 

2. Mathematical model 

A mathematical model of chemical kinetics is a system of nonlinear ordinary differential equations (SNODE) with the initial 

given data, i.e. the Cauchy problem (1) [7]. 

6W CO( )
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initial conditions: att = 0, xi(0) =xi
o
; 

where νij is stoichiometric coefficients; J is number of stages; xi is concentration of substances participating in the reaction, 

mol/l; I is number of substances; wj is j-th speed stage, 1 / min; kj,k-j is rate constants of direct and reverse reactions; Ej+, Ej-  is 

activation energies of direct and reverse reactions, kJ/mol; R is universal gas constant, equal to 8.31 kJ / (mol * K); T is 

temperature, K; ij is negative elements of the matrix (νij); ij is positive elements (νij); kj
0
, k-j

0
 is pre-exponential factors, 1 / min. 

The solution of the direct problem is the SNODE solution with initial data and given kinetic parameters up to some fixed time 

t*. 

 Such SNODE tasks of chemical kinetics are mostly stiff systems. Therefore, for their numerical solution Implicit 

Rosenbrock third-fourth order Runge-Kutta method is used with degree three interpolating the Maple [8] and the multi-step Gir 

method of variable order in Matlab. 

 The inverse problem is the determination of the kinetic parameters by matching the calculated kinetic curves with the 

experimental ones by functional (2). 


 


Q

q

I

i

e

pi

r

pi xx
1 1

                                                 (2) 

where
exp

pix  and calc

pix  is experimental and calculated concentrations of components; I is number of substances; Q is number of 

measuring points. 

 The inverse problem was solved in the Matlab environment using the genetic algorithm and the Hook-Jeeves direct search 

method [9]. 

3. Results and Discussion 

Fig.1. shows kinetic model for catalyst reaction of DMC with alcohols in the presence of W(CO)6. 

On the graphs of Fig.2 are shown corresponding kinetic curves and correspondence between the calculated values and the 

experimental data. Based on the developed kinetic model, a theoretical optimization of the process was carried out. A distinctive 

feature of the work is application of economic criteria at the level of laboratory experiments. 

In general, the criterion for optimizing the chemical process has the form (3) [10-11]: 

max)T,μ,η*,t,x,x(R 0
                                           (3) 

Where R is optimization function, η is vector of the substance weights, μ is additional cost. 

For chemical reactions performed in the laboratory optimization, the following indicators of the process economic efficiency 

can be used as optimization criteria: 

 1) Productivity - the volume of output per unit time (4). 

max)*,(: 00 
iii

xxx
MTtCNBR                                    (4) 

where B is process productivity [g / (mol * day)]; N is number of cycles per day [day
-1

]; Cxi
0
 is initial value of initial reagent 

[mole fractions]; ξxi
0
 is conversion of initial reagent; Mxi

0
 is molar mass of the initial reagent [g / mol].  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  Kinetic model of reaction with alcohols in the presence of tungsten hexacarbonyl. 
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a) for catalyst amount 0.001 mol, T = 160°C b) for catalyst amount 0.003 mol, T = 200°C 

Fig.2. Graph of correspondence of experimental data (points) and calculated values (lines) of observed substrates concentration changing according to the 

scheme of chemical transformations in the presence of W(CO)6. 

2) Profit. The profit depends on difference between price of product and its cost, as well as on output (5). 





Sr

source

sourcesource

Pr

prod

prodprod maxA)T*,t(ψη)T*,t(xη)T*,t(xE:R
11

               (5) 

where xprod is concentration of reaction products; xsource is concentration of initial reagents; η is weight of components 

(normalized);ψ(t) is variable costs (normalized); A is constant costs (normalized);Pr is number of products ;Sr is number of 

initial reagents; E is normalized profit. 

3) Profitability. Profitability is defined as the ratio of the amount of profit to the volume of investment (6). 

 

                                                                                (6)

  

 

 

where P is normalized profitability. 

Assuming an idle time between cycles of 1 hour (60 min.), the values of maximum process productivity and productivity at 

maximum yield of target product X5 are given in Table 1 for reaction with tungsten hexacarbonyl catalyst by (4). 

Table 1. Indicators of DMC conversion, time, productivity under the condition of maximum product yield and maximum productivity in the 

temperature range. 

T, °C tungsten hexacarbonyl 

maximum productivity maximum yield ROMe (ξX2=0,26) 

conversion (MeO)2CO Reaction time, min B, g /(mol * day) Reaction time, min B, g /(mol * day) 

160 0,180 220 721 440 583 

180 0,220 80 1763 140 1459 

200 0,235 33 2836 50 2652 

220 0,250 18 3597 22 3558 

Thus, it can be seen that with DMC maximum possible conversion, an economically optimal solution is not achieved, 

because smaller conversion value corresponds to shorter reaction time, which leads to an increase in overall productivity. 

 The value of profit is determined by (5). The weights of substances depend on the cost of reagents on the market according 

to http://www.acros.com and http://www.sigmaaldrich.com. Then the graph of profit changing from time for different values of 

temperature has the form (Fig. 3). 

Figure 3 shows the following patterns: 

a) There is a temperature range with positive profits, and if the temperature is higher, maximum profit is attained earlier (170-

220°C). It is worth noting that the decrease in the value of profit occurs more sharply, if the temperature is higher. This is 

probably because at a high temperature the reaction conversion occurs faster. When one of the reagents (alcohol) is completely 

consumed, value of the second reagent conversion cannot be increased and profit decreases due to variable costs (for example,  

to maintain a temperature). 

b) At a temperature of 150°C, the profit value goes to negative area, but you can also see maximum profit (or minimum loss).  

 Profitability changing in the process from time is shown in Figure 4. 

 Figure 4 shows that the profitability reaches a maximum and decreases with time, which is explained by the costs of 

maintaining the set temperature. With increasing temperature, a maximum value of profitability comes earlier. 
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Fig.3. Profit changing from time for different temperatures (catalyst amount 0.003 mol), in the presence of W(CO)6. 

 
Fig. 4. Profitability changing from time for different temperatures (catalyst amount 0.003 mol), in the presence of W(CO)6. 

Each curve for the profit margin, as well as the productivity and yield of the target product passes through a maximum. From 

the points of maximums, we construct the optimum temperature profile, putting in correspondence to each instant of time the 

temperature at which the maximum of the target criterion is reached. Then the optimum temperature profile for all the indicators 

will take the form (Fig. 5). 

 
Fig. 5.Temperature reaction profiles for various economic parameters for the W(CO)6 catalyst. 

The above reaction temperature profiles characterize the optimal reaction conditions (temperature and reaction time). Based 

on the results of the work, the overall temperature profile is given for all targets. 
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 The overall temperature profile (Figure 5) for tungsten catalysts clearly demonstrates high correlation between productivity 

and profitability, as well as between yield and profit. 

 

4. Conclusion 

 The catalytic reaction of alcohols with DMC in the presence of tungsten hexacarbonyl is considered in this work. The 

formulation and solution of the inverse kinetic problem, the method of optimization of chemical reactions by economic criteria 

based on the kinetic model of the process are given. As indicators, the yield of the target product, productivity, profit and 

profitability are considered. For the reaction of alcohols with DMC in the presence of W(CO)6, correlations are observed 

between productivity and profitability, as well as between yield and profit. 
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Abstract 

The application of the hybrid topological-quantum-mechanical method  to the search of new allotropes of 14th group elements is demonstrated 

for silicon and germanium. Starting from the databases of hypothetical and real zeolite nets and subsequently apllying the geometrical and 

energetic selection criteria, we extract the most energetically favourable structures for the allotropic modifications of silicon and germanium, 

and study their optical properties. In the framework of density functional theory we calculate the frequency-dependent complex dielectric 

tensors, refraction and absorption coefficients of the selected allotropes and their electronic band gaps. 

Keywords: crystal structure design; photonics; density functional theory; silicon and germanium optic properties. 

1. Introduction 

The elements of XIVth group of the periodic table (carbon, silicon and germanium) are widely used in the modern 

electronics, photonics and photovoltaics, as functional elements of the different electronic and optical devices. Of particular 

importance are their optical properties in the sense of absorption and refraction of the incident electromagnetic radiation of 

different wavelength ranges: infrared (IR), visible and ultraviolet (UV). The properties of carbon, silicon and germanium crystals 

with the diamond crystal lattice (the space group Fd3m) have been studied quite well, both experimentally [1] and theoretically 

[2]. One of the tasks of theoretical material science based on quantum ab initio calculations is the search and prediction of new 

allotropic modifications of carbon, silicon and germanium, which would have a set of properties exceeding diamond structures. 

These new structures are of interest in the practical applications to solve various problems of micro- and nanoelectronics, 

photonics and photovoltaics. 

2. Computer design of new allotropes 

There are four main steps in this theoretical study: the search for new crystalline structures, the verification of their stability 

under normal or specified conditions, the calculation of the basic physical properties, and the search for the ways of their 

synthesis. In our work we use a new method of search for new allotropic modifications, based on topological analysis of the 

modern bases of hypothetical zeolite nets [3,4]. For the first time this method was used in our work [5] to search for the carbon 

allotropes with sp
3
-hybridization of chemical bonds, close in energy and other physical properties to diamond. We analyzed 

more than 600 thousand zeolite nets, applying subsequently topological and geometric selection criteria. As an example of such 

a criterion, at one stage we excluded from consideration all structures containing 3 and 4-membered rings, since the presence of 

such chains of bonds in carbon allotropes leads to a significant internal stress in the structure. Then we relaxed the positions of 

atoms in the structures using quantum-mechanical modeling packages and selected those structures in which the sp
3
-

hybridization of chemical bonds was preserved. For them, we calculated the binding energies of the ground state and compared 

them with the energy of the diamond configuration, selecting 6 most advantageous structures, with binding energy per atom not 

more than 0.12 eV compared to diamond. Taking into account the chemical relation of carbon, silicon and germanium, it is 

obvious to assume that the same allotropic modifications (from the point of view of crystallography, that is, with the same 

symmetry group and topology) exist for silicon and germanium. In Table 1 we give the chemical bond lengths, the angles 

between them, the distances to the nearest neighbors for the predicted allotropes of silicon and germanium. 

Table 1. Chemical bond lengths, bond angles, the distances to the nearest neighbors for the predicted allotropes of silicon and germanium. Definitions are the 
same as in the work [5]. 

Silicon 

Structure Bond lengths, Å Bond angles, degrees Nearest-neighbor distances, Å 

#26 2.308-2.382 95.98-126.34 3.818 

#27 2.308-2.415 95.31-125.84 3.820 

#28 2.308-2.406 93.14-124.12 3.818 

#50 2.301-2.386 96.95-127.46 3.826 

#55 2.322-2.422 97.91-120.04 3.828 

#88 2.322-2.380 98.16-119.32 3.837 
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Germanium 

Structure Bond lengths, Å Bond angles, degrees Nearest-neighbor distances, Å 

#26 2.436-2.562 94.76-126.16 4.055 

#27 2.436-2.533 94.76-126.16 4.055 

#28 2.447-2.539 92.88-120.79 4.057 

#50 2.439-2.530 96.29-122.11 4.067 

#55 2.451-2.547 98.65-119.12 4.058 

#88 2.459-2.514 97.51-120.61 4.068 

3. Calculation methods 

The recent development of methods for quantum mechanical calculations of energy and the electron density distribution of 

many-electron systems (atoms, molecules, crystals) is associated with the success of density functional theory (DFT) [6,7,8] and 

combined or hybrid methods based both on DFT and the Hartree-Fock (HF) approach [9], which take into account the exchange 

interaction more accurately than the DFT. Quantum mechanical calculations of the physical properties of crystals require a 

significant computational resources, in comparison with atomic or molecular calculations, and can be performed only on 

supercomputers or multiprocessor cluster systems. In our work, we use the most common and widely used licensed software 

packages CRYSTAL [10] and VASP [11], installed on the supercomputer "Sergey Korolev" of the Samara University. The 

CRYSTAL software package uses a basis of atomic orbitals and an all-electron approximation, while the VASP package uses a 

basic set of plane waves and a pseudopotential approximation. 

To check the stability of the predicted silicon and germanium allotropes, the matrices of elastic constants and various elastic 

coefficients were calculated, and we showed the structures to be mechanically (energetically) stable at zero external pressure 

(see Fig. Tables 2 and 3).  We also demonstrated the absence of imaginary frequencies in the phonon spectra of studied silicon 

and germanium allotropes. As an example, Fig. 1 shows the calculated phonon spectrum for the allotrope Si#50. All calculations 

were performed in the generalized gradient approximation (GGA) of the density functional theory with the exchange-correlation 

functional PBE [12]. 

Table 2. Density, binding energy difference, band gap, band gap in Gamma point, bulk modulus, bulk modulus derivative, shear modulus and static dielectric 
constants for silicon allotropes. 

GGA PBE 88,Pnma 50,Pnma 55,Pmma 26,P2/m 27,C2/m 28,Pbam 

ρ g/cm3 2.293 2.291 2.305 2.298 2.291 2.271 

ΔE, eV 0.037 0.036 0.035 0.039 0.047 0.036 

Egap, eV 1.40 1.42 1.26 0.97 1.02 1.31 

∆Egap(Γ-Γ), eV 1.56 1.51 1.58 1.10 1.12 1.57 

B, GPa 78 84 83 84 84 86 

B’ 2.74 4.31 3.75 4.14 4.35 4.64 

G, GPa 48 48 48 50 51 51 

εxx, 

εyy,  
εzz 

11.88, 

12.05, 
12.09 

11.92, 

12.05, 
12.52 

11.74, 

11.40, 
11.87 

11.85, 

11.78, 
12.18 

12.74, 

11.94, 
12.07 

12.55, 

11.51,  
11.93 

Table 3. Density, binding energy difference, band gap, band gap in the Gamma point, bulk modulus, bulk modulus derivative, shear modulus and static dielectric 

constants for germanium allotropes. 

GGA PBE 88,Pnma 50,Pnma 55,Pmma 26,P2/m 27,C2/m 28,Pbam 

ρ, g/cm3 5.251 5.086 5.121 5.102 5.087 5.054 

ΔE, eV 0.037 0.038 0.036 0.044 0.052 0.033 

Egap, eV 0.87 0.86 0.61 0.42 0.23 0.65 

∆Egap(Γ-Γ), eV 0.95 0.96 1.08 0.42 0.60 0.65 

B, GPa 57 59 59 59 59 60 

B’ 4.24 4.54 4.38 4.44 4.53 4.61 

G, GPa 43 43 44 45 45 46 

εxx,  

εyy,  

εzz 

14.87, 

16.47, 

15.74 

15.69, 

16.38, 

16.18 

14.77, 

15.31, 

15.49 

15.57, 

15.92, 

15.51 

16.74, 

17.77,  

16.76 

16.07, 

14.82, 

15.50 
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Fig.1. The calculated phonon spectrum of allotrope Si#50 along the high-symmetry pathway in the reciprocal space. 

4. The optical properties of allotropes 

Methods for calculating the optical properties of crystals depend on the chosen electromagnetic wavelength range. The 

properties of the complex dielectric tensor in the infrared region are determined in the semi-classical Drude-Lorentz theory by 

singularities of the crystal lattice vibration spectrum, which can be calculated in the quasi-harmonic approximation [13] with the 

transverse and longitudinal optical vibration modes. The spectrum of eigenfrequencies of allotropes allows one to calculate their 

Raman scattering spectra and absorption spectra in the IR range. Investigation of Raman spectra can be used for experimental 

search for new allotropic modifications, since the position of the Raman peaks is uniquely related to the structure of the crystal 

lattice, the forces and lengths of the chemical bonds. Unlike the diamond modification of silicon, the Raman spectra of its 

allotropic modifications have a more complex structure, which makes it difficult to identify them experimentally. At the same 

time, the Raman spectra of germanium allotropes, like the Raman spectrum of the diamond modification of germanium, have 

only one strong peak, which is significantly shifted relative to the peak at a frequency of about 300 sec
-1

, which is observed for 

the ground state of germanium, Fig. 2. It is well known that diamond and diamond-like crystals of silicon and germanium 

practically do not absorb in the IR range. The silicon and germanium allotopes predicted by us have narrow absorption bands in 

the IR range, which can also be used for their experimental search and identification, see Fig. 3. 

        
Fig. 2. Raman shift spectra for allotropes of silicon (Si#27) and germanium (Ge#27) – black curves, diamond-like silicon and germanium – gray 

curves. 

The electronic band structure of a crystal determines the properties of its complex dielectric function, hence, the dependence 

of the absorption and refraction coefficients on the frequency of electromagnetic radiation in the visible and UV ranges. DFT 

allows to obtain a microscopic dielectric function in the random phase approximation within the theory of linear response, in the 

visible and ultraviolet frequency ranges. Neglecting the local field effects, we can derive from the microscopic dielectric 

function a macroscopic dielectric function. The imaginary part of the latter is a tensor and can be written in the form of a 

weighted sum over transitions between levels, and the real part is obtained from the imaginary one using the Kramers-Kronig 

relations. We can extract both the optical constants and the complex dielectric function averaged over the directions directly 

from the components of the macroscopic dielectric tensor, which allow us to determine the optical absorption and refraction 

spectra for the studied structures. 
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Fig. 3. Infrared absorption spectra for allotropes of silicon (Si#26) and germanium (Ge#26). 

The electronic band gap of a semiconductor determines the energy boundary of absorption of optical photons. It is known 

that standard DFT methods do not allow to reproduce this gap correctly, in particular for materials with a narrow optical gap, 

such as germanium. Therefore, in our calculations we used the hybrid functional HSE06 [14], which allows to obtain results 

comparable to the experimental data. However, the standard functional PBE is more adequate in describing the position of the 

peaks of the complex dielectric function. Tables 2 and 3 show the calculated values of the band gaps (indirect and in the Gamma 

point of the reciprocal space) and the permittivity coefficients of silicon and germanium allotropes, respectively. We note that 

the small value of the band gap of the allotrope Ge#27, 0.23 eV, may indicate metallization of this structure at high temperatures 

and loss of semiconductor properties. In Fig. 4 we present an electronic band structure for the allotrope Si#27 and Ge#27. 

   

Fig.4. The electronic band structure of the allotropes Si#27 (left) and Ge#27 (right), calculated along the high-symmetry pathway in the reciprocal 
space, and the corresponding electron density of states. 

               

Fig. 5. The refractive index for diamond configurations of silicon (left) and germanium (right). Dash-dotted line – the results obtained for the functional HSE06, 

the dashed line – for the functional PBE, solid line – experimental data [1]. 

In Fig. 5 we show the calculated (dash-dotted line – HSE06, dashed – PBE) curves in comparison with the experimental data 

(black line) of the frequency-dependent refractive indices n for diamond configurations Si (left) and Ge (right). The absorption 

spectra (k), together with the relative spectrum of solar irradiation at the reference air mass of 1.5, are shown in Fig. 6, 

respectively. Amorphous forms of Si and Ge, the so-called a-Si and a-Ge, as well as their various hydrogenated forms and some 

Si-Ge compounds [1] demonstrate promising properties for use in electronics and photovoltaics, especially in solar cells. 
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Comparing the results for our allotropes for the refraction and absorption coefficients with the corresponding spectra of 

amorphous forms, we observe quantitative and qualitative agreement both for the position of the refraction/absorption peak and 

for its absolute value (see Figures 7 and 8). This can be an evidence that the predicted by us allotropes can be a counterpart of 

the corresponding amorphous forms. 

                

Fig. 6. The absorption index for diamond configurations of silicon (left) and germanium (right). Dash-dotted line – the results obtained for the functional 
HSE06, the dashed line – for the functional PBE, solid line –  experimental data [1]. The shaded area is the relative spectrum of solar irradiance at the reference 

air mass of 1.5. 

 

         
Fig. 7. The refractive index for allotropes #28 of silicon (left) and germanium (right). Dash-dotted line – the results obtained for the functional HSE06, the 

dashed line – for the functional PBE, solid line – experimental data for the amorphous forms [1]. 

 

 

      
Fig. 8. The absorption index for allotropes of silicon (left) and germanium (right). Dash-dotted line – the results obtained for the functional HSE06, 

the dashed line – for the functional PBE, solid line – experimental data [1] for the amorphous forms. The shaded area is the relative spectrum of solar irradiance 

at the reference air mass of 1.5. 
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5. Conclusions 

We investigated the six new low-energy allotropes of silicon and germanium [15], isostructural to the previously proposed 

carbon allotropes [5], demonstrating an application of the hybrid topology-quantum-mechanical approach [5] to prediction of 

new structures. Using the ab initio methods implemented in the CRYSTAL [10] and VASP [11] software packages, we 

calculated their mechanical, electronic and optical properties, which mostly resemble the properties of diamond configurations, 

but the observed differences in Raman shift spectra and infrared absorption spectra can allow to identify these allotropes if they 

are present in mixed phases. We have shown that the optical properties of allotropes under study are quantitatively and 

qualitatively close to the properties of amorphous modifications, a-Si and a-Ge. This leads to the conclusion that the considered 

allotropes are present in the experimentally observed amorphous phases, which are promising materials for electronics and 

photovoltaics. 
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Abstract 

A mathematical description of the separation process of the watered oil-containing mixture has been proposed. The mathematical model is 

based on the determination of the speed of movement of oil globules in a constrained flow. The formula for determining the velocity of the 

globules is derived from theoretical provisions and experimental data. The key issue of simulation is determining the separation time. This 

characteristic is calculated as a time period from the moment of arrival of the portion of oil-containing mixture to the first chamber of the 

separator to the moment of formation of the continuous phase layer of the given thickness on the surface. The mathematical model enables us 

to determine the separation time taking into account geometric characteristics of the separation device at the high level of water content. Thus, 

a topical problem of improving the performance of the separation device without sacrificing the quality of the commercial oil is solved.  

Keywords: separation device; watered oil-containing mixture; oil globules; constrained flow; separation time 

1. Introduction 

The separation of the oil-containing mixture is one of the main technological processes in the oil treatment control system 

(OTCS). In order for the OTCS to function effectively, it is necessary to determine the optimal separation time. The duration of 

the separation process is directly related to the performance improvement of the separation device and the OTCS as a whole 

without sacrificing the quality of the commercial oil [1]. Furthermore, the separation time is the most important parameter for 

managing the process in automated mode [2]. As a rule, the requirements for performance and oil quality are mutually 

contradictory. Curing mixture in separators (clarifying tanks) reduces OTCS efficiency. On the other hand, the quality of the 

commercial oil should be monitored when reducing the time of separation. One of the most important indicators of oil quality is 

its residual water content. The measurement of water content in oil is performed according to GOST P 51858-2002. The third-

group oil standard is under 1%. More strict requirements are applied to oil of the 1st and 2nd group. The residual water content 

of these groups shall not exceed 0.5%. The percentage of water content in the oil-containing mixture will be called watercut. 

The oil and gas industry in many regions (Tatarstan, Bashkortostan, Samara, Orenburg regions) operates wells with watercut 

varying from 70% to 90%. The profitability of such wells can be achieved only through equipment upgrade, employment of up-

to-date technologies and IT. This should be preceded by the analysis of processes taking place in OTCS based on their 

mathematical models. As a result, the simulation of a separation process is a relevant scientific task. 

2. Physical description of a separation process  

The separation process of the oil-containing mixture takes place in a separation device, also called an "oil and gas separator" 

or simply a "separator" [2]. The fragment of separator (first chamber) is shown in Figure 1. The main elements are: gas pressure 

sensor (1), fluid-level sensor (2), partition wall between separator's chambers of hp height (3), control device (4), temperature 

sensor (5), fluid pressure hydrostatic sensor (6), water-discharge valve (7), inlet valve for oil-containing mixture (8). 

 

Fig. 1. The first chamber of separation device.  

A complex mixture containing oil-associated gas, water, oil, metal salts and other impurities comes into the separator's 

chamber from an oil well through the inlet valve 8. The velocity of separation of the gas phase is much higher than fluid 

demulsification, so the influence of the gas factor can be neglected. After the chamber is filled up to the height of hl, the gravity 

clarifying of oil-containing mixture takes place. As a result, a lighter oil globule comes to the surface. Relatively heavy globules 

of water are depositing to the bottom of the chamber and through the valve 7 get into the water treatment device and further 

back to the well. The separation process begins with the destruction of the globule membranes, which leads to their adhesion. 

Then the globules become larger as a result of coagulation. Finally, coalescence of globules results in the formation of 

continuous phases of water and oil. Sensors 1, 2, 5, 6 readings are used to generate control signals in control device 4. Thus, by 
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indirect measuring of density the mixture watercut value is obtained [3]. This information is used to determine the separation 

time [4]. Three approaches to obtain this parameter can be highlighted. 

1) Separation time is a period of time from the moment the first chamber of the separator is filled (up to a given level, not 

exceeding the overflow level) until full decomposition of the oil-containing mixture. This approach did not find practical 

use as it does not take into account the real velocity of demulsification process.  

2) Separation time is a period of time from the moment of arrival of the portion of oil-containing mixture to the first 

chamber of oil and gas separator to the moment of its decomposition to the state determined by GOST P 51858-2002. This 

approach is more progressive than the first one, but does not take into account the continuous nature of OTCS operation. 

3) Separation time is a period of time from the moment of arrival of the proportion of oil-containing mixture to the first 

chamber of the separator to the moment of formation of the continuous phase layer of the given thickness on the surface. 

This is the preferred method to be used in the framework of this research.  

3. Mathematical description of separation process 

There is no strict mathematical description of the stratification of the oil-containing mixture as Navier-Stokes equation is valid 

just for laminar flow and some special cases [5]. However, there are a large number of empirical and semi-empirical 

relationships that determine the nature of the processes in the stratification of emulsions that can be used as a basis [6, 7]. Under 

the conditions of strong watercut of oil mixture (70% ... 90%), oil is a dispersed phase and water is a dispersed medium. The oil 

particle rising to the surface experiences the difference between the gravity force and the lifting Archimedes' force [7]. 

pd
g

F  3
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, 

where Δρ is the difference between dispersed phase and dispersed medium particles' density, g is the gravitational acceleration, 

d is the particle's diameter. Resistance force of the continuous medium: 
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where ξ0 is the coefficient of hydraulic resistance of the continuous medium to the movement of a single particle in it, ω0 is the 

velocity of a single particle relative to the medium, ρc is the density of the continuous medium. Let us assume that the 

temperature at all points of a separation device chamber is the same. Then there is no thermal convection. If the particle's 

velocity in the medium is constant: ΔF = Fc the Reynolds criterion is determined by the following ratio: 
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where μc is the dynamic viscosity of the continuous medium. Archimedes' criterion is as follows: 
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where vc is the kinematic viscosity of continuous medium, ρd is the density of the dispersed phase. Taking these criteria into 

account, we can derive the following equality: 
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Under the conditions of constrained surfacing, which is characterized by the interaction between particles, the following 

equality is valid: 

Arдд
3

4
Re

2


, 

where ξd is the coefficient of hydraulic resistance for the dispersed phase in the emulsion, Reд is the Reynolds criterion under the 

conditions of constrained flow. Hence the following formula is obtained: 
22

ReRe оодд  
. 

Let us assume that 

одд f  )(
, 

where ξod is the coefficient of hydraulic resistance for a continuous medium for a single particle under the constrained flow 

conditions, φ is the volume fraction of the dispersed phase within the system. It would be useful to define the type of function f 

(φ) for the small and large Reynolds criterion values. Experimental studies showed that the velocities of particles depositing are 

connected by the following relation: 
n

оод )1(  
, 

where ω0d is the depositing rate of the particle relative to the continuous medium in constrained flow conditions, ω0d is the rate 

of free depositing of the particle, and n index is to be determined. Using the obtained parameter called the volume fraction of the 

dispersed phase, we have:  

од Re)1(Re 
. 
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It is experimentally shown [7] that with small values of Reynolds criterion (Re < 500) the hydraulic resistance coefficient of 

the medium equals: 

Re)065.0/lg(843.0

)Re15,01(24
687.0

0





d  

where θ is the coefficient of the particle shape, equal to the ratio of the surface area of the spherical particle to the surface area of 

the real particle of the same volume. With small values of Reynolds coefficient, we can assume that:  

nf  )1()( 
. 

For large values of Reynolds coefficient Re the following expression is valid: 
nf 2)1()(  

. 

It is experimentally shown [7] that the function f (φ), both in case of large and small values of Re varies from (1-φ)
-4.65

 to (1-

φ)
-4.78

. Then we can take an average index and write: 

72.4)1()(  f . 

Taking into account the expressions derived, it is obtained that the ratio of the particle depositing rate relative to the 

continuous medium under the constrained flow conditions to the particle's free depositing rate is equal to: 

72.4
0 )1(/  

dо
. 

There exist empirical formulas which enable us to account for the influence of constrainity [7]. For example, when φ < 0.3, 

the following formula is applied: 

 82.1210)1(/ odо
. 

For φ>0,3 the following formula is applied:  

3)1(
123.0

/ 


 odо
. 

Table 1 shows comparative data of the calculation of the velocity of the oil globules rising for the known relations and 

calculated according to the obtained formula. Numerical values are reduced to the velocity of oil globules freely rising to the 

surface, i.e. relative ones. 

Table 1. Calculation results for the velocity of oil globules rising according to known formulas and formulas obtained. 

Watercut, % Results of calculations according to formulas, relative units 

72.4
0 )1(/  

dо
 

 82.1210)1(/ odо
 3)1(

123.0
/ 


 odо

 

5 0.7558 0.7319  

10 0.6095 0.5327  

20 0.3504 0.2768  

30 0.1871  0.1406 

40 0.0906  0.0664 

50 0.0385  0.0308 

60 0.0135  0.0131 

70 0.0035  0.0047 

Data for the watercut degree from 70% to 90% have not been found. The velocities of oil globules rising distributed by 

fractions are of practical interest. The known relations are obtained for a case when the dispersed phase is water. In our case, the 

dispersed phase is oil. In paper [7] it is assumed that the distribution of water drops in oil after filling the chamber of separator is 

uniform. Therefore, the watercut B in any vertical section is the same. The relative velocity of the constrained surfacing of oil 

globules of di diameter in this case equals: 
72.4
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where dmax is the maximum size of the globule. Generally, it is suggested to define the separation time through the velocity of 

the oil globules rising and the geometric parameters of the oil and gas separator. The velocity of constrained rising of oil 

globules is as follows: 
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where pd, pc is the density of dispersed and continuous medium, kg/m3; μс is the viscosity of the continuous medium, Pa s; d is 

the diameter of the globule; g is the gravitational acceleration, m/s
2
. While rising, globules of different sizes are moving at 

different speeds. It is proposed to use the following expression to describe the calculation of the constrained rising of globules: 
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The equation obtained enables us to calculate the spectrum of velocities of constrained rising of the oil globules, taking into 

account the change of watercut of emulsion according to the height of the partition wall between the chambers of the separation 

device. In Table 2 there are given the data for the watercut values of the studied range from 70% to 90%. In accordance with 

table 2 and geometric characteristics of the separation device, it is possible to determine the separation time for oil-containing 

mixture, taking into account the composition of the mixture and watercut value. 

Table 2. The velocity of oil globules rising in the chamber of separation device. 

 Watercut, % 90 85 80 75 70 

Globules 

diameter, μm 

The velocity of the oil globules rising, cm/s 

50  78.2609 128.35 184.70 240.26 329.47 417.91 

60 54.5455 89.45 128.76 167.50 229.70 291.35 

80 30.7692 50.46 72.62 94.46 129.54 164.31 

100 19.6721 32.26 46.42 60.39 82.81 105.04 

150 9.6257 15.79 22.73 29.56 40.54 51.42 

200 4.9113 8.05 11.59 15.07 20.67 26.22 

4. Conclusion  

The obtained relations enable us to mathematically describe the separation process through the velocity of the globules in the 

case of a high watercut value for oil-containing mixture, which demonstrates the scientific novelty. Using the mathematical 

model data and knowing the geometric characteristics of the separation device, separation time can be calculated. The precise 

definition of separation time improves the performance of the separation device without sacrificing the quality of the 

commercial oil, which is of great practical importance. 
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Abstract 

Isopropylbenzene (cumene) oxidation by air oxygen is intermediate stage of phenol and acetone production in cumene method. Cumene 

method of synthesis is currently the most wide-spread in the world to produce these two chemicals.  Reaction is radical-chained and there also 

unwanted byproducts received along with desired ones. 

This reaction has been subject of study since 30th of XX century. Different authors propose different ways of chain reactions, initiation 

mechanisms and influence degree of  different factors and parameters during process.  

In this paper different kinetic models of this reaction are compared and results of computations are shown. 

Keywords: isopropylbenzene; oxidation; phenol; acetone; radical-chain mechanism; mathematic modeling.  

1. Introduction 

Phenol and acetone are very important substances in today petrochemistry industry. Acetone is used in paints, varnishes and 

solvents production. Also it is used as intermediate substance in petrochemistry industry. Phenol is used as intermediate 

substance in big number of petrochemistry units, such as bisphenol-A (which is lately used for polycarbonate and epoxies 

production), phenolic resins production, etc. Currently world industry produces more than 7 million tons of phenol per year [1] 

and this number growth annually. More than 97 % of pnenol in the world is produced from cumene method and 

isopropylbenzene oxidation [1]. 

2. Isopropylbenzene oxidation reaction computer simlation 

First cumene type production units were built at 40
th

 years of XX century in USSR (Russia) and Canada [2], but more 

detailed studies of process kinetics and mathematical model appeared  in 60-70
th

 of XX century [3,4,5,6]. Because of low 

calculation machines capacities of that time researchers tried to simplify kinetics and mathematical models making different 

assumptions.  

The general scheme of substances conversion is shown on Fig. 1 [7]: 

 

Fig. 1. General reactions scheme. 

R• is cumyl radical (C6H5(CH3)2C•), RH is cumene (C6H5(CH3)2CH), ROOH is cumene hydroperoxide (C6H5(CH3)2COOH), 

ROH – dymethylphenylcarbinol (DMPC is C6H5(CH3)2COH), RO is acetophenone (C6H5CH3CO) . 

But in reality this reactions follow radical-chain mechanism. There are number of elementary steps on which decomposition 

of particles and radicals recombination happens. Let’s look at Hattori radical-chain reaction mechanism and on reaction scheme 

from [6] as examples [3]. 

Where In is initiator, which decomposes on radicals with an easy, so overall reaction process is enhanced. In some 

experiments author used benzene hydroperoxide as initiator [3] but we studied experiment without any additional initiator. 

Cumene hydroperoxide itself is used as initiator in most production units and laboratory researches. So reactions of stage 1 (1a 

and 1b) are replaced by 3a, 3b, 3c reactions for this case. 

B1 and B2 are some substances which can be detected exactly (different organic acids, aldehydes, alcohols). 
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Table 1. Hattori cumene oxidation kinetics model [3]. 

Reaction number Reaction Constant 

1a In2 → 2 In• - 

1b In• + RH →R• + InH - 

2a RH → R• + H• k2a 

2b RH + O2 → R• +HO2 • k2b 

3a ROOH → RO• + •OH k3a 

3b RO• + RH → R• + ROH k3b 

3c •OH + RH → R• + H2O k3c 

4a R• + O2 → RO2 • k4a 

4b RO2 • + RH → R• + ROOH k4b 

5a 2 R• → R-R k5a 

5b R• + RO2• → ROOR k5b 

5c 2RO2• → ROOR + O2 k5c 

6a RO• → (C6H5)CH3CO + CH3• k6a 

6b CH3• + O2 → CH3O2• k6b 

6c CH3O2• + RH → HCHO + H2O + R• k6c 

6d RO• + RH → (C6H5)CCH3CH2+H2O+ R•  k6d 

Table 2. Cumene oxidation kinetics scheme [6]. 

Reaction number Reaction Constant 

0 RH +O2 → R• + HO2• k0 

1 R•+ O2 → RO2• k1 

2 RO2•  +RH → ROOH+R• k2 

3 ROOH +RH→ RO• + R•+H2O k3 

4 2 ROOH[ ROOH]2 k4 

5 [ ROOH]2 → RO2• + RO•+ H2O k5 

6 RO• + RH→ROH+ R• k6 

7 •OH + RH→ H2O+ H2O k7 

8 RO• → R’O +CH3• k8 

9 CH3• +RH→ CH4+R• k9 

10 CH3•+ O2→CH3OO• k10 

12 CH3OO• + RH→CH3OOH +R• k11 

13 H2CO +R•→HC•O +R• k12 

14 HC•O+ O2→HCOOO• k13 

15 HCOOO• + RH→ HCOOOH +R• k14 

16 HCOOOH → HCOO•+ •OH k15 

17 HCOO• +RH→ HCOOH +R• k16 

18 HCOOO• →CO2+•OH k17 

19 2 RO2• →2 R’O+2•CH3 +O2 k18 

20 2 RO2•→B1 k19 

21 RO2• +R• → B2 k20 

For Hattori reaction scheme simulation we made equations system based on Table 1 [8] where rate reactions are unknown:  

𝑊2𝑎 = 𝑘2𝑎 ∙ [𝑅𝐻]                                                                                                                                               (1)         

𝑊2𝑏 = 𝑘2𝑏 ∙ [𝑅𝐻] ∙ [𝑂2]                                                                                                                                     (2)             

𝑊3𝑎 = 𝑘3𝑎 ∙ [𝑅𝑂𝑂𝐻]                                                                                                                                         (3)             

𝑊3𝑏 = 𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                                                                     (4)             

𝑊3𝑐 = 𝑘3𝑐 ∙ [∙ 𝑂𝐻][𝑅𝐻]                                                                                                                                     (5)             

𝑊4𝑎 = 𝑘4𝑎 ∙ [𝑅 ∙] ∙ [𝑂2]                                                                                                                                      (6)             
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𝑊4𝑏 = 𝑘4𝑏 ∙ [𝑅𝑂2 ∙][𝑅𝐻]                                                                                                                                    (7)             

𝑊5𝑎 = 𝑘5𝑎 ∙ [𝑅 ∙]2                                                                                                                                              (8)             

𝑊5𝑏 = 𝑘5𝑏 ∙ [𝑅 ∙][𝑅𝑂2 ∙]                                                                                                                                     (9)             

𝑊5𝑐 = 𝑘5𝑐 ∙ [𝑅𝑂2 ∙]2                                                                                                                                           (10) 

𝑊6𝑎 = 𝑘6𝑎 ∙ [𝑅𝑂 ∙]                                                                                                                                           (11) 

𝑊6𝑏 = 𝑘6𝑏 ∙ [𝐶𝐻3 ∙] ∙ [𝑂2]                                                                                                                                  (12) 

𝑊6𝑐 = 𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻]                                                                                                                                (13) 

𝑊6𝑑 = 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                                                                      (14)             

Then we created system of differential equitation’s, in which reagents concentration changing throw time is shown [3,8]: 
𝑑[𝑅𝐻]

𝑑𝑡
= −𝑘2𝑎 ∙ [𝑅𝐻] − 𝑘2𝑏 ∙ [𝑅𝐻] − 𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻] − 𝑘3𝑐 ∙ [∙ 𝑂𝐻][𝑅𝐻] − 𝑘4𝑏 ∙ [𝑅𝑂2][𝑅𝐻] −       

−𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻] − 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                                             (15)  

𝑑[𝑅𝑂𝑂𝐻]

𝑑𝑡
= −𝑘3𝑎 ∙ [𝑅𝑂𝑂𝐻] + 𝑘4𝑏 ∙ [𝑅𝑂2][𝑅𝐻]                                                                                                              (16) 

𝑑[𝑅∙]

𝑑𝑡
= 𝑘2𝑎 ∙ [𝑅𝐻] + 𝑘2𝑏 ∙ [𝑅𝐻] + 𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻] − 𝑘4𝑎 ∙ [𝑅 ∙] + 𝑘4𝑏 ∙ [𝑅𝑂2][𝑅𝐻] − 𝑘5𝑎 ∙ [𝑅 ∙]2 −         

  −𝑘5𝑏[𝑅 ∙][𝑅𝑂2] + 𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻] + 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                        (17) 

𝑑[𝑅𝑂2∙]

𝑑𝑡
= −𝑘4𝑏 ∙ [𝑅𝑂2 ∙][𝑅𝐻] + 𝑘4𝑎 ∙ [𝑅 ∙] − 𝑘5𝑏 ∙ [𝑅 ∙][𝑅𝑂2 ∙] − 𝑘5𝑏 ∙ [𝑅 ∙][𝑅𝑂2 ∙]                                                        (18)  

𝑑[𝑅𝑂∙]

𝑑𝑡
= −𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻] + 𝑘3𝑎 ∙ [𝑅𝑂𝑂𝐻] − 𝑘6𝑎 ∙ [𝑅𝑂 ∙] − 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                          (19)  

𝑑[∙𝑂𝐻]

𝑑𝑡
= 𝑘3𝑎 ∙ [𝑅𝑂𝑂𝐻] − 𝑘3𝑐 ∙ [∙ 𝑂𝐻][𝑅𝐻]                                                                                                                   (20)       

𝑑[𝑅−𝑅]

𝑑𝑡
= 𝑘5𝑏 ∙ [𝑅 ∙][𝑅𝑂2 ∙] + 𝑘5𝑐 ∙ [𝑅𝑂2 ∙]2                                                                                                                 (21)  

𝑑[𝑅𝑂𝑂𝑅]

𝑑𝑡
= −𝑘2𝑎 ∙ [𝑅𝐻] − 𝑘2𝑏 ∙ [𝑅𝐻] − 𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻] − 𝑘3𝑐 ∙ [∙ 𝑂𝐻][𝑅𝐻] − 𝑘4𝑏 ∙ [𝑅𝑂2]                                          (22) 

𝑑[H2O]

𝑑𝑡
= 𝑘3𝑐 ∙ [∙ 𝑂𝐻][𝑅𝐻] + 𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻] + 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                           (23) 

𝑑[𝑅𝑂𝐻]

𝑑𝑡
= 𝑘3𝑏 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                                                                          (24) 

𝑑[𝐻∙]

𝑑𝑡
= 𝑘2𝑎 ∙ [𝑅𝐻]                                                                                                                                                        (25) 

𝑑[HO2∙]

𝑑𝑡
= 𝑘2𝑏 ∙ [𝑅𝐻]                                                                                                                                                   (26) 

𝑑[CH3∙]

𝑑𝑡
= 𝑘6𝑎 ∙ [𝑅𝑂 ∙] − 𝑘6𝑏 ∙ [𝐶𝐻3 ∙]                                                                                                                         (27) 

𝑑[𝐶𝐻3𝑂2∙]

𝑑𝑡
= 𝑘6𝑏 ∙ [𝐶𝐻3 ∙] − 𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻]                                                                                                           (28) 

𝑑[H𝐶𝐻𝑂]

𝑑𝑡
= 𝑘6𝑐 ∙ [𝐶𝐻3𝑂2 ∙][𝑅𝐻]                                                                                                                                     (29) 

𝑑[(C6H5)CCH3CH2]

𝑑𝑡
= 𝑘6𝑑 ∙ [𝑅𝑂 ∙][𝑅𝐻]                                                                                                                                 (30) 

In order to solve this equitation system we used MATLAB program. In fact we need to solve reverse kinetic problem [9] 

which means that we need to find chemical rates reactions constants for given experimental data. We used data from [3,6,7]. On 

Fig.2 graphs of concentration are shown, both for experimental and calculated data for experiment in [3]. 

3. Conclusion 

In this paper different cumene oxidation mechanism were shown and calculation experiment was conducted. 
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Fig. 2. MATLAB calculations result and experimental data [3]. 
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Abstract 

This article considers algorithm implemented in an optoelectronic circuit. The main particularity of this algorithm is implementation in the 

working circuit of a part consisting of laser on the level of hardware, grey-level optical modulator of light and a diffraction pattern camera in 

the Fourier plane. This design allows using a laser with any initial distribution of intensity and adjusting a phase function of calculated DOE 

exactly for this distribution in order to decrease an error in forming a diffraction pattern of the output distribution. 

Keywords: laser; light optical modulator; DOE; coding method; Fourier plane; Fourier transform 

1. Introduction 

For problems of synthesizing diffraction optical component (DOE) iterational (iterative) methods were developed and are used 

widely [1-11]. Their main advantage is that iterational algorithms prove to be more precise in comparison with other algorithms 

for DOE phase computation[6-10]. On the other hand, focusators computated with their help have irregular microrelief, which 

raises requirements for production technology of the components computated. Besides, the DOE computation using iterative 

algorithms requires significant expenses.  
Disadvantage of algorithms executed with a computer is an implementation of intensity distribution approximation for a laser 

beam used as an illuminating beam for the DOE.  This paper discusses an algorithm implemented in an optoelectronic circuit. 

The main particularity of this algorithm is implementation in the  working circuit of a part consisting ofd with laser on the level 

of hardware ,  grey-level optical modulator of light and a diffraction pattern camera  in the Fourier plane. Such design allows 

using a laser with any initial distribution of intensity and adjusting a phase function of calculated DOE exactly for this 

distribution in order to decrease an error in forming a diffraction pattern of the output distribution. 

2. Iterational algorithm 

The problem of image recovery in a lens focussing plane, set by its amplitude-phase distribution is reduced to problem of 

minimizing functionality of amplitude deviation in a recovered image from a set value [1-3]: 

𝛷 = (|𝐺(𝑢, 𝑣)|2 − |𝐹(𝑢, 𝑣)|2),                                         (1) 

where |𝐹(𝑢, 𝑣)|и|𝐺(𝑢, 𝑣)| - is a set and calculated wave amplitude in the plane of spatial spectrum. 

Let us take a coordinate descent algorithm as a basis for functionality minimizing algorithm (1). For this, solving one-

dimension problems of optimization shall be carried out with dichotomy method.  

Let us use coefficients obtained with two-dimension unary re-expression [4] as coordinates for the coordinate descent: 

𝐹(𝑢, 𝑣) = ∑ ∑ 𝐹(𝑥, 𝑦)𝐴(𝑢, 𝑣, 𝑥, 𝑦),𝑀−1
𝑦=0

𝑁−1
𝑥=0                                    (2) 

where 𝐴(𝑢, 𝑣, 𝑥, 𝑦) - is the null-space for forward transformation; 

𝐹(𝑥, 𝑦) - size imaging matrix 𝑁 ×𝑀; 

𝐹(𝑢, 𝑣)-transformed size imaging matrix 𝑁1 ×𝑀1. 

In the process of transforming (2) an initial image is described by a set of coefficients, quantity of which is significantly lower 

than dimensions of the initial data, which in its turn facilitates computational speed. 

Recover y of an initial image is carried out by means of inverse transformation: 

𝐹(𝑥, 𝑦) = ∑ ∑ 𝐹(𝑢, 𝑣)𝐵(𝑢, 𝑣, 𝑥, 𝑦),
𝑀1−1
𝑣=0

𝑁1−1
𝑢=0                                   (3) 

where 𝐵(𝑢, 𝑣, 𝑥, 𝑦) - is the null-space for the forward transformation; 

One of possible forward and inverse transformations representations for images by size  𝑁 × 𝑁 may have form of forward and 

inverse Fourier transforms: 

𝐹(𝑢, 𝑣) =
1

𝑁
∑ ∑𝐹(𝑗, 𝑘)𝑒𝑥𝑝 {

−2𝜋𝑖

𝑁
(𝑢𝑗 + 𝑣𝑘)} ,

𝑁−1

𝑘=0

𝑁−1

𝑗=0

 

𝐹(𝑗, 𝑘) =
1

𝑁
∑ ∑ 𝐹(𝑢, 𝑣)𝑒𝑥𝑝 {

2𝜋𝑖

𝑁
(𝑢𝑗 + 𝑣𝑘)} .

𝑁1−1

𝑣=0

𝑁1−1

𝑢=0

 

Let us compile algorithm scheme: 

1) computation of expansion factors for a given initial approximation of a recovered image with expansion formula (3); 

2) finding interval of expansion factor modification𝐹(𝑢0, 𝑣0); 
3) carrying out of functionality minimizing with dichotomy method computated at previous stage of interval algorithm: 

1. image recovery using known expansion coordinates with an inverse transform (4); 

2. performing Fourier transform for obtaining distribution  in lens focussing plane; 
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3. functionality recalculating (1) in relation to the distribution deduced; 

4. calculation of functionality Euclidean norm; 

5. finding interval of expansion factor modification; 

6. checking exit condition from dichotomy method; 

4) checking exit condition from algorithm. Exit is effected in case we achieved functionality minimum with a set definiteness 

or we reset all the expansion factors.  

At realization of this algorithm in an optoelectronic circuit, Fourier transform performance, which make a significant part of 

computations is transferred to hardware component [5]. Realization of these calculations is carried out by means of spatial light 

modulator, which modifies amplitude of illuminating beam. After this, the light passes through a collecting lens, forming a 

distribution in focussing plane, which is recorded by the camera and serves as a basis for functionality recalculation (1). 

3. Experimental research 

Let us conduct a simulation experiment for a DOE  phase function optimization using a worked out iterational algorithm. 

Let us use a result received with the iterational algorithm as initial approximation of a phase. We conduct results of numerical 

experiments for images that describe amplitude and phase distributions with dimensions of 256x256 pixels . For acceleration of 

the algorithm work we employ radially-symmetrical phase and amplitude distributions as investigated. 

A ring given at figure 11 is used as a reference distribution. 

 

Fig. 1. Reference distribution of intensity. 

As a method for inaccuracy estimation, a mean square deviation was used: 

𝜀 =
√
1

𝑆
∑ [𝐼(𝑥,𝑦)−𝐼(𝑥,𝑦)]

2
(𝑥,𝑦)∈𝑅

1

𝑆
∑ 𝐼(𝑥,𝑦)(𝑥,𝑦)∈𝑅

,                                         (4) 

where 𝐼(𝑥, 𝑦) - is the distribution of the intensity formed; 

𝐼(𝑥, 𝑦) – reference distribution of intensity; 

𝑅 – area of inaccuracy estimation;  

𝑆  - space of the area 𝑅. 

For the calculated initial approximation, inaccuracy was 0.81. After implementation of iterational algorithm, the inaccuracy 

reduced to 0.48. Results of the algorithm performance a re given in figure 2. 

    

  

а)     b) 

Fig. 2. Phase (a) and it's corresponding intensity (b) for consecutive iterations of the algorithm with inaccuracy level  0,67; 0,54; 0,48 

correspondingly. 

Carrying out simulation implementing various initial approximations, we obtained results given in figures 3 and 4. 
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а) 

  

b) 

Fig. 3. DOE phase and intensity obtained from Fourier plane for the initial approximation, which is computated using method of local phase jump (a) 

and at exit of the ALGORITHM PERFORMACE (B). 

  

а) 

  

b) 

Fig. 4. DOE phase and intensity obtained from Fourier plane for the initial approximation, which is an axicon (a) and at the exit of the algorithm's 

performance (b). 

 

Fig. 3 and 4 show relative recovery  inaccuracies, 25% and 32% correspondingly. Collation of the results obtained proves 

decrease in the algorithm's convergence speed when initial approximation increases. 

To conduct an experiment, an optical design was built (see figure 15), with a grey-level optical modulator of light, model 

SLM PLUTO Phase Only [10,11,14].   

At the exit of the laser a Fourier correlator is installed consisting of two lens (CL1, CL2) with different focal distance for 

beam blooming to a size that is capable of covering work panel of the modulator.  Immediately before the modulator, the 

diaphragm is installed, which is necessary for varying diameter of the illuminating beam and for illuminating a certain area of 

the modulator. The laser beam falling onto the work panel of the modulator attached to the PC, changes its intensity and returns 

on the same trajectory.  Reaching the splitter (SP), the beam divides in two parts, one of which as reflected by the mirror (M) 

and passing through a convex lens (CL3) forms some distribution in the Fourier plane. The distribution obtained is recorded by 

the camera attached to the PC displaying a formed diffraction pattern. The optical scheme was also equipped with different 

darkening optical filters (OF). 



Computer Modeling / S.K. Misievich, R.V. Skidanov 

3rd International conference “Information Technology and Nanotechnology 2017”     27 

 

 

 

 

 

 

 

 

 

 

 

He-Ne – helium-neon solid-state laser, OF – optical filters, CL1, CL2, CL3 – convex lens, SP – splitter, D – diaphragm, GOM – grey-level spatial 

optical modulator CRL OPTO, CAM – camera VSTT-252, M – rotating mirror, PC – personal computer 
Fig. 5. Optical scheme used in the experiment. 

Figure 6 shows a photography of the optoelectronic system in action. 

Implementation of such scheme in an algorithm for computating DOE phase function is that the phase function corrected at 

each algorithm's iteration is brought off to the modulator, which functions as an actual DOE, then the camera records the 

diffraction pattern in the lens focussing plane. Further, the distribution obtained is processed by the computer. Discrepancy error 

between the reference and the  obtained distribution is calculated and an operation of the phase correction occurs.  

 
Fig. 6. The optoelectronic system. 

As an initial approximation of the intensity formed we shall employ DOE shown on figure 3a. After its forming on the optical 

scheme, the distribution shown on fig. 7 was received. 

 

Fig. 7. The reference distribution of intensity. 

Such distribution possesses a significant peak related to re-reflection effect, which occurs in the modulator. Further, fig.8 

shows the result of a programme deduction from the distribution, which describes this peak. 
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Fig. 8. The difference of intensity. 

The calculated deviation of this intensity distribution from the reference one makes approx. 95%. 

The result of the algorithm's work, which is implementedd in the optoelectronic circuit is given in fig. 9. The distribution 

corresponding it, as obtained by means of diminution from the central peak is given in fig. 10. The DOE phase function 

computated has the form represente din fig. 11. 

 

Fig. 9. The resultant distribution of intensity. 

 

Fig. 10. The result of the  programme deduction in the central peak. 

 

Fig. 11. The calculated DOE  phase. 

The distribution obtain as a result of the algorithm performance has a more a more distinct ringed structure, which 

corresponds more to the set reference distribution. The calculated deviation of this image from the reference one makes 83%. 

An essential disadvantage of such computation method for the DOE phase function is a low speed of the algorithm's work, 

which correlated to output of a frequently alternating phase distribution onto the modulator. 
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4. Conclusion 

In work process, an algorithm for calculating the DOE phase function was elaborated, which is used for forming a radially-

symmetrical distribution in the Fourier plane of the convex lens. Such algorithm was implementedd on the computer for 

conducting a work simulation and convergence research, then transposed to the optoelectronic circuit.  

The results of conducting a live experiment showed possibility of implementing this algorithm for calculating the diffraction 

optical components. The main advantage of the algorithm is its universality in relation to the intensity distribution of the 

illuminating beam . When calculating the DOE phase function, there is no need for taking into account laser intensity 

distribution, as it is counted on the hardware level, as a result of the algorithm's work the phase function is corrected exactly for 

the given distribution. Although, a low speed of the algorithm's work in the optoelectronic circuit hinders its implementation. 

Such algorithm may be used in cases, when it is necessary to calculate a component that gives a more distinct image at the 

output, using a laser with a specific intensity distribution. 

Acknowledgements 

The work was funded by the Russian Federation Ministry of Education and Science of state-assigned task No. 

3.3025.2017/8.9 

References 

[1]. Lanina EP. Organization of ECM and systems. Site of Irkutsk State Technical University, 2004. URL: http://paralichka85.px6.ru/11future/glava11_ 

1.htm (date of reference: 09.01.2013). 

[2]. Kotlyar VV, Khonina SN, Melekhin AS, Soifer VA. Coding of diffraction optical components using method of phase jump. Computer Optics 1999; 
19(9): 54–64.  

[3]. Soifer VA, Doskolovich LL, Golovashkin DL, Kazanskiy NL, Kharitonov SI, Khonina SN, Kotlyar VV, Pavelyev VS, Skidanov RV, Solovyev VS, 

Uspleniev GV, Volkov AV. Methods for computer design of diffractive optical elements. New York: John Wiley & Sons, Inc., 2002. 
[4]. Pratt  W. Digital processing of images.  Moscow: Mir Publishing house, 1982; 1: 312 p. 

[5]. Fast spatial light modulators speed optical-computing applications. Vision Systems Design, 1997. URL: http://www.vision-

systems.com/articles/print/volume-2/issue-8/applications/spotlight/fast-spatial-light-modulators-speed-optical-computing-applications.html (date of 
reference: 23.12.2012). 

[6]. Kazanskiy NL, Kotlyar VV, Soifer VA. Computer-aided design of diffractive optical elements. Optical Engineering 1994; 33: 3156–3166. DOI: 

10.1117/12.178898. 
[7]. Doskolovich LL, Golub MA, Kazanskiy NL, Khramov AG, Pavelyev VS, Seraphimovich PG, Soifer VA, Volotovskiy SG. Software on diffractive 

optics and computer generated holograms. Proceedings of SPIE 1995; 2363: 278–284. 

[8]. Golovashkin DL, Kasanskiy NL. Solving diffractive optics problem using graphics processing units. Optical Memory and Neural Networks 
(Information Optics) 2011; 20: 85–89. DOI: 10.1134/S1063776110120095. 

[9]. Kharitonov SI, Doskolovich LL, Kazanskiy NL. Solving the inverse problem of focusing laser radiation in a plane region using geometrical optics. 
Computer Optics 2016; 40(4): 439–450. DOI: 10.18287/2412-6179-2016-40-4-439-450. 

[10]. Kazanskiy NL. Research and education center of diffractive optics. Proceedings of SPIE 2012; 8410: 84100R. DOI: 10.1117/12.923233. 

[11]. Kovalev AA, Kotlyar VV, Porfirev AP. Generation of half-pearcey laser beams by a spatial light modulator. Computer Optics 2014; 38 (4) 658–662. 
[12]. Method of descent by coordinates. Multi-dimensional methods of optimization. URL: http://school-sector.relarn.ru/dckt/projects/optim/pocspusc.htm 

(date of reference: 15.12.2012). 

[13]. Dichotomy method. Encyclopedias and dictionaries. URL: http://dic.academic.ru/dic.nsf/ruwiki/1034684 (date of reference: 17.12.2012). 
[14]. PLUTO: High-Resolution LCOS Phase Only Spatial Light Modulators. HOLOEYE Pioneers in Photonic Tecnology, 1997. URL: 

http://www.holoeye.com/spatial_light_modulators _pluto.html (date of reference: 15.01.2012). 

http://paralichka85.px6.ru/11future/glava11_%201.htm
http://paralichka85.px6.ru/11future/glava11_%201.htm
http://www.holoeye.com/spatial_light_modulators


3rd International conference “Information Technology and Nanotechnology 2017”      30 

Modeling of geometrical stability of the diffraction lens mount for a 

promising project of the outer space observation satellite 

G.P. Аnshakov
1
, V.V. Salmin

1
, K.V. Peresypkin

1
, А.S. Chetverikov

1
, I.S. Tkachenko

1
 

1Samara National Research University, 34 Moskovskoe Shosse, 443086, Samara, Russia 

Abstract 

The article gives an overview of a promising project of an observation spacecraft fitted with a diffractive optical system. The problem of 

ensuring a stable position of the elements of the optical system is considered. For this purpose, the load-bearing scheme of the mount of a 

diffraction lens previously proposed by the authors is used. In this work, a study is made of the influence of the geometric parameters of the 

structure on its stiffness characteristics. With the help of numerical optimization, the optimal values of the design parameters for minimizing 

structural mass are calculated. 

Keywords: diffraction optics, space membrane optical system, finite element simulation, natural oscillations, numerical optimization 

1. Introduction 

In recent years, the project of an observation satellite that uses a diffractive lens to focus the light flux instead of a 

conventional mirror [1] is actively discussed in the scientific community. Due to the fact that the Fresnel lens is a thin perforated 

membrane, its weight is much less than the weight of a conventional mirror. This creates a possibility for creating an 

observation satellite with optical payload with a large aperture. 

The MOIRE project [2] is of particular interest. It implies creation of an observation satellite fitted with a Fresnel lens 10 

meters in diameter. This lens is to be mounted 60 meters from the body of the satellite. The overview of the system is resented 

in figure 1. 

 
Fig. 1. MOIRE - Membrane Optical Imager for Real-Time Exploitation [1-3]. 

2. Structural requirements of the diffraction lens mount 

Elements of the optical system are to be precisely positioned against each other coaxially and exactly on the right distance. 

This means that the dimensional stability is critical for the lens mount. Obviously, this design should be folded in the process of 

orbital injection, and be unfurled in orbit into the operating state. Ensuring that a structure this big remains dimensionally stable 

is a complex engineering task. Dimensional stability of the structure might be compromised by numerous factors: plastic 

deformations induced during the launch, temperature deformations,  structural oscillations. The first two factors could be 

avoided by correct selection of the mount’s material. Structural oscillations, however, will be inevitably induced during the 

process of positioning the telescope for image capturing. These oscillations in such a large-sized system can change the position 

of the lens relative to other elements of the optical system. If the amplitude of these oscillations is sufficiently large to distort the 

image and the decay time of these oscillations is high, it will severely hinder the image-capturing capabilities of the system. To 

prevent the occurrence of long-term oscillations of a lens with a large amplitude, the structure must have a sufficiently high 

rigidity. We propose to formulate rigidity requirements in the form of a restriction on the values of the natural vibration 

frequencies of the structure. Traditional observation satellites usually are equipped with solar arrays that have natural vibration 

frequencies in the range from 1 Hz to 2.5 Hz. We have to match these values for our proposed lens mount. 
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3. Load-bearing structure of the diffractive lens mount 

In the previous paper [4] we have proposed a load-bearing scheme that could meet the aforementioned structural requirements 

for the mount. High rigidity in this scheme is achieved by combining three trusses into one structure by means of cables 

stretched between them. Strained cables load the trusses with transverse forces, which can lead to large deformations. To avoid 

this, in the proposed load-bearing scheme the trusses are arc-shaped and their ends are connected by a longitudinal cable as 

shown in figures 2-4. Such trusses function as arches and are capable of accommodating transverse loads. An overview of an 

observation satellite with a diffractive optic payload utilizing the proposed mount structure is shown in figure 5. 

 

 
Fig. 2. Loading of straight trusses tightened with cables. Thick arrows 

represent internal forces induced in the structural elements and thin 
arrows represent external forces applied to the structure from other 

elements. 

Fig. 3. Loading of arch-shaped straight trusses tightened with cables. Thick arrows 

represent internal forces induced in the structural elements and thin arrows represent 
external forces applied to the structure from other elements. 

 
Fig. 4. Maintaining the distance between the ends of the arch-shaped trusses using longitudinal cables. 

In the paper [4] we have presented a model of the loaded state of the proposed mount structure for a set of predetermined 

design variables and have shown the feasibility of the structural layout regarding the stiffness constraints. However, that paper 

did not contain a method for parametric optimization of the structure’s mass. The proposed design variables are: radius of 

arched trusses, R; the cross-sectional area of the truss bars; the cross-sectional area of the cables. In this paper we study the 

influence of these parameters on the behavior of the lens mount structure. 

 

Fig. 5. An overview of an observation satellite with a diffractive optic payload utilizing the proposed mount 

structure. 

4. Modeling method 

Simulation of the behavior of the structure is performed in the finite element system MSC.Nastran. To estimate the rigidity of 

the mounting structure, the natural oscillations of a spacecraft with a diffraction lens were sought. 

The search for natural oscillations in the method of finite elements consists in solving the following eigenvalue problem [2, 3]: 

       0
2

 ii UКМ , 
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where i  - i-th own circular frequency;  М  - mass matrix;  К  - stiffness matrix;  iU  - i-th eigen form. The solution is 

performed for several lower tones of natural oscillations by the Lanczos method. The matrix of the rigidity of an elastic system 

within the framework of the finite element method has the following form: 

        dvBDBK kk

Ne

k Vek

T
k  

1

, 

where Ne  - number of finite elements; Vek  - volume of the k-th finite element;  kD  - Hooke matrix for the material of the k-

th finite element;  kB  - matrix of connection between nodal displacements and deformations:      kkk uB  ;  ku  - nodal 

displacements of the k-th finite element;  k  - deformations of the k-th finite element. Coefficients of the matrix  kB  could be 

obtained from differentiating the form function  kФ  of the finite element by the corresponding coordinates. The matrix of the 

masses of the elastic system in the framework of the finite element method has the following form: 

      dvФФM k

Ne

k Vek

T
kk  

1

, 

where  kФ  - from function of the k-th finite element:       kkk uФxu  ;  x  - coordinates of a point inside of a finite 

element; k  - material density of the k-th finite element. 

5. Influence of the radius of truss arches on the behavior of the structure 

Radii of arched trusses determine the general geometry of the structure. To determine the influence of this parameter on the 

natural oscillations, a number of finite element models with different values of the radius of arched trusses were built in the 

MSC.Nastran system (Fig. 6). Some forms of oscillations for one of the considered radii are shown in Fig. 7-10. Dependences of 

natural frequencies on the radius of arched trusses are shown in Fig. 11. 

 

а) 

 
b) 

 

Fig. 6. Finite element models of the lens mount design with different 

values of the radii of the arched trusses: a) 40 m; b) 150 m. 

Fig. 7. Form of the first elastic tone of natural oscillations. Frequency 

- 0,687 Hz. Torsion of the lens around its axis. 

 
Fig. 8. Form of the second and fourth elastic 

tone of natural oscillations. Frequency - 
0,948 Hz. The first flexural shape. 

Fig. 9. Form of the fourth elastic tone of natural 

oscillations. Frequency - 1,14 Hz. Torsion of the lens 
around its axis. 

 

Fig. 10. Form of the fifth and sixth elastic tone of 

natural oscillations. Frequency – 1,48 Hz. The second 

flexural shape. 
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Fig. 11. Dependences of natural frequencies on the radius of arched trusses. 

As far as the lower natural frequency is concerned, the smaller is the radius the higher is the stiffness. However, in the first 

tone of natural oscillation the lens is rotating around its optical axis. This kind of displacement does not affect the positioning of 

optical elements against each other and therefore does not affect the image quality of the system. The second and third forms of 

natural oscillations lead to tilting of the axis of the lens, which will lead to image distortion. If we would choose the radius of the 

arched trusses in order to maximize the frequencies of these tones, then an optimal radius value would be 150 m. 

6. Parametric optimization of the parameters of the construction of the diffraction lens mount 

The selection of the remaining parameters of the load-bearing structure was carried out using the procedure of parametric 

optimization of the MSC.Nastran system. The following formulation of the optimization problem was used [5,6]:  

 Areas of the cross sections of the elements of the structure: the rods of the truss; beams of the lens mount, 

longitudinal cables and lateral cables were taken as design variables 

 Design constraints: the frequencies of the five lowest tones of oscillation should not be less than 1 Hz; the tension of the 

cables should not lead to buckling of the structure; inertial loads from a typical orbital rotational maneuver should not cause 

destruction of the material of structural elements. 

 The purpose of optimization is to minimize the weight of the structure. 

For parametric optimization the MSC. Nastran system uses a gradient optimization method. Figures 12 and 13 show the 

changes of the structure’s mass during optimization, the maximum value of the constraints and the values of the design 

variables. The results of optimization are shown using the example of a structure with a radius of arched trusses equal to 40 m. 

As a result of optimization, the mass of the spacecraft decreased from 3620 kg to 3566 kg. The value of the natural tone 

frequency of the lower tone increased from 0.736 Hz to 1.0 Hz. Having carried out similar optimization calculations for models 

with different values of the radii of arched trusses, one can choose the design variant with the least mass. Thus, the optimal 

parameters of the load-bearing structure will be found. The authors did not perform a full series of calculations due to the 

preliminary and methodological nature of the study, but in the case of real design, there are no obstacles to finding optimal 

values of the parameters using the proposed method. 

 
a) b) 

Fig. 12. Change in the process of optimization: a) mass of the spacecraft (target function) and b) the maximum value of the constraints (if the value is greater 

than zero - the constraint is not satisfied). 
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Fig. 13.  Change of design variables during the process of optimization. 

Conclusion 

The problem of stable arrangement of the optical elements for an observation satellite with a diffractive optic payload was 

considered. Particular attention was given to modeling and shaping the appearance of the diffraction lens mounting structure. To 

solve this problem, the authors proposed a large scale load-bearing structure of high rigidity. With the help of finite element 

modeling, the effect of geometric parameters of a structure on its stiffness characteristics is studied. The optimal values of the 

design parameters ensuring minimal mass of the structure were found using numerical optimization. 
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Abstract 

The article presents a formulation of a problem of trajectory optimization using low-thrust engines for an optical space system based on 

diffractive membranes. A methodology, where first stage nominal trajectories and control programs are selected and then corrected at the long-

range guidance, has been developed for solving the problem of optimizing the trajectories of a flight to a geostationary orbit. At the final stage, 

algorithms for terminal control are formed, which allows to deliver a cosmic optical system based on diffraction membranes to a given point in 

the geostationary orbit. The end result is acquisition of Pareto-optimal solutions in the coordinates "characteristic speed-duration of the flight", 

where each point of the set of solutions has a corresponding a measure of accuracy of payload delivery to a geostationary orbit at a given set of 

coordinates. 

Keywords: cosmic optical system; diffraction membrane; interorbital flight; geostationary orbit; multicriteria problem; terminal control 

algorithms; low-thrust engine 

1. Introduction 

Modern remote Earth sensing satellites function on low orbits. This imposes several constraints on their performance. For 

example, it is impossible to perform continuous monitoring of an object from a single satellite. In order to do so the satellite 

must be delivered to the geostationary orbit. 

Since the geostationary orbit is quite high (about 36000 km), obtaining high-quality images requires complex optical 

systems. Remote geostationary Earth sensing satellites fitted with traditional refractive payloads capable of obtaining high-

quality images are inevitably heavy which complicates their delivery to the orbit. 

To solve this problem, the US Agency for Advanced Defense Research and Development of the US DARPA is developing a 

project of a modern space telescope with a membrane diffractive optical system. The project was named MOIRE or Membrane 

Optical Imager for Real-Time Exploitation  [1-3]. 

The spacecraft with a membrane diffractive optical system will have a much smaller mass compared to a spacecraft with a 

refractive optical system. However, such a spacecraft would have large dimensions - the diameter of the lens is of the order of 

10-20 m, the distance from the lens to the spacecraft body is of the order of 50 to 70 m. 

The paper [4] presents a design of the load-bearing structure for an Earth remote sensing satellite with diffractive optics (Figure 

1). 

 
Fig. 1. Load-bearing structure for an Earth remote sensing satellite with diffractive optics [4]. 

When such a structure is being propelled by a chemical booster block, significant overloads can occur, which can lead to 

undesirable structural changes of the diffractive observation system. 

In this case, it is preferable to use low-thrust electric propulsion engines, that are creating accelerations of the order of 

0.5.1.0 mm/s
2
, in order to bring the cosmic optical system on the basis of a large diffraction membrane to the geostationary orbit 

(GSO). The duration of transportation from low Earth orbit to GSO would be in the range from 100 to 200 days. 

When optimizing ballistic schemes for such flights, it is necessary to seek a compromise between the mass of the payload 

and the duration of the flight - the main efficiency criteria [5]. The problem of ensuring the required accuracy of delivery is also 

very important. 
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Since spacecraft of this type have significant dimensions and, accordingly, mass-inertial characteristics, the process of 

motion control is significantly hampered. This calls for a solution of the problem of joint optimization of trajectory and angular 

movements. 

2.  Statement of the Problem 

Let us consider a ballistic scheme for a transfer of a spacecraft from initial circular orbit to operational (geostationary) orbit, 

with insertion into a given station and return of the space tug to the initial orbit.  

The optimization problem in a general statement is shaped as the problem of tied choice of design parameters, Pp , 

ballistic parameters, Bb  and set of functions u(t,x), x(t) out of allowable multitude D, ensuring the transfer of a spacecraft 

from the initial state 00 )( xtx  to a finite multitude ff Xtx )( with the maximum value of the optimization criterion.  

Relative payload mass (relation of the payload mass Мpl to launch mass of the spacecraft М0) is adopted as the main 

optimality criterion  : 

max
0


М

М pl
 . 

Another criterion, no less important, is the overall transfer time ТΣ, which is a sum of the powered flight time ТP  and the 

time of unpowered legs ТUP. The latter result from the need to make navigational observation and to "phase" precision targeting 

of an EP-powered spacecraft.  

Let us represent the launch weight of a spacecraft as the sum of the masses of its functional elements: power plant 

(consisting of the reactor, energy transformer and radiator); thruster unit (consisting of cruising EP thrusters and controlling 

thrusters with their controls); propellant supply for the direct and return transfer, including additional expenses for control; 

propellant storage and supply system; payload; the body of the spacecraft:  

                                     BPLPSSPPEPPP ММММММММ  210 ,        (1) 

where М0 is the launch mass of the spacecraft; МP1, МP2 is the propellant mass for the direct and the return transfer respectively; 

МPL is payload mass; МPP is the power plant mass; МEP is electric propulsion mass; МPSS is the propellant storage and supply 

system; МB is the spacecraft body mass. 

The criterion µ may be represented as [6]: 
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1 ; αPP - is the relative mass of the power plant; γEP - is the relative mass of electric 

propulsion; μB  is the relative mass of the body; γPSS is the relation of the propellant storage and supply system mass to propellant 

mass; Р is the thrust of the cruising and controlling thrusters; с is the thruster exhaust velocity;
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2 exp1 ; Wf1, Wf2 – is the final characteristic velocity expense for direct and return transfer.  

In this statement, the optimization problem is traditionally divided into two parts: dynamic (selection of optimal trajectories 

and control laws) and parametrical (selection of optimal design parameters).  

Thus, two main optimality criteria are set: the relative payload mass μ or, considering the expression (2), the final 

characteristic velocity expense Wf, as well as the total transfer time TΣ. Then the optimization of the ballistic schemes, 

trajectories, and control modes as the ultimate goal is reduced to building a Pareto set in coordinates Wf - TΣ. In addition, every 

point in the Pareto set must correspond to a measure of meeting the final boundary conditions Φ, for example, in the following 

expression:  

ff
T xxΦ  . 

Here fx  is the vector of deviation of the final values of the state vector from required values; Λ is a positively determined 

weighted coefficient matrix.  

The general mathematical model of motion includes the equation of the motion of the center of mass in equinoctial elements, 

dynamic equations of angular motion, kinematic equations in quaternion form. 

3.  The expansion principle in solution of a dynamic problem 

The optimal control problem in this statement is extremely difficult, as the state of the controlled object is characterized by a 

set of variables, some of which are "slow-changing" (trajectorial motion) and some are relatively "fast-changing" (angular 

motion); besides, the mathematical model of motion includes a perturbation vector. It is apparently problematic to approach this 

problem with the classical methods of optimal control (the maximum principle and dynamic programming). 

Therefore, we propose an approach to the solution of the dynamic problem, which is based on the principle of the extension 

– narrowing of the class of admissible states and controls [7]. 
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The control vector u will include only the angles of the thrust orientation vector, and other components (controlling torques 

МХ, МY, MZ) will be subject to constraints. Let us impose constraints also on the state vector x at the final point of the trajectory. 

In this manner we obtain the following mathematical model:  

                                                         *** ,uxfx  ,   0*0* xtx            (3) 

where  TYXYX Fiieehx ,,,,,*  ,   ,,*
T

u   

with extended functional 

                                                             

T

f adtVL

0

min               (4) 

and constraints     f
T

fyfxfyfxffff XFiieehxtx  ,,,,,** , 

                          xx
t

МtМ max_)(max  ; yy
t

МtМ max_)(max  ; zz
t

МtМ max_)(max  .                    (5) 

Here Fiieeh yxyx ,,,,,  - are the equinoctial elements; ,  - are the thrust orientation vector angles; а – is reactive 

acceleration; МMAX_Х, МMAX_Y, MMAX_Z are the maximum possible controlling torques that can be created by controlling thrusters 

of the spacecraft. 

The conditions of (5) are checked as the result of a numerical modeling of the basic system of equations, with optimal 

control found by solving the problem for the simplified mathematical model.  

Assume that the spacecraft is moving along a near circular orbit, so the eccentricity can be taken as zero. Assume also that 

the radial component of the acceleration is zero.  

Then the thrust direction is determined by the angle ψ between the transversal and the thrust vector, and the projections of 

the reactive acceleration to the axis of the orbital system of coordinates are:  

                                                       sin  ,0  ,cos
M

P
aa

M

P
a WST                              (6) 

Let us also exclude from the differential components the equations that describe the changes in the longitude of the ascending 

node and the perigee argument. 

 
Fig. 2. Position of the spacecraft orbit and thrust vector control. 

The system (3), taking into consideration (6), is transformed to the equations of a near-circular motion of a small-thrust 

spacecraft. By averaging the "slow-changing" variables r (average radius of a near-circular orbit, equivalent to semi-major axis) 

and i (orbit inclination) along the "fast-changing" variable u (polar angle of the argument of latitude) we can obtain the 

"asymptotic" model of motion [8]. 

Thrust vector control for transfers between non-coplanar orbits requires the sign of the аW to change twice per revolution. 

The thrust angle orientation control is set in the following way:  

                                                           usignWuW m cos)(),(   ,                           (7) 

where ψm is the amplitude of oscillations of the angle ψ, W is current characteristic velocity and u is the argument of latitude. 

Analytical solutions, obtained within the "asymptotic" model, describe a "universal" trajectory of a transfer between non-

coplanar orbits, that does not depend on the spacecraft's design parameters (Figure 3). 

4. Method of selecting motion control laws of the space optical system on based diffractive membranes during 

transfer to given point on the geostationary orbit 

The method includes an algorithm of developing nominal programs for thrust vector control, an algorithm of EP thrust 

magnitude adjustment, algorithm of terminal control development using motion models in discrete setting, numerical algorithm 

of building a set of Pareto-optimal solutions.  

The goal of the control at the stage of lifting to GEO is narrowing the area G to an allowable area Ga. 

The problem will be solved consequentially, in two stages: 

- development of an algorithm for moving the final state deflection vector ΔХf into an area G’, where one or more of the 

components of the vector ΔХf satisfy the required precision (e.g. deflection by inclination ∆if); 
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- developing the control laws and algorithms for narrowing the area G’ to area Ga, where all components of the vector 

ΔХf satisfy the required precision conditions. 

 
Fig. 3. Phase trajectory of a transfer to GEO. 

4.1 Goal of control at the long-range guidance stage 

If the deflections are considerable, or it is impossible to build in advance a precise model of perturbing accelerations, which 

may change significantly during the transfer, it is advisable to use multistage control algorithms with end state prognosis and 

identification of perturbations. 

Since sufficiently precise models of perturbations from the Earth's gravity field, solar and lunar perturbations are presently 

available, the parameter to be adjusted is the magnitude of reactive acceleration.  

Thrust magnitude has been chosen as the adjusted parameter. Adjustment of actual thrust magnitude will be carried out 

according to the expression:  
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where 
calcT  is the oscillating orbit time at the measured unpowered leg; 

iT  is the deviation of oscillating orbit time from 

calculated value.  

An example of modeling the trajectorial motion of an EP-powered spacecraft during a transfer to GEO with set values of 

initial orbit (А0, i0, e0), exhaust speed с and initial acceleration а0  with adjustment of the thrust magnitude depending on the 

number of corrections N is represented in Table 1. Here ∆P is the systematic error in thrust magnitude; tup is the length of 

unpowered legs, where the low thrust propulsion unit is, as a rule, shut down to ensure more precise orbit parameter calculation 

and consequent adjustment of thrust magnitude.  

Table 1. Results of modeling the motion of a EP OTV during transfer to GEO with adjustment of thrust magnitude (a0 = 0,0006 m/s2, c = 25 km/s, tup = 0,5 day, 

i0 = 51,60, e0 = 0, A0 = 7171 km, ΔP = -1,5% (Рr = 11,82 N)) 

N 
Thrust and length of the i-th powered 

flight leg 

real
fff AAA  , km 

if, deg ef Wf, km/s 

i 
N ,iP  days ,i

aT  

1 0 12 63,278 -464,1 -0,72 0,002 7,670 
1 11,665 66,079 

2 0 12 63,278 -12,8 -0,02 0,004 7,614 
1 11,665 33,039 

2 11,789 32,222 

4.2 Development of control laws and algorithms at the final stage of GEO transfer 

The goal of the terminal control. The goal of the control is to move the end state deviation vector ΔХК from area G’ to area 

Ga. Assume that the correction maneuver is performed with the help of transversal low thrust, which creates the transversal 

acceleration аТ. 

This problem is set as a terminal control problem with functional  

                                                              min f
T
f

ххΦ .                      (9) 

Here Λ  is the fixed coefficient matrix;  Tffff eTx  ,,  . 

The control is structured as a sequence of powered and unpowered leg lengths  Tupiupi ttu ...,... 11  . 
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Deviation of the semi-major axis ΔA is equivalent to the deviation of the orbit time ΔT = T – TS. Here the orbit time on GEO 

equals star day TS = 86164,09 s. 

In addition, the position of the OTV on GEO is described by longitude λ, which deviates from the required value of the 

station longitude λS by Δλ = λ – λS. 

We shall solve this problem by increasing the sophistication of the motion model. 

1. Neglecting the eccentricity value due to its insignificance, we obtain a near optimal analytical solution of the problem by 

Hamilton-Jacobi-Bellman's formalism.  

The characteristic velocity budget for the correction maneuver with аТ = const is determined by the relation:  
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The total time of the maneuver is determined by the equation 
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Here τ and tup are the lengths of the powered and unpowered flight legs respectively. Therefore, the characteristic velocity 

budget and time required for execution of the maneuver do not depend on design parameters (transversal acceleration аТ), and 

are determined only by the initial deflections ΔТ0 and Δλ0. Near optimal control by orbit time and longitude is performed in one 

step. Here by step we mean a sequence of a powered and an unpowered legs. 

2. The problem of terminal control is solved with the help of multistage control algorithm with control parameters 

adjustment. Let the control law be set by a sequence of powered legs that is taken as decreasing and is defined by the expression 

[12]:  
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where i, n are the number of adjustment and total number of adjustments respectively; а and b  are the parameters that describe 

the law of decreasing the lengths of the powered legs.  

Then the problem of determining the optimal control law is reduced to a bi-parametric optimization problem, which is stated 

in the following way: for set initial values of orbital elements, acceleration аТ, number of adjustments n, lengths of unpowered 

flight legs tup one should find such parameters а and b that ensure the minimum of the functional (9). 

Control parameters а and b are found as the result of minimizing the functional of the view (9) and at that for better precision 

the dependency of the functional from parameter а is approximated by the least squares methods. When the control is adjusted 

(during motion modeling accounting for perturbations) at every unpowered leg the number of adjustment steps n is also 

corrected.  

A series of calculations of control laws for a transfer of and EP-powered spacecraft to a given station by orbit time and 

longitude were carried out [9].  

The characteristic velocity W budget, depending on the initial deviation by orbit time (∆Т0 = 300…1000 s) is on the order of 

4 to 14 m/s. 

3. A discrete model for flat motion of a spacecraft under small transversal acceleration (with changes in orbit time, 

eccentricity and station longitude) was developed in [11], and an analytical solution for the problem of the search for the optimal 

control (lengths of powered and unpowered legs), minimizing final orbit time, eccentricity and station longitude errors, was 

obtained. 

In [23] the authors propose an approximate method for solving the problem based on the three-step control algorithm for 

circulation period, eccentricity and longitude of the point of standing. Orbit correction is carried out using low-thrust electric 

rocket engine that produces acceleration in the transversal direction. 

Discrete model of plane motion of geostationary satellites under the influence of small transversal acceleration is presented in as 

[11]: 
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2π2

τ
)1( 00

0п

T
mТt


 , for аТ < 0. 

Functional 

min K
T
K XXI . 

Where aT – transversal acceleration, 0  - true anomaly angle before correction; ∆ХК =  {∆TК, ∆λК, ∆eК}
Т
 – the final state vector, 

where ΔТК = ТК – ТЗ, ΔеК = еК – еGEO,  ΔλК = λК – λР; ТК, еК, λК – values of the orbital period, eccentricity and longitude of the 

satellite’s standing point on the orbit at the end of the correction maneuver; ТЗ – circulation period of the spacecraft in 

geostationary orbit, equal to a star day ТЗ = 86164,09 с; еGEO –eccentricity of the geostationary orbit; λР – longitude  of the 

working point of standing of a satellite; ΔТ0 = Т0 – ТЗ, Δе0 = е0 – еGEO,  Δλ0 = λ0 – λР, where Т0, е0, λ0 – values of the orbital 

period, eccentricity and longitude of the point of standing on the orbit before the spacecraft correction maneuver. 

Based on the proposed control structure an analytical solution is obtained for 0 , 1 , 2 , 1Пt , 2Пt  [11] 
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The presented algorithm has shown high accuracy in modeling of the correction of orbit for a surveillance satellite, fitted 

with an electric propultion engine. For example, for ΔТ0 = 1000 s, e0 = 0,005, Δλ0 = 0,087 rad the final orbit parameters 

deviations were: orbital period ΔТK = 1,3 s, standing point longitude ΔλK = 0,15
0
, eccentricity ΔeK = 1×10

-4
. Durations of the 

active and passive sections were τ0 = 7758 s, τ1 = 1997 s, , τ2 = 1998 s, tп1 = 260200 s ≈ 3 days, tп2 = 40170 s ≈ 0,46 days. 

Figure 4 and 5 shows an example simulation of the orbit control of geostationary spacecraft by using low thrust of EP. 

 
Fig. 4. Simulation the orbit correction for geostationary spacecraft using low thrust of EP (а0 = 0,001 м/s2, ΔТ0 = 1000 s, e0 = 0,005, Δλ0 = 

0,087 rad). 
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Fig. 5. The eccentricity change of geostationary spacecraft orbit in simulation the orbit correction using low-thrust of EP (а0 = 

0,001 м/s2, ΔТ0 = 1000 s, e0 = 0,005, Δλ0 = 0,087 rad). 

4.3 Building a set of Pareto-optimal solutions of a dynamic problem 

Suggested control algorithms make it possible to build a set of Pareto-optimal solutions of the dynamic optimization problem 

of a space optical system on based diffractive membranes transfer to GEO using low thrust of EP with insertion into a given 

station. 

The sequence of building the set of Pareto-optimal solutions is represented in Table 2. 

Table 2. Building Pareto-optimal set 

№ Control algorithms for insertion of powered EP spacecraft to GEO  Final error 

margin  

1 1. Control program (7) with EP thrust adjustment algorithm (8) and correction of control program without 
precision GEO formation stage. 

Φ1 

2 1. Control program (7) with EP thrust adjustment algorithm (8) and correction of control program. 

2. A near-optimal control by extended set used on the final stage. 

Φ2 

3 1.  Optimal control program (7) with EP thrust adjustment algorithm (8) and correction of control program. 

2. Control algorithm (12) used on the final stage.  

Φ3 

4 1. Optimal control program (7) with EP thrust adjustment algorithm (8) and correction of control program. 
2. Three-stage control algorithm of terminal control (13) – (15) used on the final stage.  

Φ4 

Figure 6 shows a sample calculation of a set of Pareto-optimal solutions for a transfer to GEO with systematic thrust error 

ΔP = - 2,5%. 

 
Fig. 6. Sample set of Pareto-optimal solutions (ΔP = - 2,5%, i0 = 51,60, r0 = 7171 km, c = 25 km/s). 

Conclusion  

A method of solving the dynamic optimization problem of a transfer to a given station on geostationary orbit was developed, 

including: an algorithm for obtaining nominal thrust control vector programs; algorithm for EP thrust magnitude adjustment on 

the basis of actual orbit time measurement at the long-range targeting stage; algorithm for obtaining terminal control, using 

discrete motion models; algorithm for obtaining a set of Pareto-optimal solutions. 
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